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AdaMICA: Adaptive Multicore Intermittent Computing
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Recent studies on intermittent computing target single-core processors and underestimate the efficient parallel execution of
highly-parallelizable machine learning tasks. Even though general-purpose multicore processors provide a high degree of
parallelism and programming flexibility, intermittent computing has not exploited them yet. Filling this gap, we introduce
AdaMICA (Adaptive Multicore Intermittent Computing) runtime that supports, for the first time, parallel intermittent
computing and provides the highest degree of flexibility of programmable general-purpose multiple cores. AdaMICA is
adaptive since it responds to the changes in the environmental power availability by dynamically reconfiguring the underlying
multicore architecture to use the power most optimally. Our results demonstrate that AdaMICA significantly increases the
throughput (52% on average) and decreases the latency (31% on average) by dynamically scaling the underlying architecture,
considering the variations in the unpredictable harvested energy.
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1 INTRODUCTION
By 2030, it is expected that there will be about 50 billion Internet-of-Things (IoT) devices worldwide [74]. The vast
majority of modern IoT devices rely on batteries, which are nondurable, heavy, and relatively expensive chemical
energy storage. In contrast, battery-free devices with minimal energy buffer that are powered by harvestable
ambient energy can dramatically extend the operating lifecycle of the IoT systems [17]. Lightweight devices are
perfectly integrable into wearable technology, while the environmental-friendly nature of these devices expands
the idea of ubiquitous computing, enabling new applications in the wild world, in the bowels of the earth, in
space, and in other delicate or harsh environments. These devices can even pave the way for the hyped vision of
ubiquitous computing such as the Smart Dust [42] and the TerraSwarm [48].

Energy-harvesting battery-free devices can exploit energy from various sources such as radio waves, sunlight,
kinetic power. However, the fluctuating availability of ambient energy causes frequent power failures, forcing the
systems to operate intermittently. When power is available, a battery-free device gradually accumulates energy
in a small storage component, e.g., in a capacitor. Once the amount of stored energy in the capacitor reaches a
certain threshold, the device starts executing tasks, rapidly dissipating the stored energy. The device turns off
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Fig. 1. AdaMICA enables programmers to annotate parallelizable code blocks that can be executed over multiple cores
intermittently. Considering the available power, it reconfigures the multicore architecture to obtain the maximum benefit
from the ambient energy and parallelism.

when it consumes all stored energy, which leads to the loss of the volatile computational states (e.g., registers,
stack). Therefore, power failures interrupt the execution of programs, which might prevent the computation
from progressing forward and leave the memory in an inconsistent state [65].
Recent research has proposed solutions for intermittent systems, considering both software, e.g., [18, 44, 78],

and hardware, e.g., [13, 19, 22, 35], aspects, guaranteeing execution progress and maintaining memory consistency.
While efficient, the proposed solutions target off-the-shelf single-core ultra-low-power microcontrollers (MCU)
with limited flexibility and performance capability. These MCUs are energy efficient and ideal for performing
low-cost tasks, but they pose limitations to executing computationally intense tasks intermittently [30]. These
limitations are critical since the machine-learning (ML) paradigm, the number one disruptive technology of the
moment, demands the execution of high-cost inference tasks on edge devices. The reason is that sending large
amounts of raw sensor data wirelessly to offload the high-cost tasks to the cloud is too energy-intensive for
energy-harvesting devices.
As of now, only a few studies addressed the development of software- and hardware-based techniques to

execute high-cost computational tasks intermittently and efficiently under energy constraints. Unfortunately,
these studies pose significant deficiencies, as we explain below.
P1-Lack of Multicore Parallelism. High-cost ML tasks are highly parallelizable. When the ambient energy
permits, splitting these tasks over multiple cores and executing them in parallel can increase the throughput
significantly. Even though ordinary homogeneous multicore systems commencing to spread widely in ultra-
low-power embedded devices [29, 43], intermittent computing has not benefited them yet. Current studies
mainly exploit accelerators to execute high-cost tasks and exploit parallelism [30, 31, 49, 52], which have crucial
drawbacks. As an example, [49] and [30] exploit the low-energy accelerator (LEA) on MSP430FR5994 [36], which
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is one of the mainstream MCUs for intermittent computing, to support vector-based signal processing operations.
However, this accelerator exhibits functional limitations, and it has limited parallelism since it only supports
dense operations [30, Section 10]. Besides, accelerators are generally task-specific, which does not satisfy the
flexibility demand of IoT edge nodes [29]. Moreover, they lose their computational state upon power failures,
which requires reconfiguration and repeated data transfer from volatile/non-volatile memory to their internal
memory buffers.
P2-Missing Parallel Programming Support. In existing systems such as SONIC [30], programmers need to
exploit underlying parallelism manually by interacting directly with the accelerator, which is cumbersome. For
example, LEA has a set of specific vector operations (some generic vector operations are not supported [30,
Section 7]), which makes exploiting parallelism difficult. The programmable general-purpose multiple cores
provide the highest degree of flexibility [29, 69], but the intermittent computing community has overlooked
them so far. Existing intermittent computing runtimes, e.g., [18, 44, 54, 78], do not support parallelism and do not
provide language constructs to express parallelizable code blocks.
P3- Rigid Hardware Configuration. The availability of energy and the strength of incoming power affects
the charging and discharging cyclical nature of an intermittent system [24]. When incoming power is strong
enough, the device charges rapidly and spends more time for computation. Similarly, low input power forces
the system to spend more time collecting energy rather than computing. Existing works [11, 40, 56–59] have
provided software-based adaptation strategies, such as degrading the computational accuracy, to respond to
ambient power dynamics and increase the throughput. However, they work on a fixed hardware configuration.
Recent works [6, 53] have proposed a dynamic voltage and frequency scaling technique to scale computational
support, concerning the input power. However, these solutions still target systems limited by the performance
of a single-core processor. Another strategy is to switch between different compute units that have different
performance and energy consumption characteristics [49]. However, this solution does not employ multi-core
parallelism, which has its own benefits as we mentioned previously.
Goal and Challenges. Our objective is to execute parallelizable tasks over multiple cores intermittently and
efficiently by considering the dynamic environmental power. We seek for an intermittent computing runtime that
dynamically reconfigures the underlying multicore architecture and adjusts the amount of parallelism, thereby
benefiting from data and task parallelism when input power is high and avoiding aggressive computations when
incoming power does not support them. However, intermittent computing introduces several unique factors
that affect the efficiency of multicore architectures. In particular, the store and recovery overheads (e.g., due to
checkpoints [44]) upon frequent power failures is the primary dominant factor that might shade the benefits of
multicore architectures.
Contributions.We introduce AdaMICA (AdaptiveMulticore Intermittent Computing), an intermittent computing
runtime that supports parallel intermittent multicore computing and provides the highest degree of flexibility of
programmable general-purpose multiple cores. AdaMICA adaptively switches to the best multicore configuration
considering the dynamic input power. Therefore, it allows an intermittent system to benefit from workload
parallelization, thereby running complex computational tasks faster to increase systems throughput and decrease
end-to-end delay while considering the energy availability. Figure 1 provides a high-level overview of the
AdaMICA operating principle. In this figure, when the incoming solar power is high at a certain point in time, the
energy buffer can be charged rapidly. At that point, AdaMICA configures the underlying multicore architecture
to use the strong power in the most optimal way to quickly complete a task and move on to the next. However,
when the power weakens and cannot support the fast depletion of energy from the capacitor, AdaMICA decides
to downgrade the system configurations to utilize the available resources more consummately. Our evaluation
has shown that AdaMICA significantly increases the system’s throughput (1.38× on average) by dynamically
scaling the underlying architecture while considering variations in unpredictable harvested energy.
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Table 1. A comparison of the main features of AdaMICA with the relevant runtime architectures. AdaMICA is the only
intermittent computing runtime that fully utilizes parallelism, adapts multicore systems to environmental dynamics, and
provides missing programming support for multicore parallelism.

Intermittent Runtime Parallelism
Support

Parallel
Programming Programming Flexibility Adaptation

Support

Dewdrop [15], Mementos [66], DINO [51],
QuickRecall [41], Chain [18], Hibernus++ [13],

Ratchet [75], Alpaca [54], Mayfly [34], HarvOS [14],
Chinchilla [55], InK [78], Coati [70], TICS [44],

ImmortalThreads [79]

Single core ✗ No ✗
General purpose (non-parallel)

applications ✓

Computational
workload scaling
(SW-only) ✓

Camaroptera [59], Zygarde [40], Coala [57], CatNap [56],
ePerceptive [58], Rehash [11], Julienning [32] Single core ✗ No ✗

General purpose (non-parallel)
applications ✓

Task degradation
(SW-only) ✓

Spendthrift [53], D2VFS [6] Single core ✗ No ✗
Not general purpose (application

specific platform) ✗
Voltage and

frequency scaling ✓

Neuro.ZERO [49] Accelerator ✓
Low-level
accelerator

instructions ✗

Not general purpose (application
specific platform) ✗

Switching between a
core and an
accelerator ✓

SONIC & TAILS [30] Accelerator ✓
Low-level
accelerator

instructions ✗

Not general purpose (application
specific platform) ✗

No adaptation ✗

AdaMICA
(this work) Multicore ✓

Runtime support
✓

General purpose (parallel)
applications ✓

Activating and
deactivating cores

✓

To summarize, our contributions include:
(1) Multicore Intermittent Computing.We introduce the missing software support that enables, for the

first time, parallel intermittent computing over multiple cores.
(2) Power-scaling Runtime.We introduce the first intermittent runtime that provides the missing parallel

programming language constructs and adaptively reconfigures the multicore system concerning the
environmental power strength.

2 BACKGROUND AND MOTIVATION
Making embedded devices battery-free reduces the cost of their maintenance, shrinks the size of the devices,
and saves nature from an overabundance of toxic and corrosive chemicals. Batteryless devices rely solely on
the energy harvested from environmental sources, such as sunlight, radio waves, or vibration. When power is
obtainable, such a device slowly collects energy in a small energy buffer such as a capacitor (charging cycle).
On reaching a certain voltage threshold in the buffer, the device starts computing a task, fast discharging the
energy storage (discharging cycle). In such circumstances, data-sensing applications run intermittently and must
be resistant to frequent power failures.

2.1 Intermittent Computing Approaches
Today’s off-the-shelf batteryless computing devices are extremely resource-constrained. For example, MSP430FR
family MCUs [36], the mainstream MCUs in existing batteryless systems [22], operate at 1-16𝑀𝐻𝑧 frequency and
include a mixed volatility memory architecture (1-4 𝑘𝐵 SRAM and 32-256 𝑘𝐵 FRAM (Ferroelectric RAM)). Upon
power failures, SRAM and internal hardware state (e.g., registers) of the microcontroller are cleared, thereby
both the current state and the intermediate results of a program are lost, which, in turn, violates both forward
progress of computation and consistency of the memory [50]. Several approaches, discussed by Lucia et al. in [50],
have been proposed to develop power failure tolerant programs. Today’s software-based intermittent computing
solutions are either checkpointing systems, e.g., [5, 44], or task-based systems, e.g., [18, 78]. Checkpointing systems
save the current state of a program in non-volatile memory (i.e., FRAM) via manually or automatically placed
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checkpoints. Task-based systems require developers to decompose their programs into atomic re-executable
tasks, at the end of which the critical data are recorded to the non-volatile memory. There are also hardware-
based studies, e.g., [13], which require dedicated hardware that continuously monitors the supply voltage and
checkpoints when the supply voltage drops below a threshold. It is worth mentioning that FRAM exhibits
low-power characteristics (requires up to 10× lower voltage) and faster write performance (faster up to 1000×)
compared to flash memories [38]. More importantly, FRAM has almost inexhaustible write endurance (has 1015
write endurance, e.g., 150000 write operations per second will lead to approximately 211 years lifetime). This
feature is crucial since intermittent computing requires frequent access to non-volatile memory due to frequent
power failures. Therefore, MCUs with only embedded flash memory wear out in a short time, which makes them
unsuitable for intermittent computing.

2.2 Adaptive Power and Energy Scaling
A unique property for intermittent energy harvesting systems is that the energy comes for free but with a time-
varying nature. Intermittent systems must adapt to frequently changing environmental energy conditions to
exploit the available energy more efficiently. However, due to the limited capacitance of the energy buffer, the
excess energy cannot be stored [53]. Thus, when the devices’ power consumption is lower than the input power,
the devices can draw more power to execute more computational loads. When the input power is lower than
their power consumption, these devices can use the incoming power more conservatively. Some intermittent
computing studies, e.g., [11, 56, 78], have proposed software solutions that respond to environmental energy
availability. The main idea is to scale down the computational loads, e.g., sacrificing the accuracy but reducing the
energy demands by considering the input power. There are also studies, e.g., [6, 12, 53], that have proposed voltage
and frequency-based scaling (DVFS) for intermittent computing systems. For instance, [12] considers matching
the instantaneous power consumption of the device with the input harvested power. Similarly, [53] and [6]
consider maximizing the forward progress by aggressively consuming energy when it is available. They employ
dynamic voltage and frequency scaling to adjust the operating frequency of the microcontroller concerning the
voltage level of the capacitor and incoming power.

2.3 The Need for Multicore Intermittent Computing
As of now, the majority of intermittent computing systems comprise single-core processing elements. Improving
the performance of single-core systems further is difficult due to closely approached fundamental limits. Power
constraints prevent further increase in operating frequency, instruction-level parallelism is well-exploited, and
memory hierarchy scarcely improves. Moreover, there is a trend to shift machine learning (ML) inference to edge
devices or sensors since communication costs order-of-magnitude more energy and time compared to the cost
of local sensing and computation on a resource-constrained device. If we want energy harvesting intermittent
edges to execute modern machine-learning-based applications in a reasonable time, these devices should exploit
data and task parallelism in inference computations.

Recent studies have shown the feasibility of ML inference on the batteryless edge devices, e.g., [30, 31, 49, 58],
by software frameworks and hardware accelerators. However, accelerators support limited parallelism (via their
rigid instruction set), and they are generally task-specific. Moreover, it is difficult to program accelerators, and
they lose their configuration upon power failures. The general-purpose programmable multicore processors
are task-agnostic and flexible solutions for IoT [29, 43, 69]. However, there is no prior study on intermittent
computing that has exploited parallelism via multicore processing yet. Therefore, the next step is to benefit from
multicore parallelization and execute intermittent inference more efficiently over multiple cores to decrease
end-to-end delay and increase throughput.
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2.4 Adaptive Architectural Scaling
Multicore architectures introduce a certain complexity to a system despite their parallelization benefits. Task
scheduling, task partitioning, and data sharing make multicore systems more challenging. Intuitively, one can
think resource-constrained devices operating intermittently by relying only on ambient energy cannot tolerate
this overhead and complexity. Frequent power failures that can violate computation progress and memory
consistency might even make things worse and complicated. Despite these difficulties, intermittent systems can
adapt to frequently changing environmental energy conditions to exploit parallelism when it is beneficial. More
specifically, when input power is high, energy harvesting devices can benefit from data and task parallelism
as long as the environmental energy availability permits. For example, energy harvesting devices can execute
high-cost parallelizable tasks faster by dynamically scaling the number of cores, i.e., reconfiguring multicore
architecture on the fly. This strategy is the key insight behind our work—adaptive parallelism increases the
system throughput and significantly decreases the end-to-end delay.

2.5 Our Differences
We compare the main features of AdaMICA with state-of-the-art intermittent runtimes in Table 1. Former
studies have already provided software adaptation on single-core systems by scaling the computational load or
degrading tasks concerning environmental power dynamics. Two studies [6, 53] propose hardware adaptation by
tuning the operating voltage and frequency in response to input power, but they are also limited to single-core
systems. The system in [49] provides hardware adaptation at runtime by switching between different compute
units that differ in performance and energy consumption. Both [30] and [49] exploit accelerators, which are
cumbersome to program, application-specific, and support parallelism for certain operations only. Unlike all
these studies, AdaMICA fully utilizes parallelism over multiple cores, provides the missing software support to
enable intermittent parallel processing, and adapts multicore systems to environmental dynamics.

3 MODELING MULTICORE INTERMITTENT SYSTEMS
Before presenting AdaMICA, we analyze the impact of the main parameters that affect the end-to-end performance
of intermittent execution of tasks on multicore devices. To represent the energy and performance models (whose
parameters are summarized in Table 2), we take as a basis the models proposed in [71] and [24].

3.1 Intermittent Computing Dynamics
Energy Storage. The charging time (𝑇𝑐ℎ𝑎𝑟𝑔𝑒 ) depends on both incoming power (𝑃𝑖𝑛𝑝𝑢𝑡 ) from ambient energy

harvester device and capacitance of an energy buffer (𝐸𝑐𝑎𝑝 ) (in other words, the amount of energy can be stored
in a buffer):

𝑇𝑐ℎ𝑎𝑟𝑔𝑒 = 𝐸𝑐𝑎𝑝/𝑃𝑖𝑛𝑝𝑢𝑡 , 𝐸𝑐𝑎𝑝 = (𝑉 2
𝑐𝑎𝑝 ∗𝐶)/2, (1)

where 𝑉𝑐𝑎𝑝 denotes the maximum voltage of the capacitor and 𝐶 denotes the capacitance.

Power Failures. How often a system will be interrupted by power failures (𝑁𝑝𝑜𝑤−𝑓 𝑎𝑖𝑙 ) is inversely proportional
to 𝐸𝑐𝑎𝑝 feeding the energy demand of the entire intermittent system (𝐸𝑠𝑦𝑠𝑡𝑒𝑚):

𝑁𝑝𝑜𝑤−𝑓 𝑎𝑖𝑙 = 𝐸𝑠𝑦𝑠𝑡𝑒𝑚/𝐸𝑐𝑎𝑝 . (2)

Forward Progress and Recovery. We consider an intermittent computing system that exploits a checkpointing
approach that is triggered just before the power failure [13]. Upon a power failure, the device charges the energy
buffer, boots the system again, and restores backed up state in checkpoint data, restarting execution from the
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Table 2. List of the input parameters of the model.

Parameter Description
𝐹𝑠𝑒𝑞 Sequential fraction of a task
𝐸𝑐𝑎𝑝 Energy stored in a capacitor
𝑇 (𝐸)𝑡𝑎𝑠𝑘 Time(Energy) per execution of a task
𝑇 (𝐸)𝑚𝑜𝑛𝑖𝑡𝑜𝑟

Time(Energy) per spend to monitor
power and voltage levels

𝑇 (𝐸)𝑐𝑜𝑚 Time(Energy) per communication
𝑇 (𝐸)𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡Time(Energy) per a checkpoint
𝑇 (𝐸)𝑏𝑜𝑜𝑡 Time(Energy) per a boot

interrupted point. Therefore,

𝑁𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡 = 𝑁𝑐ℎ𝑎𝑟𝑔𝑒 = 𝑁𝑏𝑜𝑜𝑡 = 𝑁𝑝𝑜𝑤−𝑓 𝑎𝑖𝑙 (3)

holds since the number of checkpoints and number of restores (𝑁𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡 ) become equal to number of power
failures, number of charges (𝑁𝑐ℎ𝑎𝑟𝑔𝑒 ), and number of boots (𝑁𝑏𝑜𝑜𝑡 ).

3.2 Multicore Energy Consumption
Assumptions. We consider a shared memory multicore system where a main-core (mn) executes the sequential

part of a given task, then distributes parallelized part of the task among secondary (sd) cores and equally
contributes to parallel execution. The energy spent for checkpointing and booting is controlled by the number of
cores (n) since a single power failure leads to multiple checkpoints and boots in a multicore system. In addition,
energy (𝐸𝑐𝑜𝑚) depleted by the main-core when communicating with the secondary cores contributes to the total
system energy consumption. This communication overhead incorporates commands passing, cores waking up,
and memory copying since we assume a shared memory multicore system in this work. Moreover, the model
allows for the amount of energy gathered during different stages of intermittent execution by subtracting it from
the amount of energy spent for a certain stage, as described in [71].

Task Energy Cost. We show in Eq. (4) that energy consumed by amulticore system to execute a task encompasses
additional parameters to ensure that multicore overhead is factored in:

𝐸𝑡𝑎𝑠𝑘 = 𝐸𝑡𝑎𝑠𝑘−𝑚𝑛 + 𝐸𝑡𝑎𝑠𝑘−𝑚𝑛−𝑠𝑑 + 𝐸𝑡𝑎𝑠𝑘−𝑠𝑑 ∗ (𝑛 − 1) + 𝐸𝑡𝑎𝑠𝑘−𝑠𝑑−𝑚𝑛 ∗ (𝑛 − 1) − 𝐸ℎ𝑎𝑟𝑣𝑒𝑠𝑡𝑒𝑑 , (4)

where n denotes the number of cores. Table 3 presents the description of each product in Eq. (4).

System Energy to Execute Task. In order to model the energy required to execute a task with energy consumption
of 𝐸𝑡𝑎𝑠𝑘 , we take into account the energy consumed for inter-core communication (𝐸𝑐𝑜𝑚), for power and voltage
level monitoring (𝐸𝑚𝑜𝑛𝑖𝑡𝑜𝑟 ), for checkpoints (𝐸𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡 ), and for booting (𝐸𝑏𝑜𝑜𝑡 ):

𝐸𝑠𝑦𝑠𝑡𝑒𝑚 = 𝐸𝑡𝑎𝑠𝑘 + 𝐸𝑚𝑜𝑛𝑖𝑡𝑜𝑟 + 𝐸𝑐𝑜𝑚 ∗ (𝑛 − 1) + (𝐸𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡 ∗ 𝑛 + 𝐸𝑏𝑜𝑜𝑡 ∗ 𝑛) ∗ (𝐸𝑠𝑦𝑠𝑡𝑒𝑚/𝐸𝑐𝑎𝑝 )

=
𝐸𝑡𝑎𝑠𝑘 + 𝐸𝑚𝑜𝑛𝑖𝑡𝑜𝑟 + 𝐸𝑐𝑜𝑚 ∗ (𝑛 − 1)

1 − (𝐸𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡+𝐸𝑏𝑜𝑜𝑡 )∗𝑛
𝐸𝑐𝑎𝑝

, (5)
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Table 3. Description of the products in Eq. (4)-(9).

Product Description

𝐸𝑡𝑎𝑠𝑘−𝑚𝑛
Energy spent on the sequential part of the code executed by the main-
core

𝐸𝑡𝑎𝑠𝑘−𝑚𝑛−𝑠𝑑 Energy spent on the parallel part of the code executed by the main-core

𝐸𝑡𝑎𝑠𝑘−𝑠𝑑
Energy spent on the parallel part of the code executed by the secondary
cores

𝐸𝑡𝑎𝑠𝑘−𝑠𝑑−𝑚𝑛
Energy consumed by the secondary cores when waiting for the main-
core to complete the sequential part of the code

𝐸𝑏𝑦𝑡𝑒−𝑚𝑒𝑚
Energy consumed for reading and writing operations to memory per
byte

𝐸𝑏𝑦𝑡𝑒−𝑠𝑒𝑛𝑑 Energy consumed for data sending operation per byte
𝐸𝑠𝑦𝑠𝑡𝑒𝑚−𝑏𝑜𝑜𝑡Energy spent on system initial booting process
𝐸𝑠𝑎𝑚𝑝𝑙𝑒 Energy consumed for sampling power and voltage levels
𝐸ℎ𝑎𝑟𝑣𝑒𝑠𝑡𝑒𝑑 Energy harvested during particular operation
𝑁𝑏𝑦𝑡𝑒 Number of bytes required to be sent, stored, or restored
𝑁𝑠𝑎𝑚𝑝𝑙𝑒 Number of power and voltage samplings per task

where n denotes the number of cores. All that components depend on the amount of bytes needed to be
manipulated and also consider the energy harvested simultaneously:

𝐸𝑚𝑜𝑛𝑖𝑡𝑜𝑟 = (𝐸𝑠𝑎𝑚𝑝𝑙𝑒 ∗ 𝑁𝑠𝑎𝑚𝑝𝑙𝑒 ) − 𝐸ℎ𝑎𝑟𝑣𝑒𝑠𝑡𝑒𝑑 , (6)
𝐸𝑐𝑜𝑚 = (𝐸𝑏𝑦𝑡𝑒−𝑠𝑒𝑛𝑑 ∗ 𝑁𝑏𝑦𝑡𝑒 ) − 𝐸ℎ𝑎𝑟𝑣𝑒𝑠𝑡𝑒𝑑 , (7)

𝐸𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡 = (𝐸𝑏𝑦𝑡𝑒−𝑚𝑒𝑚 ∗ 𝑁𝑏𝑦𝑡𝑒 ) − 𝐸ℎ𝑎𝑟𝑣𝑒𝑠𝑡𝑒𝑑 , (8)
𝐸𝑏𝑜𝑜𝑡 = 𝐸𝑠𝑦𝑠𝑡𝑒𝑚−𝑏𝑜𝑜𝑡 + (𝐸𝑏𝑦𝑡𝑒−𝑚𝑒𝑚 ∗ 𝑁𝑏𝑦𝑡𝑒 ) − 𝐸ℎ𝑎𝑟𝑣𝑒𝑠𝑡𝑒𝑑 . (9)

The description of all equation parts can be found in Table 3.
Eq. (5) confirms that an intermittent system has to spend energy for checkpointing and booting upon each

power failure presented in Eq. (3). The last part of Eq. (5) indicates that 𝐸𝑐𝑎𝑝 cannot be less than or equal to the
total energy consumed by checkpointing and booting processes, otherwise, we will have zero or negative value
as a denominator. The capacity of the capacitor determines how often an intermittent system must be interrupted
to recharge, i.e., how frequently a system spends energy for checkpoints and boots.

3.3 Multicore System Performance
Task Execution Time. The performance of parallel execution obeys the Amdahl’s law. Thus, task execution for a

multicore system is distributed among the available processors, while allocation depends on the task’s sequential
fraction (𝐹𝑠𝑒𝑞), which is executed exclusively by the main-core. The remaining part (1 − 𝐹𝑠𝑒𝑞) of the task can be
run on several processors in parallel:

𝑇𝑡𝑎𝑠𝑘 = 𝑇𝑡𝑎𝑠𝑘−𝑚𝑛 ∗ 𝐹𝑠𝑒𝑞 +𝑇𝑡𝑎𝑠𝑘−𝑠𝑑 ∗
1 − 𝐹𝑠𝑒𝑞

𝑛
, (10)

where 𝑇𝑡𝑎𝑠𝑘−𝑚𝑛 denotes the task execution time of the main-core and 𝑇𝑡𝑎𝑠𝑘−𝑠𝑑 denotes the task execution time of
the secondary cores.
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(a) Input power range 0–5000 (b) Input power range 5000–35000 (c) Input power range 35000–50000

Fig. 2. Three parts of the performance dependence on the incoming power and the number of cores working on a task. Red,
yellow, blue dots represent high, medium, and low point of the marked line respectively.

End-to-end Delay. The multicore intermittent system’s end-to-end delay can be modeled as:

𝑇𝑠𝑦𝑠𝑡𝑒𝑚 = 𝑇𝑡𝑎𝑠𝑘 +𝑇𝑚𝑜𝑛𝑖𝑡𝑜𝑟 +𝑇𝑐𝑜𝑚 + (𝑇𝑐ℎ𝑎𝑟𝑔𝑒 +𝑇𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡 +𝑇𝑏𝑜𝑜𝑡 ) ∗ (𝐸𝑠𝑦𝑠𝑡𝑒𝑚/𝐸𝑐𝑎𝑝 )

= 𝑇𝑡𝑎𝑠𝑘 +𝑇𝑚𝑜𝑛𝑖𝑡𝑜𝑟 +𝑇𝑐𝑜𝑚 + (𝐸𝑐𝑎𝑝/𝑃𝑖𝑛𝑝𝑢𝑡 +𝑇𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡 +𝑇𝑏𝑜𝑜𝑡 ) ∗ (
𝐸𝑡𝑎𝑠𝑘 + 𝐸𝑚𝑜𝑛𝑖𝑡𝑜𝑟 + 𝐸𝑐𝑜𝑚 ∗ (𝑛 − 1)
𝐸𝑐𝑎𝑝 − (𝐸𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡 + 𝐸𝑏𝑜𝑜𝑡 ) ∗ 𝑛

). (11)

The end-to-end delay depends on execution time (𝑇𝑡𝑎𝑠𝑘 ), charging time (𝑇𝑐ℎ𝑎𝑟𝑔𝑒 ), checkpointing time (𝑇𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡 ),
booting time (𝑇𝑏𝑜𝑜𝑡 ), power monitoring time (𝑇𝑚𝑜𝑛𝑖𝑡𝑜𝑟 ), and the inter-core communication time (𝑇𝑐𝑜𝑚) that takes
into account time to switch a secondary core from a low power mode to the active mode. The last part of Eq. (11)
is derived from the middle part by substituting 𝐸𝑠𝑦𝑠𝑡𝑒𝑚 with the value from Eq. (5). The model shows that the
capacitance of an energy buffer (𝐸𝑐𝑎𝑝 ) affects the performance of a system. Note that checkpointing and booting
for several cores can be performed simultaneously (since we assume a voltage-level triggered checkpointing) and
it is not needed to multiply their time overhead by the number of cores. Furthermore, 𝑇𝑐𝑜𝑚 , 𝑇𝑐ℎ𝑒𝑐𝑘𝑝𝑜𝑖𝑛𝑡 , and 𝑇𝑏𝑜𝑜𝑡
directly depend on the number of bytes needed to be processed, while simultaneous charging when performing
different stages only affects the number of power failures and is thus expressed in the energy model (Eq. (5)).

4 USER EXPLORATION OF MULTICORE INTERMITTENT EXECUTION
Most of energy harvesting devices can harvest energy meanwhile they are executing tasks [19], contributing to
performance and execution progress. Eq. (11) shows that 𝐸𝑐𝑎𝑝 , n, and the strength of incoming power are the main
parameters affecting the overall performance of a system.

The availability and stability of environmental power are unforeseeable. However, when the system encounters
a high power availability in the environment, it can increase the throughput by adapting to the changing
environmental conditions. For instance, multiple cores can exploit task and data-level parallelism of emerging
applications (e.g., fast ML inference) when the ambient power (which comes for free) is strong enough to charge
the energy buffer quickly. Therefore, when the environment supports:

min
𝑛∈[1,𝑛𝑎𝑣 ]
𝑃𝑖𝑛𝑝𝑢𝑡 ∈ℜ≥0

(
𝑇𝑠𝑦𝑠𝑡𝑒𝑚𝑀𝐶

𝑇𝑠𝑦𝑠𝑡𝑒𝑚𝑆𝐶

) < 1, (12)
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(a) Red rectangle frames the area
where the surface reaches its lowest
point.

(b) Highest performance with different
capacitors. Red dashed line reflects the
line in the red rectangle in Fig. 3a.

(c) Multicore versus single-core
energy efficiency.

Fig. 3. Comparison of the speed up and the energy efficiency drop of multicore intermittent systems.

where 𝑛𝑎𝑣 denotes the number of available cores, 𝑇𝑠𝑦𝑠𝑡𝑒𝑚𝑀𝐶 denotes the performance of a multicore intermittent
system, and𝑇𝑠𝑦𝑠𝑡𝑒𝑚𝑆𝐶 denotes the performance of a single-core intermittent system, then it is desirable to exploit
the parallel execution.
Based on the model from Section 3, we developed a tool1 implemented in Python that helps the developer to

check at an early stage if multicore deployment is beneficial for a particular application. We performed simulations
with this tool to understand the performance of executing a computational task concerning a different number of
cores, input power levels, parallelization factors, and capacitor sizes. We present the parameter values used in
our simulations in Table 4 (row for the Section 4). It is worth mentioning that these values are collected from our
testbed setup presented in Section 6.

4.1 Input Power and Number of Cores
We gradually increased the input power from 50 to 50000 `𝑊 using a fixed capacitor value of 𝐶 = 40`F and
assumed that 50% of the task is parallelizable. The resulting system’s behaviour is split into three parts and
presented in Figures 2a, 2b, and 2c. As seen from these wire-frames, a change in the input power changes the
system performance markedly. For instance, when the input power is very low (Figure 2a), the single-core system
(blue dot) outperforms any multicore system running the same task (e.g., yellow and red dots). However, when the
input power reaches 5000 `𝑊 (Figure 2b), some multicore configurations (e.g., dual-core system, blue dot) benefit
from the faster energy buffer charging time and complete a task earlier than the single-core system (yellow dot).
With further increasing the input power (Figure 2c), the single-core system (red dot) can no longer compete with
multicore systems, and even an 8-core system (yellow dot) can outperform the single-core system by 20%. We
can conclude that under different environmental conditions, different system configurations become optimal. We
extracted the optimal number of cores, as visualized in Figure 3a. The stepped line in the red rectangle presents
the points where the surface reaches the local or global minimums, i.e., the number of cores for a multicore
system with the fastest execution time.

1Available on GitHub (https://github.com/tinysystems/adamica)
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4.2 Capacitance and Sequential Fraction
Figure 3b shows the optimal number of cores, in terms of system performance, for various input power and
capacitance. Note that the larger energy storage a system has, the more cores it can activate to increase the
performance. It is worth noting that with some capacitance-input power level combinations, single-core computing
is more beneficial than switching to the multicore mode. Figure 3c (top) compares the performance of each
optimal number of cores configuration, presented in Figure 3b, against the single-core implementation. At the
bottom part of Figure 3c, we show the energy efficiency drop with increasing the number of active cores. This
additional energy overhead is reasonable since the system activates extra technical resources to use probably
short-term high free input power periods to execute as many tasks as possible. Having an intermittent system
with a capacitor of 60 `𝐹 , at the high input power, we can speed up the execution by around 30%, consuming
about 20% more energy. We omit our simulation results concerning the sequential fraction, for the interest of
space. We conclude that the shorter the sequential part of a task, the sooner a system can switch to multicore
mode to speed up.

4.3 Obtaining Minimum Power Requirements.
System designers can use our exploration tool to observe the minimum power requirements to switch between
the multicore configurations. By approximating or directly measuring the parameters listed in Table 2, users can
observe the minimum power required to activate other cores and benefit from parallelism. As an example, Figure
3(b) clearly shows that with a capacitor size of 20`𝐹 , an input power should be more than 5𝑚𝑊 to turn on the
secondary core and benefit from parallelism. Having a priori information on the energy harvesting environment
and the minimum/maximum harvestable power, designers can also make a decision on the maximum number of
cores that can be deployed in the system.

5 ADAMICA: ADAPTIVE MULTICORE COMPUTING
This section presents AdaMICA2—a dynamically configurable multicore runtime for intermittent computing
that can perform computational tasks at different performance and efficiency levels by switching between
various modes concerning the input power from the environment. AdaMICA can control multiple homogeneous
or heterogeneous full-fledged computing units that share memory and operate at different frequencies. The
main core, where AdaMICA resides, is responsible for bootstrapping, monitoring input power, deciding on
appropriate configurations, activating secondary cores, and assigning parallel subtasks among them. Figure 5
gives an overview of the multicore intermittent execution flow where additional actions taken by AdaMICA are
shown in light blue. We explain all the blocks in the following subsections.

5.1 Programmers’ View
Software developers provide information on the parallelizable tasks in the form of program metadata. They
mark the parallelizable blocks of their programs by using begin_parallel and end_parallelmacros (Figure 4a,
lines 4–16). The begin_parallel macro creates a void C function with a given name (line 1) and inserts the
call to the runtime to reconfigure the multicore architecture (lines 2–3). The end_parallel macro inserts the
code that handles the necessary communication actions between the main core and the secondary cores (lines
17–23). Secondary cores signal the main core when they finish their computational tasks. The main core waits
for notification from secondary cores and progresses after all secondary cores finish their parallel computation.
Programmers also need to provide the values of parameters listed in Table 2, which capture the energy cost

of several operations as well as the parallel computational tasks. The simplest way to obtain this information

2Available on GitHub (https://github.com/tinysystems/adamica)
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(a) A parallelizable code block. The programmer uses
begin_parallel and end_parallel to indicate parallizable
code sequences. AdaMICA runtime activates the cores based
on the available power to increase the throughput.

1 void adamica(fn_ptr *func) {
2 // sample input power
3 uint32_t power = sampleADC();
4 // decide on the number of cores
5 numCores = DMT(func, power);
6 // activate secondary cores
7 activate(numCores, func);
8 }

(b) AdaMICA runtime pseudo-code that reconfigures the
multicore architecture.

Fig. 4. AdaMICA programming model and abstractions.

is utilizing the energy profiling tool, EnergyTrace [27], which demonstrates high measurement accuracy and
resolution. It is worth mentioning that it is possible to automatize these measurements, as depicted in [28].

In analogous to any parallel programming technique, AdaMICA requires software developers to write their code
in a form that can be split equally among the active cores. AdaMICA follows the principle idea of OpenMP [16], a
flexible and open-source shared-memory programming model actively used in embedded systems for parallel
programming [69]. In our implementation, programmers use adamicaCores macro (Figure 4a, lines 6 and 7) at
runtime to get the number of cores activated by AdaMICA. Due to the shared memory architecture, each core
should compute only a portion of the output, and they should not overwrite the outputs of each other.

5.2 Runtime Execution Flow
Figure 5 presents the main flow of the AdaMICA runtime. Upon the start of the system, the main-core boots first
and then starts the execution of the program 1○. When the main-core hits a parallel code block 2○, it samples
the input power 3○ and calls AdaMICA decision-making procedure 4○ via adamica function by providing the
parallel block’s address as a parameter (Figure 4a, line 3). At this point, AdaMICA activates the secondary cores
to exploit the parallel execution if it is beneficial based on the input power 5○. In this case, the main-core and the
activated secondary cores execute the equally partitioned computational load 6○. After the main-core finishes its
execution, it waits for all other cores to finish their executions 7○. Secondary cores signal the main-core after
they finalize their computation and transition to sleep mode to save power until they are activated again. The
main-core continues executing the sequential part of the program before hitting the next parallel part or going to
sleep mode 8○.

5.3 Just-in-time Checkpoints and Handling Power Failures
AdaMICA exploits just-in-time (JIT) checkpointing. It monitors the energy buffer (via voltage monitoring
circuitry [13]) to check if the voltage level is below a certain voltage threshold. The voltage monitoring circuitry
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Fig. 5. AdaMICA operating overview. Light blue boxes are additional actions helping AdaMICA to successfully operate on a
multicore system.

signals the main-core when this condition holds, and the backup actions start. This checkpointing strategy
requires fewer backups and does not suffer from wasted work, i.e., the work needs to be repeated after power
restores. Moreover, the dedicated voltage monitoring hardware also allows for tracking input power, which is
essential for making decisions to reconfigure multicore architecture.

AdaMICA requires that the energy stored in the capacitor when reaching the specified low voltage threshold is
sufficient to checkpoint all available cores and guarantee execution progress. The low voltage threshold is specified
by a system designer in advance, considering the mentioned condition. However, AdaMICA requires several low
voltage thresholds because checkpointing overhead increases with the number of active cores. The developer
specifies these constant threshold values in a dedicated data structure of AdaMICA used upon decision making
(Section 5.5). Note that threshold interruption is implemented using a window comparator of an analog-to-digital
converter (ADC) to monitor analog signals without any CPU interaction. Both the lower and upper bounds of
the window are adjustable just by rewriting the values in particular registers [37].
Upon backups, the main-core, in addition to saving its own computational state, signals the other nodes to

perform the checkpoint 9○. The red input line to 9○ shows that power failures can occur while executing a
task ( 6○, 7○) or staying in a low power mode 8○. This suggests that the energy-harvesting system is equipped
with a sufficient capacitor that ensures both seamless execution of steps 1○- 5○, 10○, 11○ and forward computation
progress. When the capacitor is charged and the system can restart its operation, AdaMICA restores from the
last checkpoint 10○ and proceeds with power monitoring 3○ and checking for a pending secondary core(s) job 11○.
The latter information is collected during step 4○ and is used to keep track of the secondary cores that did
not complete their parts of a task before the last power failure. This insignificant in size (core ID and subtask
parameters) but essentially important information helps AdaMICA to ensure the completion of the interrupted
subtasks by reactivating them on reboot. For example, if AdaMICA detects pending secondary core jobs 11○ and
decides that there is enough input power to resume multicore mode 4○, it wakes up necessary cores and continue
executing the task. If power is not strong enough, AdaMICA sequentially executes all the pending jobs in a
single-core mode.

5.4 Communication Among the Cores
Depending on themulticore architecture, themain-core canwake up the secondary cores using special instructions
or serial communication protocols such as SPI. AdaMICA dedicates distinct regions in shared memory for
command or data exchange among the cores. For instance, AdaMICA records the address of the parallel code
block to be executed by the secondary cores in a dedicated data structure in memory. When a secondary core is
activated (Figure 4b, line 7), it reads the address value to understand which parallel block to execute.
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When the main-core completes its part of the computation, it waits for the interrupt signal from secondary
cores indicating the completion of their job (Figure 4a, line 20). Upon receiving this signal, the main-core updates
the pending jobs data.

5.5 Decision Making and Adaptive Multicore Reconfiguration
AdaMICA uses a decision-making table (DMT) at runtime to decide on the number of cores to activate. The DMT,
which maps the input power levels to the corresponding optimal system configurations, is filled in by AdaMICA
at runtime. By applying the values for the parameters from Table 2 and the energy cost of the parallel tasks to
the models presented in Section 3, AdaMICA generates the DMT entries on-demand. An alternative strategy is
to use our tool (presented in Section 4) to generate DMT by using the parameters specified in Table 2 and the
energy cost of the parallel tasks, and to upload DMT into the device memory along with the program code.
Figure 4b presents the AdaMICA reconfiguration pseudo-code triggered when it hits a parallel code block.

AdaMICA samples input power using an ADC (line 3) and uses it to compute the corresponding entry of the DMT.
It obtains the desired multicore configuration, which is mapped to the corresponding input power level in the
DMT (line 5). The main-core then activates the required number of secondary cores and assigns their subtasks
(line 7). If the parallelization will bring no benefit (based on the returned configuration in line 5), the main-core
starts executing the task sequentially. It is worth mentioning that the calculation of the optimal configuration for
each power level is performed only once. If AdaMICA encounters the same power level, it grasps the previously
computed value from the DMT. AdaMICA keeps the DMT’s structure very simple. It consists of two columns -
power level and the number of active cores. The computation for each entry is also composed of simple arithmetic
operations (as depicted in Eq. 12) and depends on the number of available cores, which is unlikely greater than
eight for modern embedded low-power systems.
AdaMICA can exploit one-shot and dynamic decision making procedures. In the one-shot decision-making

approach, AdaMICA obtains the desirable multicore configuration at the beginning of the parallel task (via line
5), switches mode immediately, and the selected configuration remains unchanged till the end of the parallel
task block or until the next power failure. This approach is simple and less costly in terms of implementation.
The simulated behavior of the on-shot made decisions (using the parameter values in Table 4, row Section 5.5) is
depicted in Figure 6a, representing a slice of the real irradiance power trace for indoor/outdoor activity sourced
from [46]. As seen, AdaMICA reacts promptly, strictly following the predefined configuration in the DMT.
The dynamic approach can be more efficient since it involves making more informed decisions. Using the

information aggregated in the past, it tries to "anticipate" the behavior of an ambient energy supply, bypassing
the mode switching on short-term power spikes and drops. This implementation avoids activating unnecessary
system configurations, e.g., when input power encounters an instantaneous power drop, the DMT recommends
switching to the single-core mode. History prediction [1, 9] is a suitable algorithm for making dynamic decisions,
due to its simplicity and has reasonably good accuracy [2]. The key idea of this algorithm concerning our dynamic
decision-making approach is to slide the window of predefined length over 𝑃𝑖𝑛𝑝𝑢𝑡 values and predict the next
value by the following calculation:

𝑃𝑝𝑟𝑒𝑑𝑖𝑐𝑡 =
𝑊𝐿 ∗ 𝑃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 + 𝑃𝑝𝑎𝑠𝑡

𝑊𝐿 + 1
, (13)

where𝑊𝐿 denotes the user-defined length of the sliding window, 𝑃𝑝𝑟𝑒𝑑𝑖𝑐𝑡 , 𝑃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 , 𝑃𝑝𝑎𝑠𝑡 denote input power
predicted, current, and past values, respectively. To have a dense history of input power levels, AdaMICA samples
these values upon restoring from power failure and reaching parallelizable code blocks.

Figure 6b reflects the AdaMICA’s dynamic reaction with the fixed𝑊𝐿 value in Eq. 13. Although the algorithm
introduces fewer mode switching, it suffers from significant delay in some cases. However, online adjustment of
the sliding window length with respect to error rate helps to balance between the number of switches and the
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(a) One-shot approach reacts immedi-
ately.

(b) Dynamic approach with fixed𝑊𝐿 . (c) Dynamic approachwith adjustable
𝑊𝐿 .

Fig. 6. The behavior of different decision-making approaches.

reaction pace (Figure 6c). We use the following control rule to update𝑊𝐿 :

𝑊𝐿 = min(𝑊𝑚𝑎𝑥 ,max(𝑊𝑚𝑖𝑛,𝑊𝐿 − 𝛼 ∗ 𝑑

𝑑𝑡
𝑒𝑟𝑟 ), (14)

𝑒𝑟𝑟 = (𝑃𝑐𝑢𝑟𝑟𝑒𝑛𝑡 − 𝑃𝑝𝑟𝑒𝑑𝑖𝑐𝑡 )2, (15)

where 𝛼 is the control gain, 𝑒𝑟𝑟 is the squared error,𝑊𝑚𝑎𝑥 and𝑊𝑚𝑖𝑛 are the predefined max and min values of
𝑊𝐿 , respectively.

5.6 AdaMICA Overheads
Inevitably, AdaMICA introduces memory and computation overheads to the system. The DMT is stored in
non-volatile memory, and its size depends on both the application and the underlying multicore architecture. For
example, the DMT of a dual-core system with a fixed-size capacitor and a few parallelizable code blocks requires
less space compared to that for a quad-core system with a re-configurable energy buffer and many parallelizable
code blocks.

AdaMICA needs to sample the output of the harvester using an ADC. These measurements can be extremely
cheap in terms of energy by using the recent advancements in circuits [77]. The decision-making requires simple
computations to decide on the multicore configuration, which introduces almost negligible time and energy
overheads.
Due to the shared memory architecture, the communication cost among the cores is also negligible. On the

other hand, the wake-up time and energy cost of the secondary cores are architecture-specific and constant.
According to our observations, these values do not have a significant impact on the system’s performance, as the
next section shows that AdaMICA is superior compared to the rigid systems configurations.

6 EVALUATION AND RESULTS
In this section, we demonstrate how AdaMICA enables adaptive multicore architectural scaling at runtime—for
the first time, we demonstrate successful multicore intermittent execution and architectural adaptation. We
evaluated AdaMICA using various benchmarks and applications in our real-world setup. We found that AdaMICA
increases the throughput of parallelizable code blocks significantly compared to rigid multicore configurations
that do not respond to power availability.

6.1 Benchmarks Performance
To verify AdaMICA’s efficiency, we created an emulation setup with fully controlled system input parameters.
Such emulation allows us to effortlessly, rapidly, and repeatedly discover the realistic behavior of the proposed
system under a variety of conditions.
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Table 4. Values for the experimental parameters used in different sections of the article. T -𝑚𝑠 , E - `𝐽

Section in the article 𝐹𝑠𝑒𝑞 𝐸𝑐𝑎𝑝
task monitor com checkpoint boot W

𝛼 n
T E T E T E T E T E max min

Section 4 0.5 90-260 2200 18040 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 8
Section 5.5 0.5 190 2200 18040 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 4
Section 6.1 (CNN) 0.3 190 2200 18040 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 8
Section 6.1 (MM) 0.1 190 180 1440 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 8
Section 6.1 (RSA) 0.4 190 265 2147 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 8
Section 6.2 (MNIST) 0.3 432×101, 2200 18040 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 2

216×103
Section 6.2 (ESC-10) 0.4 432×101, 3100 25420 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 2

216×103
Section 6.2 (CATalogue) 0.2 432×101, 3500 28700 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 2

216×103
Section 6.3 (Tennis) 0.4 648×101 1800 14800 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 2
Section 6.3 (Animals) 0.35 130×102 6500 53300 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 2
Section 6.3 (Plants) 0.2 130×102 5200 42640 0.15 0.02 0.05 0.01 1.155 11.435 1 0.367 600 200 0.1 2

6.1.1 Target Platform and Multicore Emulation. To our best knowledge, there are no multicore MCUs with
internally embedded FRAM on the market. Multicore MCUs with embedded flash memory are not suitable for
intermittent computing due to the high energy requirements, low speed, and limited write endurance of the flash
memory, as we mentioned in Section 2. To mimic the shared-memory multicore computing architecture, we
used MSP430FR5994 [37], which is the de facto ultra-low-power MCU for intermittent computing systems. This
MCU is single-core, and it contains 256 𝐾𝐵 and 8 𝐾𝐵 of embedded FRAM and SRAM memory, respectively. We
set the MCU operating frequency to 16 𝑀𝐻𝑧, which is the highest frequency that results in the most energy-
efficient performance (we provide more details in Section 6.5 on the voltage-frequency related issues). To emulate
shared-memory multicore execution on a single-core device, we employed a simple yet effective strategy. For
the parallelizable blocks within the program code, we performed the calculations of the secondary cores in
advance and embedded their results in the device memory. When the main-core executes its part, it merges
its result with the pre-calculated results from the other cores staying in memory. We take into account the
parameters introduced in Section 3 to have the fine-grain approximation of the multicore execution time and
energy consumption.

6.1.2 Energy Harvesting and Power Failures. We used pre-recorded irradiance power traces to emulate the energy
harvesting process. We chose three different traces sourced from a specific community dataset [46]: constantly
low, in a city at night; constantly high, during a car ride on a sunny day; mixed, during indoor-outdoor daily
routine. Using power traces gave us full control and made our experiments more observable. Since the power
traces give information in `𝑊 /𝑐𝑚2, we considered a 10 𝑐𝑚2 solar panel with 10% efficiency. We set the energy
buffer of size 40 `𝐹 . It is worth mentioning that the size and efficiency of the solar panel should be carefully
selected depending on the application needs and target environment, since these parameters affect the strength
of power harvested, which is directly proportional to the system performance (see Eq. 11). For example, the
specified above parameters are sufficient to generate up to 30𝑚𝑊 power, which is enough to switch to the 4-core
architecture (see Figure 2b). However, if a smaller solar panel is required by the application, one can select a panel
with higher efficiency, which can reach 30% today [60]. For emulating the energy harvesting and consumption
behavior, we set a timer with a period of 5𝑚𝑠 to generate probes. At each probe, we calculate the harvested
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(a) Car travel. (b) Night city. (c) Indoor/outdoor.

Fig. 7. AdaMICA dynamic configuration and throughput results for different irradiance power traces.

and consumed energy, based on our model described in Section 3 by using the power trace, the system’s power
consumption, and the time passed from the previous probe. We use this calculation to emulate the charging and
discharging of the energy buffer. When the stored energy reaches the lower threshold, we mimic a power failure
that introduces checkpointing, charging, and booting procedures.

6.1.3 Experimental Parameters. We reserved 0.5 𝐾𝐵 of memory to fit the entire DMT for the input power range
from 50 to 50000 `𝑊 in increments of 100 `𝑊 . The DMT is stored as a lookup table to speed up the search for
AdaMICA decisions. Table 4 (rows for the Section 6.1) shows the settings of the experimental parameters. All the
values in this table are calculated using the device’s datasheet information and the experiments performed on the
device by profiling the energy consumption using the EnergyTrace [27] software tool.

6.1.4 Dynamic Decisions. The dynamic decisions for the adaptive system are made upon reaching a parallelizable
block. AdaMICA calculates on-the-fly or uses the DTM (if the calculation has already been done) and decides on
the number of cores to activate. Based on the decision made by AdaMICA, we recompute the time and energy
to complete the parallelizable block: we take into account inter-core communication, we count the number of
power failures, multiply them by the time and energy for checkpointing, charging, and booting to obtain the
actual task execution values for actual time and energy consumption during multicore execution.

6.1.5 Benchmarks. We run our emulations for three different benchmarks that represent different sequential
code fractions: (i) LeNet-5 inference for image recognition [47] adapted to a 28×28 pixels input handwritten digit
image from MNIST database [23] (CNN, 𝐹𝑠𝑒𝑞=0.3); (ii) 32×32 matrix-matrix multiplication (MM, 𝐹𝑠𝑒𝑞=0.1); (iii)
parallelized RSA encryption described in [10] (RSA, 𝐹𝑠𝑒𝑞=0.4). The topology of the CNN is sourced from [30],
which shows 99.00% of accuracy. Running each benchmark, we use the number of tasks the system can execute
for the duration of a trace as a performance metric.

6.1.6 Results. Figure 7 demonstrates our emulation results for the three power traces we use, comparing our
adaptive system against four fixed-configuration intermittent systems: single-core and three multicore systems
(2, 4, 8 cores). Figure 7a shows that having a high level of environmental power, AdaMICA spends most of the
time in the multicore mode, switching within the region between two and four cores. The throughput bars
show that AdaMICA performs as well as the best multicore option presented (4-core fixed) for all applications,
outperforming the single-core system by 32%.
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When the irradiance power is too low (Figure 7b), the adaptation mechanism keeps the system in the low
energy consumption mode by running tasks on a single core. With the constantly low power input, AdaMICA
just monitors periodically the power level and lets the main-core perform the whole task as an optimal option.
Therefore, AdaMICA outperforms each of the multicore systems presented, when the speed-up for an 8-core
system can reach 47%.
Figure 7c demonstrates a typical example of the frequent fluctuation of incoming power in a short period

of time, which leads to the frequent switching of the system mode. However, the dynamic decision-making
algorithm described in subsection 5.5 reduces the frequent mode switches. In an environment where the incoming
power changes frequently within a wide range of levels, AdaMICA also shows better results. The throughput
bars demonstrate that our adaptive architecture surpasses all the compared systems, for instance, inferencing
more images in a given amount of time. In such circumstances, the performance of a single-core system can be
improved by 37%.

6.2 Real-World Energy-Harvesting Evaluation
In this subsection, we demonstrate the effectiveness of AdaMICA in our real-world energy-harvesting setups. We
present two evaluation setups. The first one emulates the real dual-core system with multi-ported shared memory.
In this setup, the cores have all necessary data in advance in their internal memory allowing for simultaneous
access for the same data. The second setup reflects the other reality in which the cores need to access a real
shared memory presented by external FRAM. However, this memory chip is single-ported, so it can only be
accessed sequentially. Our setups are closer to the conventional multicore shared-memory approaches, with two
differences: our cores have no cache memory and conduct commands via a separate SPI bus interface. Hardware
platforms with an optimized memory bus and memory hierarchy can decrease the multicore communication
overhead, increasing the benefits of AdaMICA adaptation. To make picture clear, we compare SPI and AMBA,
a parallel bus protocol widely used in embedded systems [8], by considering 32-bit data transfer. By using the
power and energy requirements reported in [61], we calculate that a system spends 64× less time and 26× less
energy to send 32-bit data via AMBA. Besides, data caching (which is not an exclusive feature of a multicore
systems) is beneficial for ML applications, which are well-structured for data reuse. Having a memory hierarchy
with cache can also be beneficial to decreasing not only memory access overhead but also checkpointing overhead
in intermittent computing, as presented in [73]. All these improvements reduce the time and energy overhead
when multiple cores are active, which would lead to even an increased throughput via AdaMICA adaptation
since these overheads are directly proportional to the system performance (see Eq. 11).

6.2.1 Benchmarks. We evaluate AdaMICA on three CNN applications. The first application recognizes a written
digit and receives as input a 28×28-pixel grayscale image of handwritten digits from the MNIST dataset [23].
The CNN model (8×103 parameters) includes two convolutional layers with ReLU and MaxPool functions and
two fully connected layers followed by the output layer. The second CNN classifies ten environmental sounds.
The ESC-10 dataset [63] contains 5s audio clips sampled at 44.1 𝐾𝐻𝑧. We use the 1s audio downsampled five
times. This network model (55×103 parameters) comprises three convolutional layers and one fully connected.
The third CNN model is trained to recognize the presence of an animal in the given image. The model (14×103
parameters) comprises four convolutional layers and one fully connected. The images of animals are sources
from the Camera CATalogue dataset [76], which consists of 520K images of 55 animal species from 750 cameras
in South Africa. The sizes of the images are large and not unified. To fit an image into the MCU’s memory, we
move the target object (animal) to the center by cropping the image and then downsample it to 32×32 pixels. The
applications have different sequential fractions: MNIST - 30%, ESC-10 - 40%, and CATlogue - 20%. All three CNN
models are pruned and quantized to 8-bit integers.
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(a) Dual-core emulation setup.
(b) Dual-core setup with shared FRAM.

(c) Dual-core setup for the real-world
application.

Fig. 8. Components of our dual-core experimental setups.

6.2.2 Baselines. We compare AdaMICA with four distinct implementations targeting intermittent computing:
SONIC, SONIC LEA, Single-core fixed, Dual-core fixed. SONIC [30] is the state-of-the-art single-core solution
that performs inference on resource-constrained devices operating intermittently, including MSP430FR series
microcontrollers. SONIC is a task-based intermittent system reinforced by three techniques to optimize inference
execution: loop continuation, ordered buffering, and sparse undo-logging [30, see Section 6]. SONIC LEA (named
as TAILS in [30]) exploits the low-energy vector accelerator (LEA) found on MSP430FR series microcontrollers.
SONIC LEA benefits from the hardware acceleration and can improve inference tasks [30, see Section 7]. Our
two other baselines, Single-core fixed and Dual-core fixed, are just-in-time checkpointing intermittent systems
(see Section 5.3) with no adaptation to ambient power.

6.2.3 Experimental Setup and Multicore Emulation. We refer to the results of this setup as 1C, 2C, and AdMC
with multi-port emulated memory access for single-core fixed, dual-core fixed, and AdaMICA configurations,
respectively. We also use this setup to implement SONIC and SONIC LEA. Figure 8a shows all components of our
experimental setup. As an energy harvesting module, we exploit the Powercast TX91501-3W [20] RF transmitter
to emit the energy and the P2110-EVB [21] RF receiver with two different capacitors (1 mF and 50 mF ) to harvest,
store, and convey that energy to our computing unit. The computing unit combines two MSP430FR5449 [37]
evaluation boards acting as a dual-core system. All data is captured using either the EnergyTrace [27] and the
logic analyzer [26]. We mimic a dual-core system with shared memory using two MSP430 MCUs operating at 16
MHz. To emulate the behavior of multi-port shared memory, we embed the computational results of parallelizable
blocks in advance in the device memory. Therefore, when a core finishes its dedicated part of the computation, it
can find the results of the other core in memory. We set one of the boards as the main-core. The other device (i.e.,
the secondary core) stays in a low-power mode, waiting for activation. The main-core wakes up the secondary
core by sending commands via SPI communication.
Real Multicore Setting with Shared External FRAM. We refer to the results of this setup as 1C-Sh, 2C-
Sh, and AdMC-Sh with shared sequential memory access for single-core fixed, dual-core fixed, and AdaMICA
configurations, respectively. To experiment even closer to the realistic dual-core system, we augment our previous
setup with the shared external Adafruit SPI FRAM of 4 MB (Figure 8b). The external SPI FRAM is single-port,
which allows only sequential access to the shared non-volatile memory and limits the real performance of our
multicore setup. However, this is the only feasible realistic multicore demonstration using easily accessible
off-the-shelf components.
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(a) Fluctuating Input Power. (b) Low Input Power.

Fig. 9. Throughput results for running CNN inference on our real energy-harvesting setups. SONIC, SONIC LEA, 1C, 2C,
AdMC belong to the setup with emulated multi-ported memory access (Figure 8a). 1C-Sh, 2C-Sh, AdMC-Sh belong to the
setup with a real external single-ported shared memory (Figure 8b). The dashed lines indicate the worst throughput for the
corresponding capacitor configuration.

Intermittent Execution. A single energy harvester powers both boards. We set the appropriate lower threshold
values (1.81 and 1.82 𝑉 for single-core and dual-core configurations, respectively) for the capacitor to guarantee
uninterruptible checkpoints for both cores. When the threshold is reached the main-core signals to the secondary
core to start the backup process together. Upon the completion of the recharging process, the main-core follows
the sequence of actions indicated in Figure 5 to continue the interrupted execution.
Power Measurements. The main-core uses its onboard ADC to sample and convert the capacitor voltage on the
P2110-EVB RF receiver. An additional P2110-EVB is required to sample the environmental power strength, since
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Powercast receivers do not allow simultaneous monitoring and energy harvesting. We positioned two P2110-EVB
harvesters as identically as possible and used the second harvester to monitor the input power.

6.2.4 Results. We change the distance between the RF transmitter and harvester to experiment with input power
fluctuations. For each capacitor setting, we run our experiment for 10 minutes. The results collected from our
energy-harvesting setup are very consistent with those of the benchmarks. Figure 9 presents the results for both
setups with emulated shared memory (SONIC, SONIC LEA, 1C, 2C, AdMC) and with real external shared memory
(1C-Sh, 2C-Sh, AdMC-Sh). The figure shows that when power is mostly strong (Figure 9a), SONIC performs as
well as our 1C configuration with just-in-time checkpointing, while SONIC LEA performs slightly (around 5%)
faster than SONIC. However, when power is low (Figure 9b), the performance of SONIC LEA decreases due to the
memory movement overhead introduced by the accelerator at each power failure, while SONIC can outperform
the 1C configuration by about 6% due to improved checkpointing overhead in SONIC.

Figure 9 shows that AdaMICA successfully switches between single-core and dual-core architectures, adapting
to environmental power. By doing so, AdaMICA outperforms both fixed architectures for different energy buffer
sizes. The system with AdaMICA can recognize, for example, 67% more sound clips compared to the single-core
system in the ESC-10 application when power is high (Figure 9a). The figure also shows that the number of
inferences increases for the setup with multi-port emulated memory. This is due to the decreased memory access
latency, while the external memory creates a bottleneck by its single-ported (sequential) access in this particular
setup. Also, note that the reason for the throughput decrease for the single-core deployments with the larger
capacitor is the increase of charging time, which, in most cases, coincides with low incoming power periods.
When incoming power is mostly low (Figure 9b), the fixed dual-core system cannot be beneficial anymore. Under
such conditions, AdaMICA decides to switch to dual-core mode only when the input power is feasible while
keeping the system in the less energy-consuming mode for the other time. This strategy enables 89% more image
inferences for the CATalogue dataset.
The comparison of the above setups (Figures 8a and 8b) highlights the beneficial feature of a multicore

system with shared multi-ported memory, where all cores can access memory simultaneously. The overall result
demonstrates that AdaMICA can successfully tolerate different environmental cases, improving throughput.

6.3 Real-world Applications
We demonstrate the performance of AdaMICA on three real-world batteryless ML applications: gesture recogni-
tion, wild world tracking, and plant health monitoring.
Gesture Recognition. It is one essential ability of ML that helps humans in various domains, such as human
to computer interaction, gaming, medical operations, training, physical rehabilitation, and others. We focus on
recognizing three patterns of tennis strokes performed by a trainee (serve, groundstroke, and volley) to help
trainees to practice their skills of stroking on their own [45].
Wild World Tracking. It is a key technique for ecologists to monitor changes in the environment [76]. In this
application, we focus on animal tracking, using a camera and microphone, whereas the intermittent system is
powered by two sources: the animal’s body heat and the sunlight.
Plant Health Monitoring. It can significantly increase agricultural productivity by promptly forecasting disease,
nutrient deficiencies, or drought [68]. For our experiment, we consider an image-based plant disease diagnostic
batteryless system equipped with two cameras: color (RGB) and thermal.

6.3.1 Experimental Setup. We used the hardware setup shown in Figure 8c during the experimental evaluation
of our applications.
Multicore Setup and Sensors. In this setup, we used the same realistic shared external SPI FRAM setting as in
the previous subsection, where inputs and outputs of common CNN layers reside in FRAM. As cores, we use the
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same MSP430 boards running at 16MHz. The GY-521 is an I2C-featured standard MPU-6050 device that combines
a 3-axis gyroscope and a 3-axis accelerometer on the same silicon die. We used this sensor (mounted on a glove)
for the gesture recognition. For image and sound in wild world tracking and plant health monitoring applications,
we considered the Arducam OV2640 2MP RGB camera [7], the Adafruit AMG8833 thermal camera [4], and the
Adafruit Electret MAX4466 microphone with amplifier [3].
Energy Harvesting Sources. We used Analog Devices DC2080 [25] harvester that can generate 1.72-3.3 V,
which comprises a 1.5 mF capacitor, a 13.5 𝑐𝑚2 solar cell and a thermal energy generator (TEG). We powered the
gesture recognition and plant health monitoring applications using solar cells in this harvester. Besides, in the
plant monitoring application, more power is needed to activate the second core and turn on the thermal cameras
to detect the plant health more precisely. For this purpose, we used the Powercast RF transmitter and receiver.
For the wild world tracking application, we assume that the tracking device is attached to an animal body which
allows the device to be recharged from the animal’s body heat. Therefore, we used energy harvesting via TEG for
this purpose. During the day, the available sunlight enables energy harvesting using solar cells.

6.3.2 Application Scenarios and CNN Models. Using TensorFlow Lite, we trained different CNNs targeting our
applications. We achieved different accuracy levels for CNN models: 96% for gesture recognition, 85% for sound
classification, 81% for animal image classification, and 92% for plant RGB and thermal image classification.
Tennis Stroke Classification. To infer the tennis gestures (serve, groundstroke, and volley), we utilized the
same CNN model that we used in Section 6.2 for the recognition of handwritten digits (MNIST). To match the
output of an MPU-6050 sensor to the input of the CNN model, we transformed the data from gyroscope and
accelerometer to a 2D image by performing three main steps: (i) estimation of rotational orientation, having 3D
angular orientation as output; (ii) transformation of the 3D data into 2D positional coordinates; (iii) drawing lines
between those coordinates on a 2D 28×28 pixels image.
Animal Tracking. The sound is used for the preliminary classification of surrounding animals and the RGB
image for the final confirmation. The sound and image are captured simultaneously. If an animal is detected by
the sound, the image is then processed by another CNN, otherwise the image is discarded. We used the ESC-10
and CATalogue datasets and their CNN models described in Section 6.2 for training by considering ten different
animal sounds and images.
Plant Monitoring. We used two different cameras: RGB and thermal. Periodically, the device turns on the RGB
camera to detect if there is any plant disease. We used our RF transmitter to deliver more power so that the device
can turn on its thermal camera to detect the plant health more precisely. To evaluate this application, we used the
dataset of rice plant images [80] and trained the same CNN model that we used for animal image classification
with a slight modification in the output layer.

6.3.3 Software Architecture. We split the application software into two functional parts: sensing and computing.
The sensing part collects data from a sensor, preprocess them, and delivers data to the input layer of the
corresponding CNN. We perform the sensing that ensures the sampling and preprocessing of data in one
discharging cycle, limiting its energy burst to 𝐸𝑐𝑎𝑝 (see Table 4). Following this limitation allows us to have a
seamless sensing process. The sensing part of the tennis stroke recognition application collects accelerometer and
gyroscope samples, preprocess them, and outputs data in gray-scale 28×28 image format. We set the sampling rate
of both sensors to 200𝐻𝑧 and start the sampling process only when the capacitor is full. We collect data for 330𝑚𝑠 ,
spending half of the energy in the capacitor while using the remaining energy for data preprocessing and storing
the input for the computing part. The sensing part of the animal tracking application requires more energy since
it is responsible for collecting and preprocessing the sound and image. The sound must be transformed to the
spectrogram, while the RGB image must be downsampled. The sampling 1s audio with a highly energy-efficient
microphone and extracting spectrogram consumes 15% of the 1.5𝑚𝐹 capacitor. However, the energy consumed by
the sensing and preprocessing of the image exceeds the energy stored in the capacitor 1.5×. Although we select
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Table 5. Performance of AdaMICA in different applications. (ms)

Environment SONIC LEA Single-core Dual-core AdaMICA
Tennis stroke

Indoor 17106 15460 18050 15520
Outdoor (shade) 11760 12380 13560 12515
Outdoor (sun) 8925 10080 7860 7900

Overall 37791 37920 39470 35935
Animal tracking

Night (TEG) 21900 21540 25250 21120
Day (shade) 19005 20560 22010 20010
Day (sun) 15230 17380 10400 9900
Overall 56135 59480 57660 51030

Plant monitoring
Day (cloudy) 15520 15180 19150 14750

Day (cloudy + RF) 16520 17150 12290 11980
Day (sunny) 16130 16900 12030 11650
Overall 48170 49230 43470 38380

the lowest resolution for the RGB camera (160×120 px), each pixel has three channels (colors), and the camera
has a relatively slow (8𝑀𝐻𝑧) SPI interface and requires 300𝑚𝑊 in active mode. To ensure the uninterrupted
execution of the sensing part of this application, we add the second 1.5𝑚𝐹 capacitor, which is used only for the
sensing part. Thus the sensing starts only when both capacitors are full. The plant monitoring application is also
manageable with two capacitors since the thermal camera introduces relatively low power consumption (15𝑚𝑊 )
and resolution (8×8 px) and requires no image preprocessing. The computing part of all applications, directed by
AdaMICA, receives and delivers the output of the sensing part to CNN that performs the classification.

6.3.4 Evaluation and Results. Table 4 (rows for the Section 6.3) contains all the energy profiling measurements
for AdaMICA in our experiments. Table 5 presents the performance results of the execution of four intermittent
computing systems with external FRAM (SONIC LEA, Single-core fixed, Dual-core fixed, and AdaMICA) under
different environmental conditions for the three applications. For each scenario, we conducted 20 experiments.
We measure the time that the systems take to produce a single classification. The results show that AdaMICA
aligns with the most performing system configuration and can reach 75% of speed up (for tracking animals in
the sunlight). As seen, SONIC LEA outperforms the single-core and dual-core solutions for some scenarios due
to its specialization in CNN applications. For example, when we place the experimental setup in a shaded area
outdoor (see Outdoor (shade) and Day (shade) in Table 5), input power increases, reducing the number of power
failures, which improves the performance of SONIC LEA being ahead of other architectures. In this environment,
input power is still not sufficient to fully benefit from the dual-core parallel execution. Therefore, AdaMICA
mostly stays in the single-core mode, which is circa 7% slower than the LEA implementation. However, when
power is low (e.g., indoor, night, or cloudy day), SONIC LEA cannot improve the single-core solution due to the
significant memory transfer checkpointing overhead of LEA. Moreover, when power is high (e.g., on sunny days),
SONIC LEA lags behind the dual-core system because of the limited set of supported operations. For example,
functions such as ReLU, MaxPool, or downsampling cannot be performed using LEA, where the dual-core system
can easily split these tasks among cores. Furthermore, the rightmost column of the table shows that the dynamic
decisions of AdaMICA allow for increasing the performance of ML applications by the hardware reconfiguration
at runtime.
Based on the results in Sections 6.2 and 6.3, we estimate the average values of throughput and latency

improvements that AdaMICA provides. To evaluate the throughput, we performed twelve sets of experiments
(see Figure 9), six experiments for each setup (see Figures 8a and 8b). To evaluate the latency, we performed nine
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(a) Time overhead. (b) Energy overhead.

Fig. 10. AdaMICA overheads.

sets of experiments (see Table 5). For both throughput and latency, we calculated the ratio of AdaMICA values to
the worst values in each set. Summing all these ratios and dividing the sum into the number of experiments,
we calculated the mean values of the improvements. We conclude that AdaMICA can improve the intermittent
system’s performance, increasing the throughput by 52% on average and decreasing the latency by 31% on
average.

6.4 AdaMICA Overheads
In our real-world application setup, we measured the time and energy overheads of the AdaMICA dynamic
decision procedure by using EnergyTrace. Figure 10 shows the breakdown of both overheads. We distinguish four
groups of time and energy consumers concerning AdaMICA. The monitoring group contains power monitoring to
make a decision and voltage monitoring to control the lower threshold of the capacitor. This group makes 24% of
the energy overhead due to expensive ADC operations, but it barely affects the performance since done with no
CPU intervention. The next is the decision-making group that contributes 6.5% to the energy overhead and includes
dynamic power prediction, DMT search, and pending job check. The power prediction is the most consuming
part because AdaMICA needs to compute the next power level depending on the history window (Equation 13).
The DMT search performs model calculation first few iterations and then uses already calculated data from
the DMT. Both DMT and the pending job data are stored as a hash table to increase search performance and
energy efficiency. The third group is the communication group that is reduced to sending appropriate commands
to the secondary core via SPI and pushing necessary bytes of data to the shared memory to initiate multicore
computation. The last one, checkpointing group, comprises the most demanding components: backup, boot, and
restore. The checkpointing makes 79% of time and 69% of energy overheads of AdaMICA. However, the total
overhead of AdaMICA has a cost of 2.3% and 2.2% of the whole task time and energy consumption, respectively,
which is acceptable concerning performance benefits.

6.5 AdaMICA versus Dynamic Voltage and Frequency Scaling
In recent work [6], the authors has proposed their power-aware DVFS technique on MPS430G2553 MCU where
the maximum operating frequency (16 MHz) is limited by the voltage range from 3.3 to 3.6 V (Figure 11a). This
restriction limits the active cycle of the MCU operating at the highest frequency, so switching to a lower frequency
domain prolongs the active cycle of the MCU and utilizes the capacitor energy more rationally.
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(a) MSP430G [6]. (b) MSP430FR (this work).

Fig. 11. Voltage range and current consumption for different types of MCU.

For our evaluation, we employ an MSP430FR5994 MCU that can operate at any available frequency (1-16 MHz)
within the voltage range from 1.8 to 3.6 V. Figure 11b presents the current and voltage measurements performed
using a multimeter. As can be observed, the most efficient configuration in terms of energy spent per clock cycle
is the highest frequency level, which is 16 MHz. Therefore, we fixed the frequencies of all cores at 16 MHz, which
allowed the MCUs to operate in the most energy-optimal configuration while entirely using the stored energy.
Thus, there was no need to integrate DVFS techniques in our implementation

As a side note, systems that exploit only DVFS, e.g. [6], are not scalable. In other words, with growing task
demands and input power, the system hits the maximum frequency, missing the excess energy that does not fit into
its energy buffer. Moreover, these approaches do not address the parallelism introduced in a task, which can be
easily handled by a multicore system. AdaMICA, in contrast, can scale up the system capability when input power
allows but also restrains the system energy consumption when necessary. DVFS can provide system developers
with additional leverage to increase the efficiency of multicore embedded platforms, enabling adaptation within
the cores if the operating frequencies are limited by different voltage levels.

7 DISCUSSION AND FUTURE WORK
We now compare AdaMICA against existing solutions and discuss how it could coexist with them, eliminating
current limitations.
Data-level and Instruction-level Parallelism. Systems presented in [30, 49] exploited data or instruction-level
parallelism using specific accelerators to hide the low performance of single-core embedded processors. AdaMICA
cores can also exploit these onboard accelerators. Moreover, AdaMICA can leverage vector, superscalar, or any
other specific computational unit to further improve multicore system’s performance.
Programmer Burden. As explained in Section 5, the programmer needs to provide application metadata,
explicitly specifying parallelizable blocks in the code. From this perspective, the main duty of a multicore
intermittent system programmer is the same as for a multicore constantly powered system. However, the
programmer has the burden of the task energy profiling and DMT generation, which can be handled by a software
tool automatically. We leave this feature for our future work.
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Decision-making Approach.We considered the dynamic decision-making approach during our evaluations
since this technique is more flexible and has greater scientific value. Applying more sophisticated control theory-
based and ML algorithms to implement the dynamic decision-making approach leads to new key research
challenges, which we suggest as interesting follow-up work.
Other Platforms. AdaMICA suits any energy-harvesting MCUs equipped with non-volatile memory. The
MSP430FR family is a unique platform since it includes an embedded non-volatile memory (FRAM) and an
optimized bus between the MCU and FRAM. To use AdaMICA on the off-the-shelf multicore MCUs, it is necessary
to use an external FRAM memory. However, this will not be as efficient as in the embedded FRAM case. AdaMICA
brings about the need for multicore platforms with embedded FRAM.

8 RELATED WORK
Our work addresses crucial gaps in the intermittent computing parallelism, which are inevitable since the
multicore models are already approaching energy-harvesting systems. Although most of the related work was
discussed in Section 2, it should be noted that there are other studies on adaptive and parallel systems.
Processing-in-Memory Accelerators.MOUSE [67] is an intermittent accelerator built on top of computational
RAM (CRAM) utilizing the emerging idea of spintronics-based processing-in-memory (PIM). The authors demon-
strate that spintronics-based logic operations are inherently idempotent and can be safely used by intermittent
computations. CRAM does not need explicitly specified checkpoints, since the memory cells are non-volatile. PIM
and specific memory cell layout introduce different levels of parallelism (column-parallelism, tile-parallelism).
While time-, energy-, and area-efficient, MOUSE has no easy accessible programming interface, and it has a
specific instruction set. As of now, there is no high-level programming language and a compiler to program
CRAM-based systems. An intermittent accelerator operating on the same principle and having the same draw-
backs [64] has been proposed as a co-processor to a generic MCU powered by a battery. However, both solutions
target operation-specific accelerators based on the processing-in-memory, which is orthogonal to our work
covering general-purpose ultra-low-power MCUs.
Workload Switching Solutions. Switching workload between several compute units that differ in performance
and energy consumption is another strategy to respond to changing input power [52]. However, this technique
does not exploit parallelism in any form. The authors in [72] propose to enable intermittent computing on
high-performance systems-on-chip, focusing mostly on booting and checkpointing operations. They cover very
briefly multicore deployment aspects, omit other important parameters, such as the incoming power strength or
the energy buffer size.
Multicore Reconfiguration.While GreenArrays [62], Core Fusion [39], and REDEFINE [33] propose recon-
figurable many-core architectures for low-power embedded systems in various fields, none of them target
intermittent computing.

9 CONCLUSION
For intermittent computing systems, execution performance and parallelism are crucial properties gaining
importance. Existing energy-harvesting devices are extremely limited in performance and introduce little flexibility.
Initial steps have begun to be taken by the intermittent community in the direction of parallelism, but are still
not sufficient enough for battery-free devices to take full advantage of it. To boost the parallelism adoption, we
proposed AdaMICA, which is the first adaptive runtime that enables multicore parallel intermittent computing.
We evaluated AdaMICA based on the benchmarks emulated on a real MCU. To validate the emulation results,
we run real-world ML applications on our real energy-harvesting setup. Our evaluation results showed that
AdaMICA outperforms single-core and multicore fixed-configured intermittent systems by 52% on average due
to the successful adaptation to changing environmental conditions.
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