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ABSTRACT 

In this paper, we introduce our new visualization service which presents web pages and images on arbitrary devices with 

differing display resolutions. We analyze the layout of a web page and simplify its structure and formatting rules. The 

small screen of a mobile device is used much better this way. Our new image adaptation service combines several 

techniques. In a first step, border regions which do not contain relevant semantic content are identified. Cropping is used 

to remove these regions. Attention objects are identified in a second step. We use face detection, text detection and 

contrast based saliency maps to identify these objects and combine them into a region of interest. Optionally, the seam 

carving technique can be used to remove inner parts of an image. Additionally, we have developed a software tool to 

validate, add, delete, or modify all automatically extracted data. This tool also simulates different mobile devices, so that 

the user gets a feeling of how an adapted web page will look like. We have performed user studies to evaluate our web 

and image adaptation approach. Questions regarding software ergonomics, quality of the adapted content, and perceived 

benefit of the adaptation were asked. 

Keywords: Content repurposing, image adaptation, adaptation of web pages, mobile applications 

1. INTRODUCTION 

Although a great number of people in developed countries use mobile devices, the number of applications which are 

available on all the different mobile device classes is still relatively low. Usually, applications are only developed and 

tested for a certain device class (e.g., personal digital assistant, PDA) and have to be adapted for other device classes 

(e.g., mobile phones). The porting of applications to the wide variety of mobile device classes is a time consuming issue. 

Additionally, testing and maintainability of applications is getting cumbersome for such a huge number of different 

mobile device classes.  

A major challenge for the development of mobile applications is the heterogeneity of the different device classes. In the 

Mobile Business project,1 we have built a generic software platform that supports the development of context-sensitive 

services for service brokers and providers. The client framework facilitates the implementation of generic client 

applications for mobile devices that enable a dynamic integration and execution of new services. To illustrate and 

evaluate the functionality of our framework we have built two sample applications - a restaurant finder and a bargain 

hunter. These applications are context-sensitive, because they intend to deliver services or information to the user that 

best fit the current context. For instance, in case of the restaurant finder application, it would be helpful if the user’s 

current position, his preferences like ‘non-smoking’, ‘prefer Italian food’, ‘outdoor seats’, or ‘not too expensive’ are 

considered. If the calendar of a user indicates other appointments in the near future the proposed restaurants should not 

be too far away (depending on available transportation). In most cases, our sample applications use web pages for 

presentation. It would not be possible to visualize the content in a suitable way without the support of automatic 

adaptation techniques.    

To enable the fast and efficient implementation of new applications for mobile devices, we have implemented and 

integrated several services in our framework, e. g., a service discovery technique to automatically identify relevant 

services based on user preferences and user context; a Wireless-LAN-based indoor positioning service which reliably 

estimates the position of a mobile user inside a building, and a visualization service to adapt multimedia content to 

different mobile devices and present it in a suitable way. In this paper, we introduce our new visualization service to 

present web pages and images on mobile devices with differing display resolutions. The adaptation service must 

guarantee that even in case of very small displays the relevant content can be recognized. 

A very important characteristic of mobile devices is the limited resolution of the display. If images or web pages are 

presented on mobile devices in a naïve way, the content cannot be recognized very well on these small displays, and the 
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interaction with the application would be inefficient because the user has to scroll the web page horizontally and 

vertically. A good adaptation service would select the relevant parts of an image or a web page to be visualized.  

In the following, we will present our new algorithms for the adaptation of images and web pages. The outline of the 

paper is as follows: The following Section gives an overview of previous work in the context of adaptation systems for 

images and web pages. Major challenges are presented in Section 3. Sections 4 and 5 illustrate our new adaptation 

algorithms. In Section 6, we present experimental results and user evaluations, and conclude the paper in Section 7. 

2. RELATED WORK 

Many ideas were published in the last years in the context of adaptation for small, mobile devices. Before we can build 

an adaptation system, we have to consider the environment the system the system will be used in and derive some basic 

properties: 

� Location of the adaptation system: We can distinguish server-, proxy- or client-based systems. Server-based 

adaptation2,3 may result in a performance bottleneck if a large number of clients request data at the same time 

and if the complexity of the adaptation algorithm is high. Proxies4,5 can reduce these disadvantages, but usually 

increase the overall complexity of the architecture. Client-based adaptation6,7 is unsuitable in many cases due to 

the limited memory, CPU power, capacities of wireless networks and the request for energy efficiency. We use 

a server-based system which is not only suitable for the adaptation of images and web pages, but supports audio 

streams and videos, too.8,9 

� Considered hardware of mobile devices: Most adaptation systems support the resolution of the display10,11 and 

indirectly consider the limited amount of memory, capacities of wireless networks and CPU power.12 Other 

features like the color depth of the display,13,14 available network capacities or energy consumption are relevant 

in some scenarios, too. We focus on the resolution of the target display. Other restrictions are of minor 

relevance for our system, because only few resources of the mobile device are used (server-based adaptation), 

and we do not have to handle a large amount of data, e.g., in contrast to video adaptation. 

� Realtime adaptation: The adaptation system could adapt the content on the fly or use precalculated versions of 

the adapted data that is stored on a server. We assume that it is not possible to guess all expected target 

resolutions of the images a user might request in advance. In case of web pages, it is important that the content 

is up-to-date. Therefore, the content is adapted on the fly. Nevertheless, we can precalculate some data in 

advance, e.g. to store additional metadata which describes the semantic content of images.  

� User preferences and user context: The complexity of an adaptation system might increase significantly if the 

context of the user is regarded. Privacy issues might arise because a user might not want to submit personal data 

over wireless network connections. In our system, the user can specify preferences which affect the adaptation 

algorithm. E.g., the importance of semantic features like faces can be specified manually. 

� Semi-automatic adaptation: It is also very relevant to decide whether the adaptation system is automatic or 

semi-automatic (supports user interaction). Our system can adapt multimedia content automatically, but we 

have developed a software tool which makes the validation of the automatically extracted data much easier.  

2.1 Adaptation of web pages 

To archive a suitable presentation of the content of web pages, a minimum resolution and size of the display is 

recommended. Manual adaptation causes high costs and is not economical in most cases. Many approaches have been 

proposed to adapt web content to the limited screen resolution of mobile devices.15-20 A common technique is to convert 

an HTML file into an XML notation and derive an individual presentation for a mobile device.21,22 Huang and 

Sundaresan23 identify functional objects and transform them into an XML representation. The advantage of their 

approach is that the semantic concept of web pages can be captured and a new combination of the data based on 

transaction schemas is feasible. On the other hand, rules have to be defined to extract the functional objects for each web 

page.  

Chen et al.24 have presented an approach which changes the structure of a web page and splits it into smaller units. An 

overview page with self-explanatory links supports the navigation to the subpages. Maekawa et al.25 extend this approach 

and use automatic scrolling for sub pages which are still too large to be presented on a mobile device. Users can set the 



 

 
 

 

preferred scrolling speed. Blekas et al.26 use RSS data and present it on a dynamically generated index page. This 

approach reduces the data size significantly, and a concise title with corresponding text is directly available in the RSS 

data. A major disadvantage in their approach is the fact that images are not considered.  

2.2 Adaptation of images 

The adaptation of images is also very important for the presentation of web pages on small displays. Simple image 

adaptation techniques like scaling or cropping do not provide satisfactory results in many cases. Especially for the 

adaptation of images in web pages, it might be useful to specify categories of images like icons, advertisements or 

essential content and use a suitable adaptation for each category.27  

Several algorithms have been proposed to adapt the resolution of images. The overall goal is to present images in a way 

so that the content can be recognized easily.28,29 Horizontal and vertical scrolling of images is inefficient and should be 

avoided. On the other hand, scaling based techniques might reduce the size of the image and relevant content might no 

longer be recognizable. Most approaches identify attention objects which incur the interest of users. The relevance of an 

object is defined by its attention value. If several attention objects are adjacent in an image they are combined into a 

region of interest. Most approaches merely differ in how they present one or more regions of interest. 

Suh et al.30 use cropping to generate thumbnail images based on a saliency map31 which describes the visual relevance of 

image regions for users. Santella et al.32 use eye tracking to identify relevant regions. Setlur et al.33 identify regions, 

merge similar ones, and specify the relevance of each region. The adaptation is done by removing irrelevant regions at 

the image borders. If the image is still too large, they use a so-called inpainting technique. By using this technique, an 

empty image of the requested size is created and the relevant objects are arranged within the image. The remaining holes 

between the objects are filled by scaling unused regions of the original image.  

Liu et al.34 use automatic browsing to present large images on small displays. The images are visualized as automatic 

slide shows. The selection of relevant regions is based on saliency maps, as well as text and face recognition. The 

parameters minimal perceptive size and minimal perceptive time define the acceptable size for an attention object and the 

duration to present each image. Other approaches warp large images, e. g., the fisheye view warping from Liu and 

Gleicher.35 They assume that one region in the image is most important. This region is left unchanged whereas other 

regions are scaled. In case of non-linear scaling, the scaling factor is highest at the borders.  

The seam carving technique proposed by Avidan and Shamir36 enables a content-aware adaptation of the resolution of 

images. The idea is to identify a path (seam) of 8-connected pixels which has a low relevance for the content of an 

image. Depending on the desired size of the adapted image, several paths are identified and the path pixels are removed 

in case of a reduction of the image size. An enlargement of an image is also possible by duplicating path pixels.  

The following constraints must be regarded to avoid artifacts in the final image. The pixels of a horizontal or vertical 

seam must be 8-connected (see Fig. 7 for an example of vertical seams). An energy function defines which pixels should 

be selected for a seam. Avidan and Shamir evaluated the performance of several energy functions and recommended the 

usage of the gradient. The energy of a seam is defined as the sum of all absolute gradient values of two adjacent path 

pixels. The seams are sorted in ascending order, so that the first seam contains the lowest overall energy value. If the size 

of an image is reduced by N pixels, the pixels of the first N seams are removed and all pixels are shifted horizontally or 

vertically to fill the gaps.  

Compared to other approaches, the seam carving technique works particularly well on outdoor pictures and if relevant 

objects are located at the borders. It works much better than scaling if the aspect ratios of the source and destination 

images differ significantly. The method also focuses on preserving the important content of the image. On the other 

hand, images containing straight lines (e. g., houses, a tennis court, text) and well-known objects like faces may become 

severely distorted.      

3. CHALLENGES FOR THE ADAPTATION  

Algorithms for the adaptation of web pages and images should focus on the characteristic features of a mobile device: 

screen resolution, CPU power, energy restrictions, and throughput of the wireless network. Additional factors to be 

considered are user context, user preferences, and the quality of the adapted content.  

A minimum resolution of the display is required to visualize complex structures in web pages (e. g., tables, navigation 

bars, icons), formatting (e. g., headlines or captions), and images. The adaptation of the image resolution is not trivial 



 

 
 

 

due to the fact that parts of the content may no longer be recognizable in heavily scaled images. On the other hand, 

cropping of borders removes entire parts of an image. Even advanced image adaptation techniques like seam carving 

may create unaesthetic images because people or objects may become warped.  

Due to limited CPU power in many mobile devices and the demand for energy efficiency, complex analysis and 

adaptation algorithms cannot run on mobile devices. We have developed a server based adaptation which also guarantees 

a reduction of the total amount of data to be transmitted over the wireless network. This is especially relevant if other 

applications and services are used at the same time, e.g., an indoor positioning service.  

The adapted content should comply with the expectations of the user. Therefore, their context and preferences have to be 

considered. Techniques how to handle errors induced by the automatic analysis of web pages or images should be 

considered, too. Mechanisms should be available to reduce the risk of incorrectly adapted content. 

4. ADAPTATION OF WEB PAGES 

The basic idea of our adaptation system is to analyze the layout of a web page and simplify its structure and formatting 

rules. For example, all titles are replaced by bold tags and the font size is reduced. The small screen of a mobile device is 

used much better this way. Visualization tags (e. g., background color), background images and tables are removed, 

because the width of tables is usually too large for the screen resolution of mobile devices. The reduced complexity of 

the adapted web pages guarantees that they are visualized efficiently even on mobile devices with limited CPU capacity 

and that the energy consumption is reduced for network communication and page rendering. Fig. 1 visualizes a typical 

view of a web page on a mobile device. User evaluations indicated that horizontal scrolling is especially disturbing.  

 

 

 

Fig. 1. Typical view of a web page on a mobile device: original view (left), adapted view (right).  

 

The analysis and the adaptation of web pages are processed separately. During the analysis phase, metadata is extracted 

to analyze the structure of a web page. Typical separators in HTML pages are used to identify sections. Suitable 

separators are structuring or presentation tags like headings or horizontal lines. We define a minimum and maximum size 

for each segment. The amount of scrolling should be acceptable if one segment is presented on a mobile device. Short 

segments are merged with the previous or following segment.  

In a second step, a title and a short description is derived for each section. The additional information is required to 

enable different views of a web page. If an anchor tag is available at the beginning of a section its text is used as title. 

Otherwise, headings or emphasized text (e.g., text in bold or italic characters) are used. If no title is detected, the first 

words of a section are selected instead.  



 

 
 

 

User studies have indicated that the individual preferences of users may vary significantly. Therefore, we support four 

different views of a web page which are selected based on default user preferences (see Fig. 2). They are: A full view 

(complete text and relevant images), two navigation views, and an image visualization view. The first navigation view 

displays titles of sections of a web page which link to the corresponding text. The second navigation view additionally 

presents a short description. The last view visualizes the resolution adapted images in a web page exclusively. 

The full view is generated first. To enable a compact presentation, headings are replaced by bold tags and the size of the 

characters is set to the default size of the text. Presentation elements like text color, background color and background 

images are filtered to guarantee a fast visualization on the mobile device. Tables are converted to text because the width 

of tables is too large in most cases. Images on a web page are adapted (see Section 5), and very small images (icons) are 

removed. We assume that the semantic content of very small images on web pages is very low. In the last step, additional 

anchor tags are inserted into the full view to enable direct links to the other views. 

Additionally, we have developed a software tool to edit and revise all automatically extracted data. This tool also 

simulates different mobile devices, so that the user gets a feeling of how an adapted web page will look like. Our semi-

automatic approach enables an efficient validation of the automatic analysis step. A user can edit the automatically 

extracted metadata like title or short description for each section. Sections can be merged or the length of a section can 

be changed. 

 

 

Fig. 2. Different views of adapted web pages: (a) title view, (b) short description view, (c) image view.  

 

5. ADAPTATION OF IMAGES 

We have developed a server-based application for the adaptation of images. A client-based adaptation is not feasible 

because the transfer of large images would cause a lot of traffic in wireless networks, and the analysis and adaptation of 

an image requires a high amount of computational power. If possible, the analysis of images is done offline, and the 

results are stored in XML format. The adaptation is done in real-time. To enable a good adaptation, the most relevant 

region has to be identified in an image. We apply several techniques to identify and validate it: 

� Regions without expressive content should not be visualized in the adapted image. Large near-monochrome 

regions (e.g., sky) adjoining an image border are typical candidates for irrelevant regions.  

� Regions with relevant semantic content should be clearly visible in the adapted image. A region should not be 

part of the adapted image if the semantic content is no longer recognizable due to its small size (e.g., text is no 

longer readable). We apply algorithms to automatically identify regions with a high contrast, text regions and 

faces. The adaptation algorithm uses the information about all detected regions.  



 

 
 

 

� We use a semi-automatic approach to correct obvious errors in the adapted images. Most errors are induced by 

the automatic analysis. Therefore, we have built a software tool to validate the automatically detected attention 

objects.  

� Inner parts of an image may be removed if relevant objects are located at different borders of an image. We 

apply the seam carving technique and improve it by using the information about the automatically identified 

attention objects. 

� During the adaptation, the selected region of interest is scaled to the screen resolution of the mobile device. The 

aspect ratio of the selected region should be similar to the aspect ratio of the adapted image. 

In the following subsection, we will describe the image analysis and adaptation techniques in detail.  

5.1 Cropping of irrelevant borders  

Our image adaptation service uses several techniques to select the most relevant content in images. We assume that a 

mobile device requests an image and specifies the expected resolution. In a first step, border regions are identified, 

which do not contain relevant semantic content. A typical example is blue sky in the upper region of an image. We crop 

the borders to remove these regions.  

An image is smoothed in a first step with a Gaussian kernel � = 2.0 to remove noise. Border regions are identified by 

applying a region growing algorithm on the smoothed image. The maximum difference (sum of absolute differences of 

RGB values) of the pixel values in a region is defined by T = 30. Iteratively, we process each border of the image. We 

analyze one column or row, and count the number of pixels located in each line. If the maximum percentage P of pixels 

in one line exceed the threshold TP = 0.7, the current column or row is marked for removal. Relevant parts of an object 

should not be removed in this step. Therefore, we do not remove all marked rows or columns but search for a local 

maximum of P.  

The computational effort to identify irrelevant border regions is very low. Actually, this step reduces the overall time to 

analyze an image, because advanced image analysis techniques like our face detection algorithm require much more 

computational effort. Fig. 3 depicts an example which visualizes the identification of irrelevant border regions.  

 

 

Fig. 3. Automatic cropping of irrelevant borders: original image (left), detected regions (middle), cropped image (right). 

 

5.2 Selecting a region of interest  

Attention objects are identified in a second step if the resolution of the image is still too high. We use face detection, text 

detection and contrast based saliency maps to identify important regions in images. 

Faces and persons are very important in images and adaptation algorithms should preserve them if possible. We use the 

face detector published by Rowley et al.37 which is based on a neural network. We have implemented the face detector 

and trained our own network with more than 7,500 faces.  

Our text detection system38 identifies candidates for text regions first. We assume that each text line contains at least 

several characters. To locate a text region in an image we use the technique presented by Sato et al.:39 Regions with high 

contrast and sharp edges are detected. A 3x3 horizontal filter with binary thresholding is applied to the image, and 



 

 
 

 

connected text blocks are identified. If this region suffices certain constrains, the bounding box of this region is classified 

as text region. In images with complex backgrounds the bounding box may include more than one text line. The next 

step locates the upper and lower border of each text line by analyzing horizontal projection profiles. The profiles are 

generated by summarizing the absolute horizontal derivatives. High values indicate a text line, low values background 

regions. The top and bottom of a text line can be identified by analyzing the local peaks of the projection profile. 

 

 

Fig. 4. Detection of regions with high contrast: saliency map (left), histogram (middle), cumulated histogram and derived 

threshold (right). 

 

Regions with a high contrast are usually much more relevant than homogeneous regions. We identify these regions by 

analyzing saliency maps. In a first step, we scale the image to a predefined size by averaging the pixel values in a block. 

We reduce noise and the computational effort this way. We use a method that is similar to the intensity maps introduced 

by Itti et al..31 The idea is to identify locations in an image which locally stand out from their surrounding. Several scaled 

versions of the image are generated by using Dyadic Gaussian pyramids. The images are rescaled by linear interpolation 

and difference images are calculated. The differences are merged into one contrast-based saliency map which describes 

local discontinuities. Fig. 4 (left) depicts an example of a saliency map. The histogram of the saliency map is used to 

derive the most relevant region of interest. Therefore, we analyze its cumulated histogram (Fig. 4, right) and select all 

pixels above the empirically defined threshold TS = 0.8. The example in Fig. 5 visualizes the automatic detection and 

adaptation of an image based on saliency maps. 

Based on the automatically detected attention objects (faces, text regions and regions based on saliency maps) one region 

of interest (ROI) is selected for presentation. Each attention object is characterized as a rectangle. We assume a 

proportional coherence between the size of an attention object in the adapted image and the visual information in the 

image. A minimal perceptible size is defined for each feature. The content is no longer recognizable if the size of a 

feature drops below this value. Additionally, we can define an upper size for each feature (maximal reasonable size). For 

instance, if the font size of a text is readable, an additional enlargement of the characters does not provide new 

information.  

It is the goal to identify the position and size of the region R which maximizes the visible information in the adapted 

image. The information Vsum (R) is defined as the sum of the attention objects in the selected region R: 

  



 

 
 

 

 

 

Fig. 5. Automatic detection of relevant regions based on saliency maps. 

 

Vi (R) estimates the information of the attention object i for region R. An object is used only if it is completely included 

in the selected region. The binary variable Si (R) specifies whether the region of the attention object is totally included in 

the region or not. The thresholds Hmin and Hmax define the minimal perceptible size and maximal reasonable size of 

attention objects. Both values depend on the characteristics of the display and individual user preferences. 

The calculation of all positions and sizes for region R is not possible due to the large number of combinations. We 

assume that each border of the selected region must match with at least one border of an attention object. This is true, 

because if we reduce the size of the region marginally, at least one object i will no longer be included in the region and 

Vsum (R) drops approximately by Vi (R). A very small increase of the size of the region leads to a higher scaling factor, 

and the values of all attention objects in this region drop. Vsum (R) is not necessarily optimal (e.g., in case of text regions) 

because the maximal reasonable size Hmax reduces the visible information of a region. After the initialization of R, the 

size of the region is enlarged until Vsum (R) reaches a local maximum. 

5.3 Semi-automatic refinement  

We assume that we cannot avoid errors during the automatic analysis. Therefore, we propose a semi-automatic approach. 

We have specified XML schemas based on MPEG-7 and MPEG-21 to store the information about the attention objects 

in an image. We have developed a software tool, which enables a user to validate, add, delete, or modify the 

automatically detected objects in a convenient way. Additional information like the maximum acceptable scaling factor 

may be added for each object. 

Fig. 6 visualizes how a user can modify the automatically detected attention objects in images. General information like 

filename, title, image resolution, and image orientation is stored for each image. Additionally, an arbitrary number of 

regions of interest can be defined. Each region is characterized by a textual description, a value that characterizes its 

relevance, and a maximum scaling factor. The metadata is stored in XML format and used for the adaptation. 



 

 
 

 

 

Fig. 6. A software tool enables the semi-automatic refinement of metadata.  

 

5.4 Removing inner parts of an image  

It is often not possible to select a suitable region of interest if two or more attention objects are located at different 

borders of an image. Inner parts of an image may be removed by using the seam carving technique.36 The idea is to 

identify a horizontal or vertical path of 8-connected pixels and remove it. By selecting the path with the lowest energy 

value relevant semantic objects are usually preserved. Fig. 7 depicts an example of the seam carving technique in which 

vertical seams are removed.  

We use the automatically detected attention objects to modify the seam carving algorithm. The idea is to increase the 

energy values of attention objects. The seams will avoid these regions and preserve the semantic content in the image.   

 

 

Fig. 7. Removing inner parts of an image based on the seam carving technique: original image (left), detected seams 

(middle), adapted image (right). Red seams (low energy values) are removed first.  



 

 
 

 

5.5 Automatic image adaptation  

The adaptation of the content for different mobile devices is fully automatic. The different techniques are applied one by 

one until the image resolution fits. Irrelevant borders are identified and cropped first. If the resolution is still too large, a 

region of interest based on attention objects is selected. Inner parts of an image may be removed if the image is 

significantly larger than the expected resolution or if the aspect ratios differ significantly. Linear interpolation is used to 

scale the image to its final resolution. 

6. EVALUATION 

We have carried out three user studies to evaluate the quality of the adaptation system. Questions regarding software 

ergonomics, quality of the adapted content, and perceived benefit of the adaptation were asked. The feedback about the 

implemented adaptation technique for web pages and images is very positive. Especially the combination of automatic 

and semi-automatic algorithms and the easy way to correct the automatically generated metadata is a great benefit of this 

system.  

We have simulated 20 different mobile devices with resolutions between 160x160 and 640x480 pixels. In a first test, ten 

users evaluated the quality of the automatic adaptation algorithm without semi-automatic refinement. Each person 

examined images which had been adapted for randomly selected devices. The users had to grade the quality based on a 

scale between 1.0 (very good) and 6.0 (insufficient). The average value for the automatic adaptation of images is 2.4. 

Two users classified the results barely adequate. The reason for this low rating was the fact that the quality of some 

adapted images was very poor especially if important objects were missing or if parts of them had been cropped.  

Each test user had to correct or add the automatically detected attention objects in a second evaluation. The adapted 

images were presented again, and the quality was considered much higher this time (average value of 1.9). Some users 

complained that a minimum border should be added to each attention object especially if a face is located at the border of 

an image. The image quality is ‘acceptable’ for two users; the other users grade it much better (between good and very 

good). 

We tested the quality of the adaptation algorithm for web pages in a separate evaluation. Ten users participated in this 

evaluation. The quality of the adapted web pages was rated much higher (average value of 1.5). Several users 

recommended that the user interface of the software tool to modify the sections of an HTML page should be simplified. 

We explicitly asked the users about the different views. Half of the users liked them very much, but three users did not 

switch to another view because they were familiar with one view from their Web browser and did not need additional 

information to browse a web page. 

All users confirmed that they see the great benefit such an adaptation system offers. Some users remarked that the 

manual effort should be as low as possible.  

7. CONCLUSIONS AND OUTLOOK 

In this paper, we have presented our new visualization service for web pages and images. We simplified the layout and 

structure of a web page to achieve a compact presentation. Our image adaptation service combines several techniques. In 

a first step, irrelevant borders are identified and cropped. If the resolution is still too large, a region of interest based on 

attention objects is selected. Inner parts of an image may be removed by seam carving if the image is much larger than 

the expected resolution or if the aspect ratios differ significantly. Linear interpolation is used in a last step to scale the 

image to its final resolution. Additionally, we have developed a software tool to validate, add, delete, or modify all 

automatically extracted data. This tool also simulates different mobile devices, so that the user gets a feeling of how an 

adapted web page or image will look like. We have performed user studies to evaluate the quality of our adaptation 

system. The users confirmed that they see a great benefit such an adaptation system offers. 

Our long-term goal is to provide generic tools for the automatic adaptation of multimedia content. We will focus on the 

adaptation of audio and video streams in the near future.  
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