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Tanaka H, Sejnowski TJ, Krakauer JW. Adaptation to visuomotor
rotation through interaction between posterior parietal and motor
cortical areas. J Neurophysiol 102: 2921-2932, 2009. First published
September 9, 2009; doi:10.1152/jn.90834.2008. Studying how motor
adaptation to visuomotor rotation for one reach direction generalizes
to other reach directions can provide insight into how visuomotor
maps are represented and learned in the brain. Previous psychophys-
ical studies have concluded that postadaptation generalization is
restricted to a narrow range of directions around the training direction.
A population-coding model that updates the weights between narrow
Gaussian-tuned visual units and motor units on each trial reproduced
experimental trial-by-trial learning curves for rotation adaptation and
the generalization function measured postadaptation. These results
suggest that the neurons involved in rotation adaptation have a
relatively narrow directional tuning width (~23°). Population coding
models with units having broader tuning functions (such as cosine
tuning in motor cortex and Gaussian sum in the cerebellum) could not
reproduce the narrow single-peaked generalization pattern. Visually
selective neurons with narrow Gaussian tuning curves have been
identified in posterior parietal cortex, making it a possible site of
adaptation to visuomotor rotation. We propose that rotation adaptation
proceeds through changes in synaptic weights between neurons in
posterior parietal cortex and motor cortex driven by a prediction error
computed by the cerebellum.

INTRODUCTION

The question explored here is how training or errors expe-
rienced in one part of the workspace generalize to other parts
of the workspace during motor adaptation. Measures of gen-
eralization to visuomotor transformations can provide insight
into how the learned mapping is represented in the brain
(Poggio and Bizzi 2004; Shadmehr 2004). One measure is to
probe how a fully learned local remapping generalizes to other
unlearned locations (postadaptation generalization) (Ghahra-
mani et al. 1996; Imamizu et al. 1995; Krakauer et al. 2000;
Malfait et al. 2002; Mattar and Ostry 2007). Alternatively,
trial-by-trial generalization can be assessed during adaptation
by examining how errors experienced on trial k transfer to
another part of the workspace in trial k + 1 using a single-state
state-space model (Donchin et al. 2003; Shadmehr 2004; Thor-
oughman and Shadmehr 2000).

This paper focuses on a physiological model of rotation
learning that accounts for both trial-by-trial generalization and
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postadaptation generalization. Despite many psychophysical
studies of visuomotor rotation, the underlying physiological
mechanisms and neural substrates for this type of motor learn-
ing remain largely unknown. We derived a physiologically
plausible computational model of rotation learning based on
population coding and a gradient-descent learning rule. The
dependence of adaptation rate on target number, the postadap-
tation generalization function width, and the trial-by-trial gen-
eralization function width were reproduced in a model in which
the units were narrowly tuned to their preferred target direc-
tions but not when the units were broadly tuned.

Physiological, imaging, and clinical studies have suggested
that several brain areas are involved in visuomotor rotation,
including the cerebellum (Della-Maggiore and McIntosh 2005;
Krakauer et al. 2004; Tseng et al. 2007), ventral premotor
cortex (Krakauer et al. 2004), primary motor cortex (Hadipour-
Niktarash et al. 2007; Paz and Vaadia 2004, Paz et al. 2003;
Wise et al. 1998), and posterior parietal cortex (Diedrichsen et
al. 2005; Inoue et al. 2000; Krakauer et al. 2004). The model
made predictions for the functions that are carried out in these
brain areas during adaptation to visuomotor rotation and how
the visuomotor remapping might be neurally encoded. In
addition, the model provided a new explanation and interpre-
tation for results from recent studies reporting selective neural
activity enhancement in a particular population of neurons in
primary motor cortex (M1) after learning visuomotor rotations
(Paz and Vaadia 2004; Paz et al. 2003).

METHODS
Participants

Twelve right-handed participants (age: 27.7 = 7.6) volunteered to
participate in the experiment. They signed an institutionally approved
consent, were unaware of the nature of the experiment, and were paid
to participate.

Experimental procedure

POSTADAPTATION GENERALIZATION. To allow comparison with
model simulations, we briefly describe the experimental procedure
used in our previous publication, which investigated rotation adapta-
tion and postadaptation generalization (Krakauer et al. 2000). Partic-
ipants sat in front of a computer screen and controlled a screen cursor
using a hand-held indicator. Vision of the arm and hand was blocked
with an opaque shield. Participants were asked to move a screen
cursor from a common starting point to eight circular targets arrayed
in a circle and displayed on a vertical screen. Targets were always
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visible on the screen and were presented in a pseudorandom order
(each target was presented once in 8 consecutive movements, and the
same target was not presented on successive trials). There was
continuous visual cursor feedback during training. Participants were
instructed to make straight and uncorrected out-and-back movements
with a sharp reversal in the target. In the training block, participants
adapted to a 30° counterclockwise (CCW) rotation. After adaptation
had approached asymptote, generalization across directions was mea-
sured in the testing block by having participants reach to untrained
targets in the absence of visual feedback (postadaptation generaliza-
tion). To investigate the effect of training target number on learning
rate and generalization, participants were trained with single, two,
four, or eight targets. Directional error was measured as the angular
difference in degrees between the target and the cursor at the position
of peak velocity.

TRIAL-BY-TRIAL GENERALIZATION. The setup was the same as in
our previous research (Krakauer et al. 2000) with the following
exceptions: Participants were only trained to eight targets; target
presentation was random rather than pseudorandom; and visual feed-
back was always present (no test probes). Directional error data were
used to evaluate the impact of error on the kth trial on the subsequent
(k + 1)th trial using the single-state state-space approach described in
the following text. The truly random target order, which allowed
consecutive movements to the same target, provided the sampling of
all possible angular separations between consecutive trials needed to
evaluate trial-by-trial generalization using the single-state model.
Participants made =264 movement trials under visuomotor rotation,
and all were presented with the same target order. Movement errors
were measured in degrees and trials with directional errors larger than
35° were excluded from further analyses. The rejected trials consti-
tuted only 2.0% of all trials on average, and only 5.7% for the worst
participant.

Analysis of trial-by-trial generalization using a single-state
state-space model

To assess how an error experienced in one direction influenced
learning in another direction, we used the single-state state-space
model originally introduced for force-field adaptation (Donchin et
al. 2003; Thoroughman and Shadmehr 2000). Here we recast the
single-state analysis into a form that is applicable to any form of
motor adaptation, including visuomotor rotation learning. The
analysis begins by defining a state-space model that consists of a
state vector, which is usually not directly observable, and an
observable variable.

The state-space model has an eight-dimensional state vector @ and
an observable scalar ¢. The pth component of vector ®, ¢, denotes
the hand-movement direction in degrees when the targetp (P =1, - - -, 8)
is shown. The observable scalar ¢, which is one component of D, is
actually the performed hand-movement direction in degrees. The
equations that define the state-space model are

Dy =D+ BHIAqbk )

b= HD, 2)

The first equation describes how an error A¢, in the kth trial
updates the current state vector @, to the next state ®, ,,, and the
second equation describes which component of the state vector is
actually observed. Here note that the subscripts k represent the trial
number and that the superscripts in parentheses (p) the target
directions. Although others have developed state-space models
based on a vectorial error (Donchin et al. 2003), we used instead
the scalar angular error measured experimentally. To assess trial-
by-trial generalization, this single-state model was fit either to the
experimental trial error sequence or to artificial trial error sequence
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generated by the population coding model developed in the text
below.

PARAMETER ESTIMATION. The matrix B in Eq. I represents how the
angular error experienced in the current trial updates the state vector
and thus defines trial-by-trial generalization. While B is an 8 X 8
matrix with 64 components, we imposed a symmetry condition to
reduce the number of adjustable parameters to avoid over-fitting to the
experimental data. We assumed rotational symmetry, that is, the
degree of trial-by-trial generalization depends only on the angular
difference between the current and subsequent direction. With this
symmetry assumption, the matrix B can be described with eight
adjustable parameters: extent of trial-by-trial generalization between
targets separated by —135, —90, —45, 0, 45, 90, 135, and 180°.
Ideally, before rotation learning, the motor output direction ¢p*” for
the pth target should be the same as the visually perceived target
direction 6. We found, however, that there were small biases from
the visually perceived target direction, which varied from participant
to participant and led to differences between participants’ error time
course. To take these biases into consideration, we optimized the
initial condition of ®. Thus there were a total of 16 adjustable param-
eters: 8 describing matrix B and 8 determining the initial condition &, of
®. Once the parameters and target order were given, the state-space
model produced a trial-by-trial error sequence {Aia-nais} “and we
looked for the parameter value that best explained the data. In the
prediction-error method (Goodwin and Sin 1984), the 16 parameters
A= (B, ®,) were optimized so as to minimize the quadratic error
Ad)}(rial-analysis)z (3)

A = argmin, E (Ape —

k:trial number

Here the error time course {A¢{™*} may either be experimentally
derived or generated artificially with the population-coding model that
we introduce in the following text. We used the downhill simplex
method (or the Nelder-Mead method) (Press et al. 1992) because the
optimization problem was nonlinear and the derivative with regard to
the parameters was not easy to obtain. We first iterated the optimiza-
tion procedure from randomized initial conditions to confirm that the
optimized parameters were global minima. We then calculated the
trial-by-trial error generalization function that evaluates how a direc-
tional error observed in one direction, trial k, influenced a hand-
movement direction in the next trial, k + 1. To assess how dependable
the optimized parameters were, we performed a standard bootstrap-
ping analysis to evaluate their confidence intervals (Efron 1982). The
computation outlined in the preceding text was iterated to obtain each
participant’s optimized parameters and confidence intervals using 200
bootstrap samples. We confirmed that a further increase of bootstrap
samples for each participant did not significantly affect the results.
The maximum-likelihood estimator (MLE) was

2.0.’B,
B= S “)

where B; and o; are the degree of generalization and its SD of ith
participant, respectively, that were evaluated using the bootstrap
method. The MLE is optimal in the sense of producing the minimum-
variance estimate, under the assumption that B,’s are independent
Gaussian variables with variance o;. The variance of the weighted
average is obtained as 1/3,0, 2. The weighted average across partic-
ipants was necessary to obtain a reliable result.

The single state-space (Egs. I and 2) is a linear, deterministic
approximation for rotation adaptation, and nonlinear effects that
cannot be modeled by the linear state-space model contribute as
random noise. We applied the prediction-error method to artificially
generated error data with various noise levels and tested whether this
estimation method could reproduce the parameter values (see supple-

J Neurophysiol « VOL 102 « NOVEMBER 2009 « WWW.jn.0rg

6002 ‘ST JaqwianopN uo Bio°ABojoisAyd-ul woiy papeojumoq



http://jn.physiology.org

POPULATION CODING MODEL OF ROTATION GENERALIZATION

mentary materials' for details). Our numerical results confirmed the
validity of the prediction-error method even under the influence of
random noise.

Maximum likelihood (ML) methods for estimating state-space
model parameters have been developed and shown to have some
theoretical advantages as an alternative to the prediction-error method
described in the preceding text (Cheng and Sabes 2006; Shumway and
Stoffer 1982) (see also piscussioN). Because ML solutions are usually
analytically intractable, solutions are often obtained using an iterative
procedure known as the expectation-maximization (EM) algorithm.
To assess its performance, we applied the EM algorithm to artificial
trial errors that were created with a single-state state-space model with
a known parameter set and investigated whether the EM algorithm
could recover that parameter set, starting with various initial condi-
tions. We found that parameter estimation using the EM algorithm
was highly sensitive to the initial values assigned to the parameters.
This probably resulted from the relatively high dimensionality of the
state-space model (8 dimensions). Consequently, we used the predic-
tion-error method, which is numerically more robust, throughout this
study.

Population-coding model for visuomotor rotation learning

The goal of the population-coding model was to account for
visuomotor rotation generalization data using distributed representa-
tions of direction tuning similar to those found in various brain
regions. The model converted a target direction (6) into a hand-
movement vector (7). We chose the hand-movement vector as the
output variable of the model based on previous studies showing that
learning of a rotated reference frame involves remapping a movement
vector (Krakauer et al. 2000; Wang and Sainburg 2005). The model
posits computational units that are tuned to target direction ({6,}) and
hand-movement direction ({d,}). We assumed that the 6,’s are evenly
distributed over all directions. Because the tuning of these units has a
finite width, the hand-movement direction cannot be uniquely deter-
mined from a single-unit’s activity. Rather, the hand-movement di-
rection is determined by summing up all the units’ activities multi-
plied by their preferred directions

F=70) = > dg(0) )

M=

where there are N computational units each assumed to have same
tuning function that differ only in their preferred directions

g{0) = g(6—6) 6)

where 6 is the angular target direction and {d,} are the weight vectors.
Here we only considered reaching movements restricted to the hori-
zontal plane, and all the vectors were accordingly two dimensional.
The tuning function g(6) was made periodic by imposing g(360°) =
2(0). We assumed that the mapping of a visually perceived direction
0 onto a hand-movement vector 7 was purely feedforward given that
in the experiments the participants were instructed to perform fast
out-and-back movements without on-line corrections (Krakauer et al.
2000). Similar network models have previously been proposed for
computing hand-movement direction from a population of M1 cells
(Georgopoulos et al. 1982; Schwartz 1994; Taylor et al. 2002), for
transforming coordinate systems (Pouget and Sejnowski 1997; Salinas
and Abbott 1995), and for force-field motor adaptation (Donchin et al.
2003; Thoroughman and Shadmehr 2000).

We assumed that before learning the rotated remapping, the coor-
dinate transformation was well calibrated from extensive experience
of reaching under conditions of normal visual feedback in which the
visually perceived and actual hand-movement directions were the
same. Initially, the weight vectors {d;} were determined in such a way

! The online version of this article contains supplemental data.
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that the squared error was minimized between a hand-movement
vector 7(6) generated by the model with given visual direction 6 and
a visually perceived target vector 7 = (cos#, sinf)”

e= l(A?)2 = 1(?- -7’ )
2 2!

Because only the movement direction and not the movement ampli-
tude was of interest, we used a unit-length vector for a target while the
weight vectors were being trained. This error was minimized over all
possible target directions by straightforwardly computing the weight
vectors using the standard methods used for radial basis functions
(Bishop 1995).

During visuomotor rotation learning, the screen cursor direction
was rotated counter-clockwise by 30° with respect to the actual
hand-movement direction. Because the task was to learn the rotated
remapping of the movement vector, the cost function to be minimized
was the squared error between the clockwise rotated target direction
and the actual movement direction

1 1
o= (A7 = (R~ 7’ ®)

where the matrix R represents a 30° CCW rotation (and R” represents
30° CW rotation). We assumed that the weight vectors were modified
during rotation adaptation. To decrease the squared error, the weight
vectors were changed by steepest gradient descent

AT = —"E = g (0)AF )
1= g = me(OA7

where 7 is a constant learning rate that was matched to the learning
speed found in the experiment. This learning rule involved the rotation
matrix, which could be obtained by comparing the movement pre-
dicted by the forward model and the actual movement (see DISCUS-
SION).

In every trial, the model reported a vectorial error, A7, and the
vector weights were updated accordingly. As the weights were up-
dated, the model gradually learned the rotated remapping. Given a
specific target order, the model was able to predict a corresponding
trial-by-trial error time course in a vector representation. In the
psychophysical experiments, the error was measured not as a vector
representation but by a scalar, i.e., as an angular difference between
the rotated cursor direction and the target direction, as in previous
studies (Krakauer et al. 2000). We therefore transformed the vectorial
error generated by the model into an angular error to facilitate
comparison with experimental results. The time course of error
reduction showed inter-participant variability even when the target
order was the same for all participants. To simulate this variability, we
added a two-dimensional noise vector to the output vector 7 distrib-
uted as two-dimensional Gaussian.

GENERALIZATION. We considered how errors in one direction in-
fluenced errors in other directions, as studied previously with force-
field adaptation (Donchin et al. 2003; Thoroughman and Shadmehr
2000). To better understand how the tuning function shape determines
trial-by-trial generalization, we introduce matrix notation

N
7= 2digi(0) = Dg(6) (10)
where D is an 2 X N matrix composed of weight vectors, D = (21,
d,, -+, dy), and g is a N-dimensional vector composed of units’
activities, g(0) = [g,(0), g,(0), - - - , go(0)]”. Then the learning rule
becomes
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AD = nA7g’(6) (1

Assume that the kth movement in direction 6% is made with error
A7®. Then according to the learning rule

D**Y =D® + AD® = D¥ + nAFg"(6") (12)

where the superscripts on the variables denote the trial number. This
modification, in turn, changes the hand-movement vector for the (k +
Dyth trial in direction 8% as

D(k+l)g(9(k+l)) _ D(k)g(e(k+l)) — AD(k+l)g(0(k+l))
= ng'(0")g(6" AT (13)

Thus the degree to which error in one direction influences error in
another direction, 8%+ ", defined as trial-by-trial generalization, de-
pends linearly on the overlap of activities, g’(6*)g(6**"). The
degree of generalization to other directions is dependent on the shape
of the tuning function but not on the weight vectors. This is a desirable
property because the tuning function shape can be measured physio-
logically but not the weight vectors. It is therefore possible, if the
model is correct, to attribute a neuronal tuning profile to generaliza-
tion data without knowing the weight vectors. Our analysis of gener-
alization in fact does not depend on the exact number of units because,
if N is large enough, the overlap of activity g’ (0%)g(6** ") in Eq. 13
can be approximated by an integral

N ks
oo f dog(6" — 0)g(6™"" = 6) (14
2

-

and N can be absorbed by renormalizing the learning rate m so that the
degree of generalization to other directions becomes independent of
N. This is also desirable because it is impossible, in a physiological
experiment, to enumerate all the neurons that are involved in com-
puting a visuomotor transformation. Population modeling of trial-by-
trial generalization examines how weight vectors change during
rotation learning, whereas postadaptation generalization reflects the
final weight vectors after adaptation is completed.

We assumed that learning proceeds through modification of the
weight vectors and not through modification of the neurons’ preferred
directions {6,}. Alternatively, the gradient descent learning rule can
just as easily be applied to changes in preferred direction

de ag(0—06) -
n—=n———1d-AF) (5)

a0 a0
and the weight vectors would remain constant. However, if we assume
a symmetric tuning function as found in most visual and motor
regions, this learning rule will lead to an asymmetric pattern of
trial-by-trial generalization. This is because the derivative of an even
(symmetric) function is an odd (anti-symmetric) function. Experimen-
tally, patterns of both trial-by-trial and postadaptation generalization
are symmetric with respect to a learned target direction. Thus a
learning rule based on changing preferred directions would not repro-
duce the experimental data.

SIMULATION DETAILS. All the simulations and the data analyses
were performed using MATLAB (The MathWorks, Natick, MA) on a
Dell Precision Workstation 670 (2 Xeon Irwindale 3.6 GHz) running
the Linux operating system and on a Dell Precision Workstation
PSW490 (Xeon 2.0 GHz) running the Windows operation system. In
the following simulations, unless otherwise stated we used a Gaussian
function of width o

1 0
g(0) = W“P( - §> (16)

initialized the weight vectors, and trained the model using the gradient
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learning rule as described in the preceding text. Note that the Gaussian
functional form was chosen primarily for mathematical simplicity in
describing a unimodal function. We fixed o = 23° and 1 = 4.0. The
number of units N was taken to be 15, and we confirmed that
increasing N did not dramatically change the following results if the
learning rate constant was adjusted accordingly as shown in the
previous paragraph.

The learning rate was chosen to match the experimentally observed
learning speed. The normalization factor in front of the tuning func-
tion was introduced to keep the sum of population activity at the same
level regardless of its tuning width. Note that the two parameters (the
number of units N and the learning rate m) are irrelevant for both
postadaptation and trial-by-trial generalization patterns. Because m
determines the learning speed but does not affect the final remapping,
it does not affect postadaptation generalization, which by definition is
measured following learning. Also as understood from Eg. 13, the
learning rate scales in all directions uniformly and therefore does not
change the trial-by-trial generalization pattern. Thus the only param-
eter relevant for determining the shape of generalization patterns is the
tuning width, o. The value of the tuning width in the simulations (23°)
was constrained by the experimentally observed generalization func-
tions. The trial-by-trial analysis, on the one hand, required that
trial-by-trial generalization fall close to zero for =45° separation,
imposing an upper limit on the tuning width. The postadaptation
analysis, on the other hand, showed some transfer at 22.5°, suggesting
a small but nonzero value for the tuning width.

RESULTS

Broad tuning functions cannot explain local postadaptation
generalization of single-target rotation learning

Using the population coding model, we could test a wide
range of tuning functions that have been found in different
brain regions to see what they predict for visuomotor rotation
generalization (Andersen et al. 1985; Coltz et al. 1999; Geor-
gopoulos et al. 1982).

We computed the postadaptation generalization patterns after
single target training based on three tuning functions: narrow
Gaussian tuning (Eg. 16, o = 23°), cosine tuning [cos(6)], found
in primary motor cortex (Georgopoulos et al. 1982) and area 5 in
the parietal cortex (Kalaska et al. 1990), and the bimodal two-
Gaussian tuning {exp(—6%/207)+exp[—(0 — 180)*/20°)/K, o =
34°, K = 1.7} found in the cerebellum (Coltz et al. 1999). We
then compared the generalization predicted by the three differ-
ent tuning functions. In Fig. 1A, the cosine and the two-
Gaussian directional tuning led to much wider generalization
functions. The largest discrepancy between the different tuning
functions was apparent at 180° (direction opposite to the
trained target). In the case of two-Gaussian tuning, the popu-
lation activity for one target direction and that for the opposite
direction overlapped positively, so the error vector experienced
at one target direction was transferred with the same sign to the
180° direction according to Eg. 13 (see Fig. 1B). This positive
vector transfer interferes with rotation learning, however, be-
cause the changes in movement direction required for opposite
target directions should be of opposite sign. In the case of
cosine tuning, population activities for opposite target direc-
tions overlap negatively, and thus an error vector at one
direction was transferred to the opposite direction with the sign
inverted. Thus the broad tuning functions that have been found
experimentally cannot explain narrow generalization and the
absence of generalization to 180° for visuomotor rotation can
only be explained by narrow unimodal tuning.
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Relationship between tuning shape and postadaptation generalization function shape. A: extent of postadaptation generalization computed with 3

different basis functions: Gaussian (—), cosine (- - -), and sum of Gaussians (- -*) tuning. Adaptation in training direction (0°) set to 100%. B: Schematic of
rotation generalization in terms of a vector when population activities overlap positively or negatively. Suppose that a movement error A7 is observed when a
movement is made toward the upper-right target. When the activity overlap [¢” (6)g(6 +180°)] is positive as in the case of 2-Gaussian tuning, the error vector
is transported to the opposite movement direction without changing its sign, resulting in interference (negative generalization). In contrast, when the overlap is
negative, as in the case of cosine tuning, the direction of the error vector is transported with an inverted sign, resulting in positive generalization. The
experimentally observed absence of generalization can be explained only by narrow Gaussian tuning curves.

In the cerebellum, directional tuning functions are not ho-
mogeneous but can take several forms (Coltz et al. 1999). One
possibility is that a mixed representation of cosine and Gaus-
sian-sum tuning could explain null generalization beyond 90°
as their respective positive and negative generalization would
then cancel each other out. To address this issue, we con-
structed a population coding model using a mixture of cosine
and Gaussian-sum tuning as

Neos NGauss-sum

7, — Eaicosg(i:os(e) + dl_Gauss-sumg(_}auss-sum(6) (] 7)
i=1

i

and varied the proportion N, /Ng,uss.sum ffom 0 to 100% in
step of 20% (Fig. 2A). A numerical simulation confirmed that
a population-coding model composed of 20% cosine and 80%
two-Gaussian tuning indeed showed null generalization be-
yond 90°, consistent with experimental results (Krakauer et al.
2000). This mixture proportion is, however, not found in the
cerebellum where only a minority of cells (12-18%) showed
bimodal tuning (Coltz et al. 1999), and even in this case, there
was considerable generalization at 45° separation (~50%),
which is wider than the generalization observed for rotation
adaptation.

Population vectors are usually computed as sums using the
differences in firing rates from their mean values rather than
the raw firing rates (see, e.g., Eq. 2 of Georgopoulos et al.
1988), so offsets in cosine tuning are not important. However,
the degree of generalization depends on the overlap of two
population activities, which does depend on the offset values,
so it is of interest to examine how offsets affect the degree of
postadaptation generalization. We performed a numerical sim-
ulation using cosine tuning with an offset term

dg:(0) + go] (18)

~¢
Il
=

1

i

where the offset was varied from O to 1.2 in steps of 0.3 (Fig.
2B). Similarly in the mixed population in the preceding text,
the population vector for g, = 0.6 and an offset produced
almost null generalization beyond 90° but showed considerable
generalization at 45°, inconsistent with experimental findings.
These simulation results provide further support that only
narrow unimodal Gaussian tuning can explain the narrow
shape of postadaptation generalization found experimentally
for rotation learning.
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Population-coding model with narrow Gaussian tuning
predicts adaptation rate and postadaptation generalization
in multi-target rotation learning

Assuming that rotation adaptation might depend on neurons
with narrow tuning functions, we asked whether narrow tuning
widths could explain two previous experimental results in
multi-target rotation learning (Krakauer et al. 2000. The first
finding was that the adaptation rate decreased gradually as the
number of training target increased and that the adaptation rate
divided by the number of visits to a target was found to be
almost constant. This implies that adaptation at one target was
independent of visits to the other targets, which provides an
upper limit on the tuning width. The second finding was that
the degree of postadaptation generalization gradually increased
as the number of training targets increased.

AVERAGE LEARNING RATE. Can the population-coding model
explain the exponential decay of directional error during ad-
aptation? We first simulated the eight-target experiment with a
randomized target order. We generated a trial-by-trial vectorial
error time series with the population-coding model assuming a
narrow Gaussian tuning function of width 23°, converted the
vectorial errors into scalar angular errors and fitted them with
an exponential function. To simulate planning noise (Gordon et
al. 1994: van Beers et al. 2004), we added independent Gauss-
ian noise, with a SD of 5% of the hand-movement amplitude,
to the output vector, 7. Gray circles for both the experimental
and modeling data represent errors observed at each trial in the
trial-by-trial error sequence. Figure 3B demonstrates that the
model matched the trend in the eight-target experiment (A),
and the noise in the movements.

We then examined how the number of training targets (1, 2,
4, or 8) influenced the adaptation rate. In agreement with the
experimental findings (Fig. 4A), the model reproduced the
gradual decrease in the learning rate as the number of target
increased (B). The learning speeds divided by number of
targets were almost constant. The constant learning rate repro-
duced in the model can be explained by narrow tuning width:
training in one direction was almost independent of learning in
other directions. Therefore the activity overlap between adja-
cent targets should be small, and the observed independent
learning interaction across targets separated by 45° imposed an
upper limit on the tuning function width.

POSTADAPTATION GENERALIZATION. In previous work, we
found that a 30° rotation learned to a single target did not
generalize beyond 90° (Krakauer et al. 2000). However, pos-
tadaptation generalization increased as the number of training
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directions sampled increased (Fig. 5A). To confirm that the
population-coding model could reproduce these generalization
patterns, we trained the model fully on the 30° counter-
clockwise rotation for one, two, four, and eight targets and
then, after training reached asymptote, we tested the extent to
which the model generalized to other untrained directions.
Figure 5B shows that the model successfully reproduced the
experimental generalization pattern although there was a small
discrepancy at 90° for two-target learning. Whereas the post-
adaptation generalization function computed from the experi-
mental data shows small positive values at 90° separation and
beyond, the function computed from the population-coding
model takes almost zero values. The tuning function in the
model (Eq. 16) did not include a constant term, which would
have contributed uniformly to generalization for all target
directions. Our main interest in this study was to investigate the
width of generalization but not the value itself, so for simplic-
ity we did not introduce a constant term in the tuning function.
The shape of the postadaptation generalization functions were
all nearly symmetric with respect to trained target directions,
which supported the hypothesis that the weight vectors and not
the preferred unit directions were subject to modification dur-
ing visuomotor adaptation.

Narrow directional tuning predicts
trial-by-trial generalization

We next investigated whether the population-coding model
with narrow Gaussian tuning could also explain trial-by-trial
generalization of rotation as shown previously for force-field
adaptation (Donchin et al. 2003; Thoroughman and Shadmehr
2000). In the population-coding model, a directional error
experienced at the kth trial led to an update of the weight
vectors, as shown in Eq. 12, and these updated weight vectors
in turn influenced the movement direction at the (k + 1)th trial,
as in Eg. 13. Therefore the model described trial-by-trial
generalization as a direct consequence of changes in the weight
vectors. In principle, though, the same results could have been
obtained by changing the preferred target directions, {6,}, but
this would not have reproduced the nearly symmetric patterns
of generalization (see the paragraph containing Eq. 15 in
METHODS).

Figure 6A shows the trial-by-trial errors from a representa-
tive single run from one participant (solid black line). The
single-state model was fitted by adjusting B and ®, and
accounted well for the trial-by-trial errors (dashed gray line).
The R? value of this participant was 0.806 and that averaged
across the 12 participants was 0.715. To confirm that trial-by-

FIG. 3. Rotation learning. Trial-by-trial
errors (open gray circles) and fitted learning
curves (thick black lines) for eight-target
training. A: experimental data taken from
Krakauer et al. (2000), with permission;
B: simulated errors derived from the popu-
lation-coding model. Trials —10 to O are at
baseline (visual feedback, no rotation). In
the simulation, 5 independent runs were
computed, and the average learning curve is
shown.
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FIG. 4. Fitted learning curves for single-,
4- and 8-target rotation training from
Krakauer et al. (2000]) (A), with permission,
and simulated with the population-coding
model (B).

trial generalization was direction dependent, we compared
these results with a model using a single exponential function,
which can be obtained from the state-space model assuming
uniform generalization among the targets. Fitting the same
initial 70 trials using a single exponential yielded 0.301 of the
R? value; an F-test indicated that the fit with state-space model
was significantly better than with the single-exponential for all
participants, including the participant with the worst state-
space fit [F(14,70) = 2.63 at P < 0.01 level]. Thus the success
of the state-state model in capturing the characteristics of
trial-by-trial adaptation in the initial phase of rotation learning
was not just a consequence of having an exponential in the
learning curves. Three additional participant cases are included
in the supplementary materials.

We then generated artificial trial-by-trial time series assum-
ing the same narrow Gaussian width used for the simulation of
postgeneralization adaptation (solid black line in Fig. 6C). We
fitted the time series with the state-state model (dashed gray
line in Fig. 6C) to compute the generalization function. To
simulate the noisy components that were observed experimen-
tally, we added two-dimensional Gaussian noise vectors to the
output vector 7 of the model, whose SD was 5% of |7|. The
model in Fig. 6D exhibited a narrow pattern that is localized to
no more than 45°, in close agreement with the experimentally
derived generalization function (B).

It is worth noting that the localized trial-by-trial generaliza-
tion pattern that we found both experimentally and with the
population-coding model is in sharp contrast to the much
broader generalization pattern found for force-field adaptation
(Donchin et al. 2003; Thoroughman and Shadmehr 2000). This
difference supports the idea that kinematic adaptation and

dynamic adaptation are distinct processes mediated by separate
neuronal populations (see DISCUSSION).

Change in weight vectors after rotation adaptation explains
single-unit recording results in primary motor cortex

In recent single-unit recording studies (Paz and Vaadia
2004; Paz et al. 2003), changes in the preferred direction of
neurons in primary motor cortex (M1) were investigated as
monkeys adapted to rotations of various magnitudes to a single
target. It was found that neuronal activity was enhanced in
neurons whose preferred directions were close to actual hand-
movement direction, regardless of the rotation angle learned.
These findings led to the proposal that M1 was a locus for
visuomotor rotation learning.

To interpret this physiological finding in the light of our
computational model, we examined how weight vectors
changed after simulating single-target training with —90, —45,
45, or 90° rotations. Using the same narrow Gaussian tuning
function, the population-coding model learned the rotations by
modifying the weight vectors {d;} between visually-selective
and motor areas. The pattern of changes in the vectors after
learning provides information on how the remapping was
encoded in the model.

There were two findings for the postadaptation weight vec-
tors (Fig. 7). First, an excess of motor output vectors clustered
(within +30°) around the actual hand-movement direction.
Second, significantly fewer motor vectors remained in visual
target directions. Thus regardless of the magnitude of the
imposed rotation, the change in motor output vectors showed a
consistent behavior: the weight vectors that originally pointed
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FIG. 6. A: representative trial-by-trial er-
rors observed in a single experiment from 1
participant; B: the corresponding generaliza-
tion function computed from the experimen-
tal data of all 12 participants using a single-

Directional difference (deg)

state state-space model. C: single-run artifi-
cial data generated by the population-coding
model for which the tuning width was used
in the postadaptation generalization and the
corresponding generalization function (D).
In A and C, the trial-by-trial errors were
fitted by the single-state state-space model to
demonstrate how well the single-state model
explains the error sequences. Shaded areas
accompanying the generalization functions
indicate 95% confidence intervals.

-90 0 90 180

A B s
S c
o] S
'U ——
b 2 o1
o =
—
c
= S
© © 0.05
(] .
S N
= c 0
'a) o Experimental data [
= == = Single-state model O
0 10 20 30 40 50 180
Movement number
0.15
S
[} =
8 © 0.1
30 =
= 2
£ 5
0 20 =0.05
S N
o 10f ©
: o
O o q:) 0.
S:J 0 Artificial data S
Ia) = = = Single-state model (G}
0 10 20 30 40 50
-180

Movement number

-90 0 90 180

Directional difference (deg)

toward the target location before rotation learning moved
toward the direction of the actual hand-movement.

These findings provide an alternative interpretation for the
single-unit recordings reported by Paz and Vaadia (Paz and
Vaadia 2004; Paz et al. 2003). Suppose that the narrowly tuned
computational units in our model represent neurons that are
selectively tuned to visually perceived movement directions
and that they project to downstream neurons that are selective
for particular hand-movement directions. Then the weight
vector {d,} represents the connection from an area that plans
movement in visual coordinates to a downstream area that
controls the actual limb movement direction. Initially, before
rotation learning, the mapping from visual to motor coordi-
nates is distributed uniformly across directions: visually per-
ceived and executed movement directions are same. During
learning, those neurons whose preferred directions are congru-
ent with the desired trajectory of upstream visually selective
neurons show progressive activity enhancement as the result of
an increase in the synaptic weights between the respective
upstream visual and downstream motor neurons.

Note that this change in the weight vectors occurs only in the
vicinity of the actual hand-movement direction because up-
stream tuning is narrow and unimodal, consistent with the
physiological result that the activity enhancement was ob-
served only in the selective population of M1 neurons tuned to
the actual hand-movement direction. Therefore our model
proposes that the newly learned visuomotor remapping is
stored in the connections between upstream visual areas and
downstream motor areas, and that the activity enhancement
reported in M1 (Paz and Vaadia 2004) is a consequence of
these changes in synaptic strengths from inputs.

Population-coding model predicts hyper-adaptation within
the generalization width

The population-coding model makes the testable prediction
the visuomotor remapping can be rotated beyond that imposed
in the experiment. The model is first adapted fully to a single
target and then readapted fully to an adjacent target within the
generalization width. The model predicts that the remapping of
the first target on the completion of second adaptation is
“hyperadapted,” i.e., rotated more than the visual rotation due to
the transfer of learning to the second target. A numerical simula-
tion using the population-coding model with narrow directional
tuning predicted ~20% hyperadaptation (36° rotated remapping
when 30° visual rotation was imposed) if followed by adaptation
to a second target that is separated by 22.5°.

DISCUSSION

A population coding model based on a single population
of neurons with narrow tuning accounted for many experi-
mental aspects of visuomotor rotation learning. It explained
the observed constant learning speed per target, postadap-
tation generalization and trial-by-trial generalization. The
population coding model also provided insights into possi-
ble anatomical sites and physiological mechanisms for ro-
tation adaptation.

The psychophysical findings implied narrow directional tun-
ing for the model neurons and ruled out cosine or sum-of-
Gaussians tuning curves. Our model also predicted that it is the
output connections (weight vectors) and not the preferred
tuning directions that are subject to modification by visual
errors; that is, the remapping was encoded as changes in
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synaptic weights between sensory and motor areas. The en-
hancement of activity in selective populations of directionally
tuned cells in M1 that has been observed after rotation adap-
tation (Paz and Vaadia 2004) is consistent with changing the
strengths of connections from upstream posterior parietal areas
to downstream motor areas.

Comparisons with previous computational models

Our population-coding model is consistent with previous
computational models in the sense that use of sensory infor-
mation can vary depending on the task, the context, or the
effector. Based on models of functional approximation using
basis functions and gain fields, a nonlinear transformation in
any coordinate system or reference frame can in principle be
calculated from the outputs of posterior parietal cortex (Pouget
and Sejnowski 1997). The sensory representation in these
models is invariant with respect to how it is used downstream,
consistent with our assumption that the output weight vectors
change rather than the tuning functions. Thus our model makes
the testable physiological prediction that the tuning functions
responsible for visuomotor transformation in posterior parietal
cortex should not change their shapes or preferred directions
during rotation learning, whereas there should be the changes
in motor areas as described by Paz and Vaadia (Paz et al. 2003)
and illustrated schematically in Fig. 7.

Shapes of the tuning curves used in the
population-coding model

The population-coding model assumed that neurons with a
preferred direction in visual space congruent with the desired

i

hand-movement direction
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FIG. 7. Changes in the weight vectors after
training the model in a single-target experi-
ment under —90 (A), —45 (B), +45 (C), or
+90° (D) rotation. The gray arrows represent
\ the weight vectors prior to rotation learning,

which are uniformly distributed over all direc-
tions, and the black arrows represent the
weight vectors subsequent to the rotation
learning. For illustration, the executed hand-
movement directions are fixed at 90° (away
from the body), and the corresponding visual
target directions are indicated by short black
arrows.

e <ff—

visual direction

target direction would, over the course of adaptation, increase
the strength of their connections with neurons in motor/pre-
motor cortex with a preferred direction in the required rotated
hand-movement direction. The model successfully explained
the dependence of adaptation rate on training target number
and the narrow generalization functions obtained using both
postadaptation and the state-space modeling approaches.
Other forms of neural tuning that were tested in the model,
such as the broad cosine tuning found in M1 (Georgopoulos et
al. 1982) or the broader tuning found in cerebellum (Coltz et al.
1999), produced generalization functions inconsistent with our
empirical results. In contrast, the generalization functions for
force field learning may be compatible with the broader tuning
found in the cerebellum (Donchin et al. 2003). Thus the
necessity for narrow Gaussian directional tuning in the model
supports different neural correlates for rotation adaptation and
adaptation to novel dynamics (Flanagan et al. 1999; Krakauer
et al. 1999) and constrains the possible anatomical candidates
for processing of directional error during rotation adaptation.

Postadaptation generalization and trial-by-trial
generalization may be related

Generalization of sensorimotor adaptation has traditionally
been assessed through a postadaptational block-design exper-
iment in which the untrained workspace is tested after remap-
ping the fully trained workspace. In contrast, trial-by-trial
adaptation assesses how an error on one trial influences the
performance on subsequent trials during the time course of
adaptation. These two types of generalization need not to be
same. The finding that trial-by-trial generalization and postad-
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aptational generalization were identical for visuomotor rotation
learning is in sharp contrast with force-field adaptation, where
there was a significant difference between the two types of
generalization: Motor adaptation evaluated postadaptationally
did not transfer beyond 90° (Mattar and Ostry 2007) whereas
trial-by-trial generalization showed much broader patterns
(Donchin et al. 2003; Huang and Shadmehr 2007; Thorough-
man and Shadmehr 2000; Thoroughman and Taylor 2005).

The two types of generalization may originate from separate
but interacting processes of motor adaptation. In a recent,
innovative multi-state model, several, concurrent processes in
motor adaptation are explicitly represented—a fast process
with a fast learning rate but weak retention and a slow process
with a slow learning rate but strong retention (Smith et al.
2006). We show elsewhere, through analysis and numerical
simulations, that trial-by-trial generalization predominantly re-
lates to the fast process in the two-state model, whereas
postadaptational generalization predominantly relates to the
slow process.

Parietal cortex as the site for visuomotor rotation learning

One candidate area for rotation learning is the posterior
parietal cortex. Several pieces of evidence support this conjec-
ture. First, imaging studies have found activation of the parietal
cortex when participants adapt to rotation (Clower et al. 1996;
Diedrichsen et al. 2005; Inoue et al. 1997, 2000; Krakauer et al.
2004). Second, studies of prism adaptation, a related visuomo-
tor transformation, suggest that the transformation occurs in
the parietal reach region, which may code movement goals in
visual coordinates (Fernandez-Ruiz et al. 2007; Gail and
Andersen 2006). In support of this possibility, a patient with
bilateral posterior parietal cortex damage was unable to adapt
to a prism (Newport et al. 2006). Third, the tuning width we
used for the model was within the range found for the
receptive fields of visually selective cells in area 7a of
posterior parietal cortex (Andersen et al. 1985). Although
the connections between parietal cortex and motor cortex
are likely sites for synaptic plasticity, it is also possible that
remapping occurs within motor cortex at synapses between
one subgroup of neurons reflecting narrowly tuned visual
inputs from parietal areas and another subgroup sending
broadly tuned movement outputs. There may be multiple sites
within the cortex that support motor remapping, all of which are
consistent with the assumptions and predictions of the computa-
tional models studied here.

The model presented here suggests that a change in the
weights of connections between posterior parietal cortex
and motor areas is the locus for adaptation to rotation. This
conclusion seems to contradict conclusions from studies that
have suggested instead that the locus of adaptation is in M1
(Paz and Vaadia 2004; Wise et al. 1998), premotor cortex
(Wise et al. 1998), or the cerebellum (Tseng et al. 2007). A
recent single-unit study proposed that the neuronal corre-
lates of rotation learning are to be found in primary motor
cortex (M1) based on the finding of activity enhancement in
neurons the preferred direction of which is approximately
congruent with the postadaptation hand-movement direction
(Paz et al. 2003). We would argue, however, that this finding
cannot explain the neuronal mechanism that underlies visuo-
motor rotation because the degree of activity enhancement

H. TANAKA, T. J. SEJNOWSKI, AND J. W. KRAKAUER

was independent of the magnitude of the rotation. What has
to be learned is not the neural encoding of the required
hand-movement direction postadaptation but the rotated
mapping between the visually perceived trajectory and
hand-movement direction. Our model was able to reproduce
and thereby provide an alternative explanation for these
findings in motor cortex—the activity enhancement in motor
cortex reflects the modification in the output vectors up-
stream to motor cortex: i.e., the rotated mapping itself is
stored in the weight vectors representing the connections
from posterior parietal cortex to motor cortex (Strick and
Kim 1978; Zarzecki et al. 1978).

Role of the cerebellum in visuomotor mapping

A recent study showed impairment in rotation adaptation in
patients with cerebellar disease (Tseng et al. 2007), consistent
with previous studies reporting impaired prism adaptation in
patients with cerebellar lesions (Martin et al. 1996). The
cerebellum has been proposed as a site for forward models
(Miall et al. 1993), from which it is possible to compute a
prediction error between the expected and the observed trajec-
tory (Wolpert and Miall 1996). In the case of visuomotor
rotation learning, the prediction error between the expected
movement direction predicted by the forward model (7) and the
observed cursor direction (7,.) was used to compute the rotation
matrix in Eq. 4. In a recent study, we showed that rotation
adaptation likely occurs via a forward model (Mazzoni and
Krakauer 2006). Thus we would suggest that the cerebellum
provides the prediction error of the movement vector that
drives the change in synaptic weights in posterior parietal
cortex. This is supported by studies showing that posterior pari-
etal cortex is a target for outputs from the cerebellum (Clower et
al. 2001); indeed the authors of this study concluded: “we suggest
that the cerebellar projection to posterior parietal cortex may
provide signals that contribute to (or initiate) the sensory recali-
bration that occurs during the adaptive process.”

Conclusions

The overall goal of this study was to use modeling ap-
proaches to bridge experimental results with their underlying
neuroanatomical substrate (Shadmehr and Krakauer 2008). A
population coding model with a single population of narrow
Gaussian-tuned neurons was able to reproduce the experimen-
tally derived generalization functions and learning curves and
provided an alternative interpretation for the postadaptation
activity enhancement that has been reported in selective M1
neurons after rotation adaptation (Paz and Vaadia 2004; Paz
et al. 2003). We propose the following sequence of events:
first, the cerebellum computes a prediction error for the move-
ment vector via a forward model. Second, this prediction error
is projected to neurons in posterior parietal cortex that have
narrow directional tuning. Third, the synaptic weights between
these neurons in posterior parietal cortex and motor cortical
areas are modified to reduce the prediction error, which leads
to a remapping between the reach trajectory in visual space and
movement direction in hand space. This remapping would
represent a new inverse model or controller in visual space,
which suggests that in our framework a forward model trains
an inverse model. Finally, these changes in the weights are
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reflected in increased activity in neurons in motor and/or
premotor cortex whose preferred direction in hand space
matches the required visual trajectory.
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