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Abstract

In this paper, we describe a novel congestion control scheme for high-speed networks . The
scheme is based on periodic transmission through the network of time-stamped sampling packet s
that sense the congestion status of the network . Upon reception, the sampling packet delay s
are calculated, averaged, and used to determine the state of the network . The information o n
the state of the network is then used to drive the network adaptive admission control . The
major advantage of the proposed scheme over conventional congestion control techniques is tha t
it copes with traffic surges that are shorter than the network round-trip delay . This is achieved
by controlling traffic admission with continuous estimate of the network state . The scheme
is targeted towards networks that carry aggregated traffic, and can be applied to ATM-base d
networks .

1 Introduction and. Motivation

We define network congestion as :

A state of a network, in which some network resource is oversubscribed/overdemanded, and in
which the availability of that resource decreases because of the oversubscription/overdemand .

In other words, network congestion results in a real loss of the overutilized resource . In most cases ,
the resource utilization measure is assumed to be the goodput" .

We treat network congestion as an end-to-end issue . In other words, we distinguish between
congestion and contention . Contention is a state in which some network resource is oversub-
scribed/overdemanded . However, in contrast to congestion, contention does not necessarily an d
directly result in loss of the resource . Thus contention within a switch is not (necessarily) network

congestion . Contention can, however, lead to congestion, especially if it lasts long enough .
Figure 1 demonstrates the phenomenon of loss of resources due to congestion (the "congested "

curve) and the behavior of an ideally congestion-controlled network (the "ideal curve") . In practice ,
relatively minor loss of the resource due to congestion 2 , as shown by the "controlled" curve, i s

'The goodput is the rate of useful data delivered by the network, whereas throughput is the total rate of dat a
delivered by the network and includes duplicated, erroneous, and misdelivered packets .

2 In fact, some loss of the resources is inevitable in networks relying on detection of loss of the resource to contro l
congestion ; i .e ., the reactive congestion-control methods .
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satisfactory . The idea behind congestion control is to get as close as possible to the ideal curv e
given the knowledge or ignorance of the traffic pattern that the network is expecte d
to experience . This is rather a crucial observation . If the traffic pattern is a very predictabl e
one, the congestion control problem is simple to solve . Unfortunately, in most cases the traffic i s
either completely unknown or insufficiently specified . Thus the congestion control scheme needs t o
be robust enough to perform relatively well in "nearly all" cases . Therefore, a single scheme may
not be adequate to solve congestion control problems and a combination of methods is needed, eac h
emphasizing different aspects of congestion control .

As noted, oversubscription of resources alone is not enough to create network congestion . There
must exist some mechanism that results in loss of the resource . In other words, in a token ring
network with nodes with "infinite queues" and no time-out mechanism, there is no loss of resource s
as the offered traffic grows above the network capacity, since the unsent packets simply queue a t
the network entrances but the network continues to carry traffic in the amount of network capacity .
On the other hand, in " Aloha-type" networks, as the offered traffic increases above 18% ([l]), th e
network throughput rapidly decreases .

The proliferation of congestion control schemes comes in an era of considerable research on ver y
high speed (hundreds-of-Mbps and Gbps) networks . This correlation is not mere coincidence . It
is believed that congestion-control in high-speed networks is a much more difficult problem tha n
in low-speed networks, due to lower coupling between the transmitting and the receiving ends i n
high-speed networks . In other words, it is more difficult to control a system with long propagatio n
delay.' The scheme presented in this work increases the synchronization between the transmittin g
and the receiving ends, thus eliminating some of the effect of long propagation delay .

Congestion-control schemes may be classified into two categories : pro-active and reactive meth-
ods . Reactive methods monitor the network performance (either directly, by monitoring the stat e
of the resource, or indirectly, by monitoring some other correlated parameter), and upon detectio n
of developing congestion, take some action that drives the network out of this state . Reactiv e
methods rely heavily on feedback from the network; thus, these methods can successfully cope wit h
congestion in the network only when the congestion develops with a time constant on the orde r
of at least the round trip delay. Among the reactive methods are dynamic windowing ([2,3]) an d
schemes that drop excessive (possibly prioritized) traffic ([4]) .

Pro-active methods, as opposed to the reactive schemes, constantly activate some mechanis m
that reduces the possibility of the network getting into a congested state . 4 Some commonly know n
pro-active methods are bandwidth reservation, traffic shaping/smoothing ([5]), and admission con-
trol (leaky bucket [6], for example) .

The main disadvantage of reactive methods is the relatively slow reaction time to buildin g
congestion, since these methods rely on some indication from the network on increasing conges-
tion . This indication is usually provided only after the actual transmission of traffic takes place .
Pro-active methods, in general, do not suffer from this disadvantage, since these schemes are con-
tinuously applied . However, most pro-active methods that rely on an open-loop control scheme ar e
not robust enough and cannot, therefore, guard the network against all possible traffic patterns .

'Propagation delay is measured in units of packet transmission time . Thus, even though the propagation delay

in seconds remains constant, the propagation delay in packet transmission time increases linearly with transmissio n

rate for fixed packet length .
'One can draw an analogy from the medical field : reactive methods are to pro-active schemes as curative medicin e

is to preventive medicine .
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In the next sections, we present a novel approach to congestion control . This scheme relies o n
continuous feedback from the network to drive the network admission control . Thus the scheme
combines the advantage of closed-loop control (usually used in reactive methods) with the contin-
uous activation feature (usually present in pro-active methods) .

2 Network Mode l

Our network model is shown in Figure 2 . We concentrate on high-speed communication networks
with a large number of users . Each user may have access to some small amount of the total lin k
capacity . In other words, we anticipate that the link capacity far exceeds the sourcing/sinking
capability of an individual user . Consequently, a single user is not able to significantly chang e
the (congestion) status of the network . For example, consider 2 .5 Gbps links and 155 Mbps singl e
user access . A single user may utilize only about 6% of the total link bandwidth . Consequently ,
because of the large number of users, the resulting aggregated link traffic is rather slowly varying . '
Moreover, we assume that the users are connected to the network by a network interface . What
we actually mean by "network interface" can be a variety of devices : multiplexers, routers, or
gateways . Furthermore, we assume that the congestion control mechanism is implemented i n
network interfaces that are considered part of "the network ." Consequently, a user has no acces s
to the congestion control scheme and cannot gain advantage by disobeying the scheme's rules .

Our model assumes some connection-oriented services . However, the scheme can be modified
to accommodate a connectionless environment .

3 Adaptive Admission Congestion Contro l

The Adaptive Admission Congestion Control (AACC) scheme is an adaptively adjustable rate-
based algorithm, controlled by the changes in the averaged measured delay through the network .
The delay is acquired by sampling packets that are periodically inserted into the network . Time
stamping of the sampling packets and subsequent calculation of the changes in the delay enable s
computation of the control parameter without transmitter and receiver clocks synchronization .

The basic idea behind the proposed scheme is to maintain a single parameter per each connection/ pat h s'
within the network that estimates the level of congestion of this connection/path . The paramete r
is continuously updated by periodic sampling packets that are sent between the source and th e
destination 7 and that sense the congestion status of the network . The scheme uses the value of thi s
parameter to adjust the transmission rate from the source to the destination, or to encourage/defe r
initiation of new data transfers on the path .

In our scheme, shown in Figure 3, the source and the destination ends maintain constan t
synchronization for the purpose of congestion control . This synchronization is achieved by th e
periodic exchange of sample packets . These sample packets that carry time stamps indicating the

'Especially for links "deep" in the network . What we mean by "slowly varying" is, roughly, a less than 10 %
change in one round trip delay . Also, we assumed no correlation between users' traffic . This may be incorrect in th e
case of a global event ; e .g ., major network deadlock .

'The path could be the ATM's Virtual Path .
' Periodic exchange of states was proposed in [7j to improve the performance of transport protocols . Here we us e

the idea of periodic sampling packets, in which the packets themselves sample the network to provide estimation o f
the network status . Both ideas can, however, be combined, so that only one kind of periodic exchange is implemented .
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time the packet was entered into the network, are inserted into the same queues and follow the
same path as regular packets . Upon arrival of a sample packet at its destination, the packet ' s
time stamp is extracted from the packet format, and the packet virtual delay is calculated . Virtua l
delay is the difference between the transmitter and the receiver clocks . It is not a true delay, sinc e
the transmitter and the receiver clocks are unsynchronized . 8 A virtual delay is piggy-hacked on a
sampling packet going in the reverse direction . As the reverse-directed sample packet is received, th e
virtual delay is compared with the virtual delay of the previous sampling packet and the differenc e
in virtual delays is calculated. These differences in virtual delays are averaged over several packet s
and the information is used, along with the information on average sample packets' arrival rates ,
to estimate the level of network congestion . 9 The estimate of the network congestion is expresse d
by a single parameter, /3, with /3 1 indicating low congestion and 0 high congestion . Th e
parameter Q is used to control the network admission control .

Thus the proposed scheme is composed of three components :

1. Admission rate-control through a constantly adjusted congestion parameter ,

2. Periodic exchange of sampling packets to acquire an estimation of the current congestio n
status of the network, an d

3. Updating of the congestion parameter, based on the congestion status .

We emphasize that the AACC scheme is a framework, rather than a design . Thus, severa l
implementations of the AACC scheme are possible, with advantages of one implementation ove r
another depending on the specific performance requirements ,

Adaptive admission rate contro l
The admission in the AACC scheme is based on a rate-control model and is adaptively controlle d

by the value of p ; i .e ., the time interval between packet insertion into the network is controlled b y
O . The larger the 0, the shorter the inter-packet gap is ; i .e, the larger the value of 0, the more
traffic is admitted into the network . m In the example in section 4, a packet is admitted every cloc k
tick (clearly, a clock tick period is longer than a packet length) . The clock ticks are controlled b y
the value of 0 and are also referred to as inter-packet gaps . An example of the inter-packet ga p
as a function of /3 is given by Equation 2 . Immediately upon adaptation, the inter-packet gap i s
also adjusted .

This handling of admission has the advantage of stabilizing the traffic arrival process (for in -
stance, batch arrivals patterns are broken down), and the disadvantage of slightly increased waiting
time at the network interface . This traffic stabilization of the admission scheme (which has some
flavor of traffic shaping) may play a central role in the design of congestion-control schemes, sinc e
it reduces the dependency of the design on the traffic arrival process .

In a variation of admission control, 0 is used as a dynamic token allocation parameter in th e
leaky bucket-liken scheme ([6]) . The amount of token is based on the changes in the value of an d
on the actual number of transmitted packets (luring the last update interval, quota . Thus, if in th e

a Virtual delay has no meaning, except when used to determine changes in the delay .

9 By using the delay differences rather than absolute values, the need to synchronize network clocks is eliminated .

10 Sampling packets are not subject to admission control .
"The leaky bucket technique is an implementation of admission control, in which some number of tokens is allocate d

during each update interval . Each transmitted packet removes a token from the pool . When no more tokens ar e

available, no more packets are inserted into the network .
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nth update interval there were x transmitted packets, Nn = 0 .5 and 3n+1 = 0 .55, the number of
tokens for the (n + 1) interval will be min(x • (1 + E),quota), where E is the token increment that
corresponds to the increase of 3 from 0 .5 to 0 .55 . To reduce the traffic burstiness, the token arrival s
should be equally spaced in time, similarly to the clock-ticks described above .

Periodic exchange of sampling packet s
Sampling packets are periodically exchanged between any two network interfaces with ope n

connections . These connections may correspond to the Virtual Path Identifiers in ATM networks ,
which aggregate many Virtual Circuits, and thus amortize the scheme's overhead over many con-
nections . Both the transmitter and the receiver have local clocks that are assumed to have th e
same ticking period, yet they may not be synchronized . The sampling packets are inserted into
the network by the network interface, which stamps the packets with a time-stamp . The packets
then travel through the network and are undistinguished from regular data packets . The network
interface at the receiving end of the network removes the packets from the data stream and calcu-
lates the virtual delay, which is the difference between the time stamp and the value of the loca l

clock. This virtual delay is piggy-backed onto the sampling packets directed in the opposite direc-
tion . The transmitter pairs two consecutively arriving packets and calculates the differences in th e
virtual delays, which equals to the differences in the actual delay 12 . To show this, assume that th e
transmitter and the receiver clocks are labeled e t and c,- respectively, and that packets n and n + 1

admitted at times t o and to+1 experience delays do and do+1 through the network, respectively .
Packet n gets time stamp e (tn), while packet n + 1 gets time stamp ct(tn+1) . At the receiving end ,
the two packets arrive at receiver clock Cr(tn + dn ) and c,.(tn+ 1 + do+1) . The receiver calculate s
the difference between the time-stamps and the value of the receiver clock at the time of arrival .
the virtual delay, which equals to c,(tn + dn ) - e (tn) and cr(tn+1 + do+1) - ct(tn+1), for the two
packets. When these virtual delays are received at the transmitter, their difference is calculated ,
which equals to the difference between the actual delays of the two packets :

er to 1 + do+1

	

C r( tn + do

	

e t (tn 1 + ct ( tn

	

S + do 1 — do

	

S = dn+i dn,

	

( 1 )

where S is the sampling packet period interval, i .e ., to+1 - to = b . The last equation follows fro m
the fact that both clocks have the same ticking period ; i .e ., c t (x + E) et (x) = C,.(y + E) - c,.(y) = E .

The differences in the actual delays (between any two consecutive packets) are averaged for th e
purpose of reduction of noise level and reduction of the effect of lost samples . By employing thi s
procedure, each end knows the congestion status of the network in the correct direction .

It should be pointed out that sampling packets exchange is only one possible way to implemen t

the AACC scheme. In particular, another possibility is to build time-stamping information into th e

regular packets structure . 13 However, by using sampling packets, congestion control is implemente d

on top of a network ; i .e ., requiring no modification to the existing subnet . Moreover, this type o f

congestion control can be implemented on a subset of a subnet ; i .e ., if part of the high speed networ k
is dedicated and utilized by a group of users, they may decide to use this congestion control schem e

without coordinating with the rest of the subnet . For example, a private network may be create d
in a public ATM SONET-based network that uses its own end-to-end congestion control schem e

12 For example, the difference in virtual delays is calculated for packets 1 and 2, packets 3 and 4, packets 5 and 6 ,

etc .
13 Using regular data packets to perform the sampling operation has the advantage of reducing the AACC scheme

overhead . Of course, if there are no regular packets to be sent, sampling packets must still be generated . However ,

the overhead in this case is created when the actual utilization is low .
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requiring no changes or special features from the public network . This is an interesting possibilit y
for the future public high-speed networks .

Adaptation of the congestion paramete r
The congestion parameter, /3, is adjusted based on the delay of the sampling packets . Since

the delay of the sampling packet is a rather noisy variable, some kind of filtration is necessary .
Also, since )3 depends on both the utilization and the delay, there is no direct )3(delay) function .
However, a function of increments of /3 as a function of increments in delay can be composed . A
simple example of such a function is shown in Figure 5 . More elaborate functions may be require d
to achieve different levels of performance . In particular, a more practical function would be on e
with increments in /3 that increase with an increase in the changes in delay ; i .e ., a larger A(/3) fo r
a larger L1(delay) .

Discussion
The proposed scheme has several advantages, over conventional congestion control schemes .

First, because of the periodic exchange of sample packets, the estimation of congestion is performe d
continuously and not just at the time of an actual transmission ." This feature eliminates th e
problem that occurs with transmission of data that is shorter than the round trip delay s ' and with
initialization of new data flows ls (referred to as the "cold start" phenomenon) . Second, the periodi c
exchange of sample packets decouples the congestion control mechanism from the actual dat a
transfer (acknowledgement mechanism, for instance), reducing the effect of positive feedback o n
the congestion control mechanism . When congestion occurs, the sample packets are also subject t o
excessive delay, which serves as a direct indication of congestion . In contrast, in most feedback-base d
schemes when congestion occurs, the information about the congestion is also delayed, increasin g
the congestion even more,17 and the congestion-control scheme is activated only upon time-out .
Third, by using the delay of the path within the network as a direct indication of congestion ,
the actual congestion event is detected and treated . Some schemes use other indirect indication s
(such as missing packets or negative acknowledgements), leading to improper or delayed congestio n
detection . Fourth, the admission control shapes the input traffic, reducing the dependency o f
the scheme's performance on the actual traffic arrival model . Fifth, the proposed scheme can be
combined with other protocols that rely on periodic exchange of information ([7]), thus reducing th e
bandwidth and processing overhead associated with the periodic exchange of samples . Moreover ,
the rate at which the sample packets are generated should be such that the total overhead of th e
scheme is minor . 18 Finally, the scheme is an end-to-end scheme and does not require changes in th e
subnet itself; s9 it is easy to implement and can be integrated with other congestion control means ,
leading to overall superior performance .

14 Some schemes, for example, adaptive windowing, stop operating when the channel idles .
15 Most congestion control methods perform well in an environment where the changes of congestion are with tim e

constant on the order of round trip delay . When, however, a short duration traffic is presented to the network, thes e
congestion control schemes have no means to control the source since the congestion is detected after the transmissio n
is actually completed .

16 Virtual circuits, for example .
17 The reason for the difference is the means by which the congestion information is acquired : sampling packets, i n

our case, acknowledgements/negative acknowledgements coupled with a time-out mechanism, for example, in othe r

schemes .
18 The scheme does, however, use bandwidth, which is expected to be an excessive resource in future networks, t o

solve a network control problem .
"This may be of crucial importance, since high-speed networks may be built before the actual traffic mix is know n

or can be predicted .
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4 An example of Adaptive Admission Congestion Contro l

In order to demonstrate the capability and performance of the AACC scheme, we have analyze d
a simple one-queue network example shown in Figure 4 . The single queue in the network is fe d
from two queued sources, whose arrival is Poisson with parameters Al and A2 . The outputs of thes e
queues are rate-controlled by parameter 0 1 and /32, respectively . This rate-control is performed b y
adjusting the inter-packet gap according to the following function :

inter — packet gap = min(1 , quota) — 1,

	

(2)

where quota is the interval, in packet transmission time units, 20 at which the value of /3 is updated .
In other words, when /3 = 1, the inter-packet gap is zero, and when /3 = 0, the inter-packet gap i s
maximal and equals to quota .

The periodic exchange of the sampling packets (the second attribute of the AACC scheme) i s
performed as follows : The update packets are inserted directly into the network at rate rupdate ,
bypassing the admission control mechanism, and are collected at the network exit ; i .e ., the outpu t
of the single queue .

The third attribute of AACC, the update of /3, is performed according to the following double -
threshold algorithm, shown in Figure 5 . When the current average change in the delay 21 (i .e . ,
S(delay)), is less then 8 1 , /3 is increased by A . Similarly, if the average change in delay is large r
than 02, /3 is decreased by A . If the average change in delay is in the range between 01 and 0 2 ,

is not changed . The parameters, 0 1 , 0 2 , Ap , and An control the performance of the scheme . More
specifically, the A-s control the speed with which /3 adapts to changes in the traffic arrival rate s
(the A-s) . In other words, the larger the A-s, the faster the scheme adjusts itself to large change s
in traffic patterns, but the more coarse the adjustment is as well . Adjustment of the parameters i s
strongly dependent on the actual network topology . We will present here only simulation result s
for the example in Figure 4 .

An additional parameter used in the simulation below is the time-limit . It is the maximum delay
above which a packet is declared lost . It can correspond to the build-out delay ([8]) in real-time
traffic .

4 .1 Dynamic and static performanc e

Dynamic performance is a time trace of a network behavior as a function of time, when some sample
input is applied . We will use dynamic behavior to assist us with the explanation of how the schem e
works . The operational conditions of the scheme for this example are as follows : 0 1 = 2, 02 = 2 ,

An = 0 .05, Ap = 0 .005 .
A sample of the two inputs ( A 1 and A 2 ) as a function of time are shown in Figures 6 and Figure 7 .

The traces of the inputs were generated by Markov Modulated Poisson Process (MMPP)[9] as shown
in Figure 8 . The parameters of the MMPP were : n = 333, state no. 1 corresponds to A = 0 .03 and

state no . n to A = 1 . The transition time between states is exponentially distributed with mea n
time equal to 3 units . The trace of /3 1 and of the network queue size is shown in Figure 9 an d

20 All delays are normalized to packet transmission time . Thus packet transmission time is assumed to be 1 .
21 The average change in the delay is computed by subtracting the virtual delays of two consecutive sampling packet s

and is averaged over the last quota interval .
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10 . As long as the sum of A I and A2 is less than 1, 01 = 1 22 . As the sum of the inputs increases
(congestion starts building up), the network delay increases and /3 1 decreases accordingly to allo w
less and less traffic into the network . Finally, as the input traffic goes down again, Ql return s
to value 1 . The size of the network queue shows how the scheme prevents queue build-up . For
comparison, a trace of an uncontrolled network (subject to the same input pattern) is shown i n
Figure 11 . The uncontrolled scheme performs well untill the point E A i 1, where the network
queue builds-up rapidly . Clearly, the uncontrolled case results in an excessive packet loss .

Static one-dimensional behavior is measured by fixing the arrival rates (At = A2 = A) an d
measuring the goodput of the system . This is done for a broad range of arrival rates . In our example ,
goodput is throughput with a delay shorter than the time-limit . The simulated performance o f
the AACC scheme is shown in Figure 12 . Additional parameter values used are : time-limit=10 ,
quota = 100, and rupdate = 0.123 . For comparison, the uncontrolled case 24 is also shown in Figure 12 .
The uncontrolled case has a sharp goodput degradation point that starts around p = 0 .9 25 . The
AACC case does not experience such degradation of performance . Instead, the goodput stabilizes a t
about 0 .7526 27 . The AACC scheme performs worse than the uncontrolled scheme around p = 0 .8 .
This is due to the sampling packets overhead in the AACC scheme . Of course, considering th e
performance degradation that occurs if no congestion control is exercised, this penalty is more tha n
justified . Also, as discussed later, the penalty can be reduced by properly adjusting the paramete r
7' update •

4 .2 Packet loss

As defined in section 1, network congestion translates into the loss of a real resource : the goodput, i n
our case . For real-time traffic, the decrease in goodput is created by packet loss, 28 since delay in a
congested network increases and some packets are "late" for their scheduled replay time . Figure 1 3
demonstrates the dramatic improvement of packet loss probability in the AACC scheme . In thi s
simulation, the "build-out" delay was chosen in such a way that the AACC scheme would result i n
a maximum of 5% packet loss ([8]) . As can be observed from the Figure, the packet loss remain s
stable above p O .H . On the other hand, the packet loss for the uncontrolled case increases t o
nearly 100% when offered traffic approaches 1 . Note that the difference is an important one . One
might have thought that congestion in the controlled and in the uncontrolled cases corresponds t o
the same penalty, since in the uncontrolled case the packets are lost in the network, while in th e
controlled case the packets are never admitted to the network, thus lost at the network interface .
This is incorrect . The network investment in packets that are admitted and later lost in the networ k
is wasted . Lost packets not only do not contribute to the goodput, but further reduce the goodpu t

'Except the initial period of time when 01 increases towards 1 .
23

rapda,e of 0 .1 means that a sampling packet is sent from each source to the destination every 10 time-units .
24 In the uncontrolled case, there is no congestion control ; the packets are queued at the arriving queues an d

forwarded into the network at the maximum rate .
25p is the total packets departure rate from the network .
"Obviously, the network "loses" packet in the range where E A > p . However, the goodput does not decrease as

more traffic is offered to the network; i .e ., the congestion is controlled .

27 There is a 20% overhead associated with the periodic sampling packets . Thus the actual network "throughput "

is around 0 .95 . It is assumed that the sampling packets do not contribute to the goodput .

28 A packet is declared lost if its delay is longer than some "build-out " delay that the real-time system was designe d

for . Since longer "build-out " delay decreases the probability of packet loss, systems are designed for maximal "build -

out" delay that does not cause loss of real-traffic interactivity .
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by increasing the delay of other packets — this is the positive feedback phenomenon of networ k
congestion .

The performance of the AACC scheme is worse than the uncontrolled case in the area nea r
p = 0 .8 in Figure 13 . This is caused by the overhead of the sampling packets : 20% in the cas e
shown in the Figure . Reducing this frequency of the sampling packets exchange results in reductio n
of the packet loss probability in this region .

4 .3 Effect of Propagation Dela y

Reactive congestion control schemes do not usually perform well in networks with long propaga-
tion delay due to the slow feedback in these networks . Since the scheme proposed here also relie s
on feedback, its performance is limited by the propagation delay . However, the proposed schem e
decreases the effect of propagation delay with two mechanisms : first, the admission control "stag-
gers" the packets in time, thus reducing burstness and avoiding clustering ; second, the continuous
feedback increases the synchronization between the two communicating entities, thus reducing th e
effect of rapidly changing traffic patterns (new connections, for instance) . Figure 14 shows the effec t
of changing the network propagation delay, while other parameters are fixed . 29 The propagatio n
delay has little effect on the goodput for low network utilization . However, for high utilization, a n
increase in propagation delay decreases the goodput . The peculiar behavior of the goodput for lon g
propagation delays — peaking and then declining — is due to the fact that the scheme cannot full y
control the admission mechanism when the propagation delay is too long . Thus there are short
incidences of congestion resulting in delays longer than the time-limit . This phenomenon can b e
"corrected " by reducing the threshold variables, on the expense of the goodput reduction . Note ,
nevertheless, that above p = 1 .0, the goodput stabilizes, and there is no further decrease .

4 .4 Effect of threshold parameter s

There are four threshold variables, A n , Ap , 0 1 , and 0 2 , whose values are based upon the require d
performance of the scheme and on the traffic statistics . 30 In the case of the example in question ,
the performance is determined by the maximum tolerable delay, time-limit . In principle, the more
bursty the network traffic is, the larger the distance between the two threshold values 01 and
0 2 should be. Also, the more strict the performance requirements are (a smaller percent of los t
packets, for instance), the lower the absolute values of the thresholds should be . However, too lo w
thresholds have the undesirable effect of lowering the goodput . This is illustrated in Figure 15 . In
this simulation, 0 2 was set constant at 2 and 0 1 was varied . The too low value of 0 1 results in a loss
of goodput, since /3 is kept conservatively low and not enough traffic is admitted to the network .
On the other hand, high values of 0 1 result in too much traffic admission, which leads to increased
delay and excessive traffic loss .

The A-s regulate the speed and the stability of the adaptive adjustment of /3 . A small A p
increases the stability of the adjustment process, but also results in a slow increase in networ k

29The parameter in this graph is the propagation delay measured in packet transmission time . Thus, 200 unit s

means that the round-trip delay through the network is 200 packet transmission times . Other parameters : quota =

100, rupdate = 0.02, An = 0 .005, Ap = 0 .05, 0, = 4, 0 2 = 8, and time-limit=10.
30The dependency on traffic statistics is reduced by the rate-controlled admissions used in the AACC scheme .
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traffic . 31 An controls the severity of the scheme response in the case of violation of the performanc e
measure, Thus, for example, if the penalty for packet loss is large, An should be large accordingly .
However, if some percentage of packet loss is permissible, An may assume smaller values . The
lower the An, the more stable the network traffic is, but too low of a An may result in too slow of
a response to increasing congestion, and thus loss of-resources .

An interesting approach that can be incorporated into the proposed scheme is to adaptivel y
change the threshold parameters . With this approach, the system "learns" the slow variations i n
the traffic patterns, and adjusts the system parameters to the traffic statistics . The use of neura l
networks for congestion-control ([10]) is an extension of this idea .

4 .5 Effect of frequency of sampling packet exchange

The bandwidth required for the sampling packets is the overhead of the AACC scheme ; as show n
in Figure 16,32 the penalty in goodput decreases "nearly" proportional with rupdate, the frequency
of sampling packet exchange . Thus the frequency of the sampling packet exchange should b e
minimized . On the one hand, the frequency should not be smaller than 1/quota, the frequency o f
the adaptive [3 update algorithm . (quota should be minimized, and is determined by the complexit y
of the adaptive algorithm, the processing power of the hardware that executes the algorithm, an d
the maximum number of simultaneous connections .) On the other hand, the number of samples pe r
update interval quota should be large enough to allow for the statistical variations in the networ k
status . Thus the decision on the actual values for rupdate and quota depends on the network topolog y
and the network traffic .

5 Summary and concluding remarks

In this paper, we have proposed a new congestion-control scheme based on periodic exchange o f
sampling packets and on adaptive admission control . The scheme is designed for an end-to-en d
distributed operation; i .e ., it is meant to work in the network interfaces. The benefit of this design i s
that no changes or additions are required within the subnet . An important feature of the propose d
scheme is that it can cope with traffic surges that are short compared to the round trip delay . This
feature is clearly lacking in most of the current schemes found in the literature . Our scheme has th e
advantage of both, pro-active congestion control schemes (since the scheme is based on continuous
monitoring of the status of the network) and reactive schemes (since it relays on the feedback fro m
the network) . The scheme can be used in ATM-types of networks that carry aggregated traffic . We
have demonstrated the scheme performance for a simple one-queue network .
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Figure 1 : Congestion and congestion contro l
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Figure 4 : Simple one-queue network exampl e

packet

	

th ouahpu t

samp l' In g
	 or— analyse r

rate

	

(a a ttv e

	

sampl e
	 ,

ac(e t
generator/

f low-cont
dd
r

aolladmisisip n

	

source

	

contra

ACM SIGCOMM

	

-70—

	

Computer Communications Review



0 2

A(delay)
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Figure 11 : Uncontrolled dynamic trace : trace of the network queu e
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