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Abstract

In this study, we prove that an intrinsic low dimensionality of covariates is the main factor
that determines the performance of deep neural networks (DNNs). DNNs generally provide
outstanding empirical performance. Hence, numerous studies have actively investigated the
theoretical properties of DNNs to understand their underlying mechanisms. In particular,
the behavior of DNNs in terms of high-dimensional data is one of the most critical questions.
However, this issue has not been sufficiently investigated from the aspect of covariates,
although high-dimensional data have practically low intrinsic dimensionality. In this study,
we derive bounds for an approximation error and a generalization error regarding DNNs with
intrinsically low dimensional covariates. We apply the notion of the Minkowski dimension
and develop a novel proof technique. Consequently, we show that convergence rates of
the errors by DNNs do not depend on the nominal high dimensionality of data, but on
its lower intrinsic dimension. We further prove that the rate is optimal in the minimax
sense. We identify an advantage of DNNs by showing that DNNs can handle a broader
class of intrinsic low dimensional data than other adaptive estimators. Finally, we conduct
a numerical simulation to validate the theoretical results.

Keywords: Deep Learning, Deep Neural Network, Generalization Analysis, Intrinsic
Dimension, Minimax Optimal Rate.

1. Introduction

Deep neural networks (DNNs) (LeCun et al., 2015; Goodfellow et al., 2016) have attracted
considerable attention as statistical modeling for deep learning, owing to favorable outcomes
of deep learning in various applications (Collobert and Weston, 2008; He et al., 2016). We
often observe that prediction and estimation by DNNs can achieve higher accuracy than that
by several standard conventional methods, such as kernel methods (Schmidhuber, 2015). To
understand the performance of DNNs and effectively exploit them, numerous studies have
extensively investigated their theoretical aspects, such as the approximation power of DNNs
(Yarotsky, 2017; Arora et al., 2018; Bartlett et al., 2017; Schmidt-Hieber, 2020).

A nonparametric regression problem is one of the standard frameworks for investigating
the mechanisms of DNNs (Bauer and Kohler, 2019; Schmidt-Hieber, 2020; Kohler et al.,
2019; Imaizumi and Fukumizu, 2019; Suzuki, 2019; Schmidt-Hieber, 2019). Suppose we have
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a set of n observations {(Xi, Yi)}ni=1 ⊂ [0, 1]D × R which is independently and identically
generated from the regression model

Yi = f0(Xi) + ξi, Xi ∼ µ, i = 1, ..., n, (1)

where the covariates Xi marginally follow a probability measure µ, and ξi is an independent
and identically distributed (i.i.d.) Gaussian noise that is independent of Xi, E[ξi] = 0
and E[ξ2i ] = σ2, where σ > 0. The aim of this study is to estimate the unknown function

f0 : [0, 1]
D → R by an estimator f̂ applied to DNNs. To measure a performance of DNNs,

we consider the following value:

‖f̂ − f0‖2L2(µ) = EX∼µ[(f̂(X)− f0(X))2], (2)

with the marginal measure µ. The error is also known as a generalization error and is
generally used to evaluate the performance of DNNs.

The curse of dimensionality is one of the most significant problems with the DNN
framework, in which the theoretical performance of DNNs deteriorates as data dimensionality
increases. For the regression problem, the generalization error of DNNs is on the order
Õ(n−2β/(2β+D)), where β > 0 is the degree of smoothness of f0. The rate is known to be
optimal in the minimax sense in a typical setting (Schmidt-Hieber, 2020). Since D tends to
be very large in machine learning applications (e.g., the number of pixels in images), the
theoretical generalization error decreases very slowly as n increases. Thus, the theoretical
bound for the error is quite loose for describing the empirical performance of DNNs. To
avoid the slow convergence rate, numerous studies have investigated specific structures of
functions as a target of approximation when using DNNs. One typical approach is to consider
various types of smoothness or spectral distribution; many general notions of smoothness
are investigated (Barron, 1993, 1994; Barron and Klusowski, 2018; Montanelli and Du, 2017;
Suzuki, 2019; Schmidt-Hieber, 2020). Alternatively, it is also common to introduce a specific
form of f0. For example, when f0 takes on the form of conventional statistical models
(e.g., the generalized single index or multivariate adaptive regression splines (MARS)), the
convergence rates of DNNs evidently improve (Bauer and Kohler, 2019; Kohler et al., 2019).
Additionally, when f0 has a functional form involving manifolds, the convergence rate of
DNNs depends on the manifold dimensions (Schmidt-Hieber, 2019).

In contrast to the studies focused on f0, the behavior of the measure µ of covariates
has not been well studied despite several significant motivations for the investigation of µ
exist. First, we frequently observe that high-dimensional data have an implicit structure such
as lying around low dimensional sets (e.g., manifolds) in practice (Tenenbaum et al., 2000;
Belkin and Niyogi, 2003). We numerically confirm that several well-known real data have
approximately 30 intrinsic dimensions, while their nominal dimensions are approximately
1, 000 (see Section 2.1). Since the low intrinsic dimensionality is well known in the field
of machine learning, several well-designed methodologies use this empirical fact (Masci
et al., 2015; Arjovsky and Bottou, 2017). Second, the literature on nonlinear dimension
reduction indicates that the low intrinsic dimensionality of covariates can be a crucial factor
in overcoming the curse of dimensionality. Several estimators, such as kernel methods and the
Gaussian process regression, have been shown to achieve a fast convergence rate depending
only on their intrinsic dimensionality (Bickel and Li, 2007; Kpotufe, 2011; Kpotufe and
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Garg, 2013; Yang and Dunson, 2016). Despite these motivations, connecting DNNs with an
intrinsic dimension of data is a nontrivial task; thus, investigating this property remains an
important open question.

In this study, we investigate the performance of DNNs regarding D-dimensional data,
which have a d-dimensional intrinsic structure such that d < D. To describe the intrinsic
dimensionality of data, we apply the notion of Minkowski dimension. Moreover, we develop
a proof technique to adapt DNNs to the intrinsic low dimensional structure. Consequently,
we derive the rates of the approximation and generalization errors in DNNs, which depend
only on d and β, but not on D, as summarized in Table 1. In summary, we prove that the
convergence speed of DNNs is independent of the nominal dimension of data, but does on
their intrinsic dimension. We also prove that the derived rate is optimal in the minimax
sense and, finally, verify the theoretical results using numerical experiments.

Approximation error Generalization error

Existing O(W−β/D) Õ(n−2β/(2β+D))

Ours (d-Minkowski dim.) O(W−β/d) Õ(n−2β/(2β+d))

Table 1: Derived rates of approximation and generalization errors by DNNs with W parame-
ters and n observations. β > 0 denotes the smoothness of the generating function,
and D is dimension of the observations, and d is an intrinsic dimension of µ. In
general, d ≤ D holds.

Our results describe an advantage inherent in DNNs compared to several other methods.
That is, we demonstrate that DNNs can achieve a fast convergence rate over a broader class
of data distributions. Some adaptive methods, such as the kernel and Gaussian process
estimators, can achieve a fast convergence rate with the intrinsic dimension. However, they
can achieve a fast rate only when data are on smooth manifolds or are generated from
doubling measures. In contrast, we show that DNNs can achieve a fast rate over a broader
class of µ, such as data on highly non-smooth fractal sets. This advantage is due to the use
of the Minkowski dimension, which can cover a broader class of distributions.

As a technical contribution of this study, we develop a proof for DNNs with an optimal
partition of hypercubes in the domain to handle the Minkowski dimension. To evaluate an
error regarding the dimension, we have to follow the two steps: (i) divide the domain of f0

into hypercubes and (ii) combine sub-neural networks in each of the hypercubes. However,
a naive combination makes the depth (number of layers) of DNNs diverge because of the
accumulation of errors of adjacent hypercubes. In our proof, to avoid this problem, we
develop a particular set of partitions for a set of hypercubes and then unify the sub-neural
networks within each of the partitions. Using this technique, we can avoid the accumulation
of errors to achieve the desired convergence rate.

We summarize the contributions of this study as follows:

1. We prove that DNNs can avoid the curse of dimensionality by adapting to the intrinsic
low dimensionality of the data with the Minkowski dimension.
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2. We present a relative advantage of DNNs, in which a fast convergence rate with a
broader class of distributions can be achieved compared to other methods that are also
adaptive to an intrinsic dimension.

3. As proof, we derive rates of approximation and generalization errors for D-dimensional
data, which have d intrinsic dimension, and demonstrate that the rate is minimax
optimal.

The remainder of this study is organized as follows. Section 2 discusses the notion of
intrinsic dimensionality and defines the Minkowski dimension. Section 3 shows an upper
bound for the approximation error of DNNs. Section 4 provides the upper and lower bounds
of the generalization error of DNNs. Section 5 compares our main results with several related
studies involving DNNs and other methods. Section 6 provides experimental evidence to
support the theoretical results. Finally, Section 7 summarizes our conclusions. The appendix
includes a full version of the proof.

1.1 Basic Notation

For an integer z, [z] := {1, 2, ..., z} is a set of positive integers no greater than z. For a vector
b ∈ R

d, ‖b‖q := (
∑

j=1,...,d b
q
j)

1/q is a q-norm for q ∈ [0,∞]. For a measure µ, the support of

µ is written as Supp(µ). For a function g : RD → R, ‖g‖Lp(µ) := (
∫
gp dµ)1/p is the Lp(µ)

norm, with a probability measure µ. Õ(·) is the Landau’s big O, ignoring a logarithmic
factor. With ε > 0, N (Ω, ε) is the fewest number of ε-balls that cover Ω in terms of ‖ · ‖∞.
For a measure µ, Supp(µ) denotes the support for µ.

2. Intrinsic Low Dimensionality of Covariates

2.1 Empirical Motivation

As the motivation for considering low intrinsic dimensionality, we provide an empirical
analysis of real datasets, such as handwritten letter images using the modified National
Institute of Standards and Technology (MNIST) dataset (LeCun et al., 2015) and object
images using the Canadian Institute for Advanced Research (v) dataset (Krizhevsky and
Hinton, 2009). Since the data are images, their nominal dimension D is equal to the number
of pixels in each image. We apply several dimension estimators, such as the local principal
component analysis (LPCA) (Fukunaga and Olsen, 1971; Bruske and Sommer, 1998), the
method with maximum likelihood method (ML) (Haro et al., 2008), and the expected simplex
skewness (ESS) (Johnsson et al., 2015) to estimate the intrinsic dimensions of 30, 000 samples
from each of the datasets. The results in Table 2 indicate that the estimated intrinsic
dimensions are significantly less than D. Although the definitions of intrinsic dimensions are
not standard, the results provide motivation to conduct an in-depth investigation on low
intrinsic dimensionality.

2.2 Notion of Intrinsic Dimensionality

We introduce the notion of dimensionality in this study. Although there are numerous
definitions for dimensionality, we employ the following general notion.
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Intrinsic Dimension d
Data set D LPCA ML ESS

MNIST 784 37 13.12 29.41
CIFAR-10 1024 9 25.84 27.99

Table 2: Estimated intrinsic dimensions of the MNIST and CIFAR-10 datasets. The dimen-
sions are estimated from 30, 000 sub-samples from the original datasets.

Definition 1 (Minkowski Dimension). The (upper) Minkowski dimension of a set E ⊂ [0, 1]D

is defined as

dimME := inf
{
d∗ ≥ 0 | lim sup

ε↓0
N (E, ε)εd

∗

= 0
}
.

The Minkowski dimension measures how the number of covering balls for E is affected by
the radius of the balls. Since the dimension does not depend on smoothness, it can measure
the dimensionality of highly non-smooth sets, such as fractal sets (e.g., Koch curve). Figure
1 shows an image of how the covering balls measure the Minkowski dimension of E.

Figure 1: The Koch curve E (red lines) and covering max-balls (green squares) for E. The
Minkowski dimension of E is d = log 4/ log 3 ≈ 1.26, while E is a subset of RD

with D = 2.

Relationship to Other Dimensions: The Minkowski dimension can describe a broader
class of low dimensional sets compared to several other dimensionalities. For example, the
notion of manifold dimension describes the dimensionality of sets with smooth structures
and is one of the most common notions used to describe an intrinsic dimensionality (Bickel
and Li, 2007; Yang and Dunson, 2016). While manifold dimensions are valid only for smooth
sets such as circles, we can apply the Minkowski dimension to sets without such restriction.
Consequently, for a set E ⊂ [0, 1]D, we show that

{E | dimM E ≤ d} ⊃ {E | E is a d-dimensional manifold},

holds (see Lemma 9 in Section A.2). In addition, the notion of regularity dimensions is
used for an intrinsic dimensionality (Kpotufe, 2011; Kpotufe and Garg, 2013). Similar to
the manifold case, the Minkowski dimension is a more general notion than the regularity
dimension (see Lemma 12 in Section A.2).
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3. Approximation Results

3.1 Preparation

To investigate an approximation power of DNNs, we provide a rigorous formulation. Here,
we consider DNNs with a rectified linear unit (ReLU) activation function ρ(x1, . . . , xp) :=
(max {x1, 0}, . . . ,max {xp, 0}).

Definition 2 (Deep Neural Networks). Let L be a number of layers. For each ℓ ∈ [L] ∪ {0},
pℓ ∈ N be a number of nodes for each layer ℓ, and Aℓ ∈ R

pℓ×pℓ−1 and bℓ ∈ R
pℓ be a parameter

matrix and vector. Let ρbℓ := ρ(·+ bℓ) be a shifted ReLU activation. Then, the realization of
a neural network architecture Φ := ((AL, bL), . . . , (A1, b1)) is denoted as R(Φ) : Rp0 → R

pL,
which has a form

R(Φ)(x) = ALρbL−1
◦ · · · ◦A2ρb1(A1x) + bL, for x ∈ [0, 1]p0 . (3)

R(Φ)(x)i denotes the i-th output of R(Φ)(x).

Further, we define a set of realizations of DNNs with several restrictions. Specifically, we
bound a number of layers, parameters, and its scale. For each Φ, the number of layers of Φ
is written as L(Φ), a number of parameters of Φ is W (Φ) :=

∑L
ℓ=1 ‖bℓ‖0 + ‖vec(Aℓ)‖0, and

the scale of parameters of Φ is B(Φ) = maxℓ=1,...,Lmax{‖bℓ‖∞, ‖vec(Aℓ)‖∞}.

Definition 3 (Functional Set by DNNs). With a tuple (W ′, L′, B′), a functional set by
DNNs is defined as follows:

F(W ′, L′, B′) =
{
R(Φ) : [0, 1]p0 → R

pL | L(Φ) ≤ L′,W (Φ) ≤W ′, B(Φ) ≤ B′
}
.

To discuss the approximation power of DNNs, we define the Hölder space as a family of
smooth functions. For a function f : RD → R, ∂df(x) is a partial derivative with respect to
a d-th component, and ∂αf := ∂α1

1 · · · ∂αD

D f using multi-index α = (α1, ..., αD). For z ∈ R,
⌊z⌋ denotes the largest integer that is less than z.

Definition 4 (Hölder space). Let β > 0 be a degree of smoothness. For f : [0, 1]D → R, the
Hölder norm is defined as

‖f‖H(β,[0,1]D) := max
α:‖α‖1<⌊β⌋

sup
x∈[0,1]D

|∂αf(x)|+ max
α:‖α‖1=⌊β⌋

sup
x,x′∈[0,1]D,x 6=x′

|∂αf(x)− ∂αf(x′)|
‖x− x′‖β−⌊β⌋

∞

.

Then, the Hölder space on [0, 1]D is defined as

H(β, [0, 1]D) =
{
f ∈ C⌊β⌋([0, 1]D)

∣∣∣‖f‖H(β,[0,1]D) <∞
}
.

Also, H(β, [0, 1]D,M) =
{
f ∈ H(β, [0, 1]D)

∣∣∣‖f‖H(β,[0,1]D) ≤M
}

denotes the M -radius closed

ball in H(β, [0, 1]D).
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3.2 Approximation with Low Dimensionality

We evaluate how well DNNs approximate a function f0 ∈ H(β, [0, 1]D) with a probability
measure µ whose support has a Minkowski dimension less than d. That is, we measure an
approximation error using the norm ‖·‖L∞(µ) with µ as a base measure.

Theorem 5 (Approximation with Minkowski dimension). Suppose d > dimM Supp(µ) holds
with d < D. For β,M > 0, we define r := 2 + ⌊(1 + ⌊β⌋)/(2d)⌋, cβ,D,d := 384β(11 + (1 +
β)/d)(36r+83+6 · 4r+2) · 6d/(1+⌊β⌋), cµ := supε>0N (Suppµ, ε)εd, and constants C1, C2 > 0
such as

C1 ≤
(
4cµ(50D + 17 + 8D2+⌊β⌋cβ,D,d)D

d(3M)d/β +D2+⌊β⌋cβ,D,d2
d/β+5

)
,

C2 ≤ 11 + 6D + (11 + (1 + β)/d)(1 + (1 ∨ ⌈log2 β⌉)).

Also, for ε > 0, we consider a triple (W,L,B) with

W = C1ε
−d/β , L = C2, and B = O(ε−s). (4)

Then, for sufficiently small ε0 > 0, any ε ∈ (0, ε0) and any f0 ∈ H(β,D,M), we obtain

inf
R(Ψ)∈F(W,L,B)

‖R(Ψ)− f0‖L∞(µ) ≤ ε.

The following corollary summarizes the result in Theorem 5.

Corollary 6 (Approximation Rate). With the triple (W,L,B) as defined in Theorem 5, an
existing R(Ψ) ∈ F(W,L,B) satisfies for sufficiently large W ,

‖R(Ψ)− f0‖L∞(µ) = O(W−β/d).

The result indicates that the order O(W−β/d) depends only on d and β, but not on D.
That is, the approximation rate behaves as if the data are d-dimensional, although they are
nominally D-dimensional.

Additionally, the results of Theorem 2 suggest the following intuitions. First, a finite
number of layers is sufficient to achieve the convergence rate, because L does not diverge
with small ε. Second, the constant terms C1 and C2 in Theorem 5 depend on D polynomially.
To achieve the results, we develop an additional proof technique to achieve it with for low
intrinsic dimensionality.

Proof Outline of Theorem 5: Let I be a minimum set of hypercubes of side length
γ covering Supp(µ). We partition I into I1, . . . , IK such that each subset Ik consists of
hypercubes separated by γ from each other. For I ∈ I, let R(ΦI) be a trapezoid-type
approximator represented by a neural network ΦI that approximates fI1lI (the green curve
in the right panel in Figure 2), where fI is the Taylor expansion of f0 around any point in I.
We note that for any Ik, support of R(ΦI) for I ∈ Ik are disjoint. Then, we define a neural
network Φ to realize R(Φ) = max1≤k≤K

∑
I′∈Ik

R(ΦI′) as our novel approximator. For x ∈ I
for some I ∈ I, we have

|R(Φ)(x)− f0(x)| ≤ max
I′∈Ξ(I)

|R(ΦI′)(x)− fI′(x)|
︸ ︷︷ ︸

T1

+ max
I′∈Ξ(I)

|fI′(x)− f0(x)|
︸ ︷︷ ︸

T2
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where Ξ(I) denotes the set of hypercubes neighbouring I, including I itself. The inequality
holds because R(ΦI′)(x) = 0 holds for all I ′ 6∈ Ξ(I) and thus

∑
I′∈Ik

R(ΦI′)(x) = R(ΦI′′)(x)
for some I ′′ ∈ Ik∩Ξ(I). To bound the term T1, we evaluate the trapezoid approximation using
the sawtooth approximation (Telgarsky, 2016) for the Taylor polynomials. T2 is evaluated by
the Taylor approximation for H(β, [0, 1]D,M). Regarding the effect of the partition Ik, we
limit K by a constant depending only on D. Hence, we show that the number of layers can
be finite. Since dimM Supp(µ) ≤ d holds, there are O(γ−d) hypercubes used to approximate
f0 on Supp(µ). An image of the entire procedure is provided in Figure 2.

Figure 2: An illustration of our proof. [Left] Supp(µ) (the red curve) in [0, 1]D, where
f0 (the blue curve) is restricted to Supp(µ). The hypercubes (the gray squares)
I = {I1, I2, ...} cover Supp(µ). DNNs approximate f0 within each of the hyper-
cubes. [Right] Within hypercubes I, I ′ ∈ I, the DNNs produce a function that
approximates f0 locally. Using the trapezoid-type approximators R(ΦI) and R(ΦI′)
(the green curves), we define the approximator R(Φ) (the brown curve) as the
maximum of the trapezoid approximators.

4. Generalization Results

We investigate the generalization error of DNNs using a nonparametric regression prob-
lem. Suppose we have a set of n observations {(Xi, Yi)}ni=1 from the regression model
(1) with f0 ∈ H(β, [0, 1]D,M), the marginal measure µ, and Gaussian noise ξi. From the
observations, we introduce an estimator for f0. The estimator f̂ is defined as f̂(x) :=
max{−CB,min{CB, f̃(x)}}, where

f̃ ∈ argminf∈F(W,L,B)

n∑

i=1

(Yi − f(Xi))
2. (5)

CB > 0 denotes a threshold for the clipped estimator f̃ . We note that calculating f̂ is not
straightforward because the loss function in (5) is non-convex. However, we employ the
estimator f̂ , because we aim to investigate the generalization error in terms of n, which
is independent of the difficulty of optimization. We can obtain an approximated version
of f̂ using various optimization techniques, such as multiple initializations or Bayesian
optimization.
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4.1 Generalization Error with Low Dimensionality

We provide a generalization error of f̂ for the case when Supp(µ) has a low Minkowski
dimension.

Theorem 7 (Generalization with Minkowski dimension). Fix any f0 ∈ H(β, [0, 1]D,M) and
suppose d > dimM Supp(µ). Set a triple (W,L,B) with the constants C1, C2 and s appearing
in Theorem 5 as W = C1n

d/(2β+d), L = C2, and B = O(n2βs/(2β+d) log n). Then, there
exists a constant C = C(cµ, β,D, d,M, σ) such that

‖f̂ − f0‖2L2(µ) ≤ Cn−2β/(2β+d)(1 + log n)2

holds with probability at least 1−2 exp
(
−nd/(2β+d)

)
for any n ≥ N and CB ≥ ‖f0‖L∞(µ) with

a sufficiently large N .

The derived generalization error is on the order of Õ(n−2β/(2β+d)), which is independent
from D. That is, we show that the convergence rate of DNNs is determined by the intrinsic
dimension d of Supp(µ), which is much faster than the existing rate Õ(n−2β/(2β+D)) (Schmidt-
Hieber, 2020) without low dimensionality. We note that the order of parameters (W,L,B)
is not affected by D; however, it does depend on d. Moreover, using DNNs for estimation
requires O(1) layers to achieve the desired rate based on our approximation technique
presented in Theorem 5.

Proof Outline of Theorem 7: First, we decompose the empirical loss into two terms,
which are analogous to the bias and variance. Following the definition of f̂ as (5), a simple
calculation leads to

‖f̂ − f0‖2n ≤ ‖f − f0‖2n︸ ︷︷ ︸
=:TB

+
2

n

∑

i=1

ξi(f̂(Xi)− f(Xi))

︸ ︷︷ ︸
:=TV

,

for any f ∈ F(W,L,B). We define an empirical norm as ‖f‖2n := n−1
∑n

i=1 f(Xi)
2.

The first term TB, which is analogous to an approximation bias, is evaluated using an
approximation power of F(W,L,B). We apply Theorem 5 and bound the term. The second
term, TV , which describes the variance of the estimator, is evaluated using the technique
of the empirical process theory (van der Vaart and Wellner, 1996). By using the notion of
the local Rademacher complexity and concentration inequalities (Giné and Nickl, 2016), we
bound TV by an integrated covering number of F(W,L,B). Further, we derive a bound for
the covering number using the parameters (W,L,B); thus, we can evaluate TV in terms of
the parameters. By combining the results for TB and TV and selecting proper values for
(W,L,B), we obtain the claimed result.

4.2 Minimax Optimal Rate with Low Dimensionality

We prove the optimality of the obtained rate in Theorem 7 by deriving the minimax error of the
estimation problem. To this end, we consider a probability measure µ with dimM Supp(µ) ≤ d.
Then, we obtain the following minimax lower bound.
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Theorem 8 (Minimax Rate with Low Dimensionality). Let Pd be a set of probability measures
on [0, 1]D satisfying dimM Supp(µ) ≤ d. Then, there exists a constant C ′ > 0 such that

inf
f̌

sup
(f0,µ)∈H(β,[0,1]D,M)×Pd

‖f̌ − f0‖2L2(µ) ≥ C ′n−2β/(2β+d), (6)

where f̌ is any arbitrary estimator for f0.

That is, any estimator provides an error Ω(n−2β/(2β+d)) in a worst case scenario; therefore,
it is regarded as a theoretical limit of efficiency. Since the rate in Theorem 7 corresponds to
the rate up to logarithmic factors, our rate almost achieves the minimax optimality.

5. Comparison with Related Studies

5.1 Nonparametric Analysis for DNNs

Setting Error
f0 µ Approximation Estimation

Hölder / Sobolev Õ(W−β/D) Õ(n−2β/(2β+D))

Barron Õ(W−1/2) Õ(n−1)

Mixed Smooth Õ(W−γ) Õ(n−2γ/(2γ+1))

Hölder d-dimensional O(W−β/d) Õ(n−2β/(2β+d))

Table 3: Comparison of the derived rates of approximation and generalization errors with
a non-parametric class of target functions. W denotes a number of parameters
in DNNs, and n is the number of observations. D is the dimension of X, β is
the smoothness of f0, γ is the index of mixed smoothness, and d is an intrinsic
dimension of X.

Many studies have investigated the approximation and estimation performance of DNNs
and some (Yarotsky, 2017; Schmidt-Hieber, 2020) clarify the performance of DNNs with
ReLU activations when f0 is in the Hölder space. They show that this performance is
Õ(W−β/D) for approximation and Õ(n−2β/(2β+D)) for estimation. Other studies (Montanelli
and Du, 2017; Suzuki, 2019) consider a different functional class with mixed smoothness
for f0 and then obtain a novel convergence rate that depends on its particular smoothness
index γ. Additionally, other studies have investigated more specific structures of f0. If we
can decompose f0 into a composition of feature maps, the convergence rate depends on the
dimensionality of the feature space (Petersen and Voigtlaender, 2018). As a close analog to
this study, the DNNs’ error converges faster when f0 is associated with a manifold structure
(Schmidt-Hieber, 2019). Bach (2017) derives an error for a class of Lipschitz-continuous
functions, which is considered as a special case of the Hölder space with β = 1.

A large number of research have been conducted to achieve faster convergence rates by
introducing specific structures. Bach (2017) showed that D-independent convergence rates
can be achieved when f0 has a parametric structure such as a general additive model or a

10
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Figure 3: [Left] Various low dimensional sets as Supp(µ), and corresponding regression
methods that can obtain the optimal rate on each of the sets. The Minkowski
dimension can describe a wider class of low dimensional sets. [Right] The top
right is the Koch curve, which is a low dimensional set in terms of the Minkowski
dimension. The bottom right is an ellipse representing a smooth manifold. It is
also a low dimensional set in terms of the Minkowski and the regularity dimension.

single index model. Similarly, when f0 has the form of a generalized hierarchical version
of a single index model (Bauer and Kohler, 2019) or a form with multivariate adaptive
regression splines (MARS) (Kohler et al., 2019), we can obtain a faster convergence rate
with DNNs. Although these rates are fast, it is unlikely that f0 has such specific parametric
model structures in practice. As a non-parametric attempt to obtain a faster convergence
rate, a classical approach (Barron, 1993, 1994) considers a restricted functional class (referred
to as the Barron class in this study) for f0, and achieving a very fast rate: Õ(W−1/2) for
approximation, and Õ(n−1) for estimation. The Barron class is non-parametric and has no
model constraints, but it has constraints on differentiability through spectral conditions.
Given that the class requires higher differentiability when D is large, a more flexible functional
class is required.

Our study assumes that f0 is an element of the Hölder space, and that µ has an intrinsic
low dimensional structure; that is, Supp(µ) is d-dimensional in the Minkowski or the manifold
sense. The Hölder class allows the smoothness of the function to be determined separately
of D. Thus, we can investigate the effects of d and D independently. We obtain the
approximation rate O(W−β/d) and the estimation rate Õ(n−2β/(2β+d)). Because d is much
less than D empirically (as mentioned in Section 2.1), the rate can alleviate the curse
of dimensionality caused by a large D. To the best of our knowledge, this is the first
study proving that errors in DNNs converge faster with data having general intrinsic low
dimensionality.

11
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5.2 Other Adaptive Methods with Intrinsic Low Dimensionality

Except for DNNs, several nonparametric estimators can obtain a convergence rate that is
adaptive to the intrinsic dimension of a distribution d. The local polynomial kernel (LP
kernel) regression (Bickel and Li, 2007) and the Gaussian process (GP) regression (Yang
and Dunson, 2016) can achieve the rate O(n−2β/(2β+d′)), where Supp(µ) is a d′-dimensional
manifold with β = 2. Similarly, the k-nearest neighbor (k-NN) regression (Kpotufe, 2011)
and the Nadaraya-Watson (NW) kernel regression (Kpotufe and Garg, 2013) can achieve the
rate with d′, when µ has a regularity dimension d′, that is less general than the Minkowski
dimension (Lemma 12 in the supplementary material).

We show that DNNs with finite layers can obtain the fast convergence rate ofO(n−2β/(2β+d))
over a broader scope of cases compared to the existing adaptive methods. Theorem 7 indi-
cates that DNNs with L = O(1) can obtain the rate when dimM Supp(µ) < d, which is less
restrictive than the settings with manifolds and regularity dimensions. Intuitively, DNNs
can obtain a fast adaptive rate even when Supp(µ) does not have a smooth structure such
as that of manifolds. Figure 3 presents an overview of the results.

6. Simulation

6.1 Estimation by DNNs with Different d

Figure 4: Simulated generalization er-
rors of DNNs with D = 128
and d ∈ {4, 16, 64, 100}. The
error bars show the standard
deviation from the replication.

We calculate the generalization errors of DNNs
using synthetic data. We set the true func-
tion as f0(x) := (D − 1)−1

∑D−1
i=1 xixi+1 +

D−1
∑D

i=1 2 sin(2πxi)1l{xi≤0.5} +D
−1
∑D

i=1(4π(
√
2−

1)−1(xi − 2−1/2)2 − π(
√
2 − 1))1l{xi>0.5}, which be-

longs to H(β, [0, 1]D) with β = 2. We set µ as a
uniform measure on a d-dimensional sphere embed-
ded in [0, 1]D, and also set a noise ξi as a Gaussian
variable with zero mean and variance σ2 = 0.1. We
generate n pairs of (Xi, Yi) from the regression model
(1) and learn the estimator (5). For the learning
process, a DNN architecture with four layers and the
ReLU activation function are employed, and each
layer has D units except the output layer. For opti-
mization, we employ Adam (Kingma and Ba, 2015)
with the following hyper-parameters; 0.001 learning
rate and (β1, β2) = (0.9, 0.999).

We set the nominal dimension as D = 128
and consider different numbers of samples n ∈
{100, 200, ..., 1000} and intrinsic dimensions d ∈
{4, 16, 64, 100}. We measure the generalization errors using validation data in terms of
the L2(µ)-norm. We replicate the learning procedure 100 times with different initial weights
for the parameters of neural networks from a standard normal distribution.

We plot the generalization errors in log against log n in Figure 4. The slope of the curve
corresponds to the convergence rate of the errors as the figure is double logarithmic. From
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Figure 5: Simulated generalization errors for NW with Gaussian kernel, k-NN regression,
and DNNs (2 layers and 8 layers). The error bars shows the standard deviation of
the 10 replication. The left panel shows the case with D = 5 and d = 2, and the
right panel is for D = 5 and d = 4.

the results, we observe the following two findings: (i) The error is lower with a fewer d, and
(ii) The convergence rates with d ∈ {4, 16} are faster than those with d ∈ {64, 100}.

6.2 Comparison with the Other Estimators

We compare the performances of DNNs with existing methods, such as k-NN method and
the NW kernel method. We note that they can achieve a rate whose exponent depends on d.

We set the true function as f0(x) := (1/D)
∑D

i=1 x
2
i 1l{xi≤0.5}+(−xi+3/4)1l{xi>0.5}, which

belongs toH(β, [0, 1]D) with β = 1. Let µ be the uniform measure on a union of d-dimensional
ℓ1/2 ball and ℓ2 ball embedded in [0, 1]D. We note that the support of µ is not a smooth
manifold. We set n ∈ {20, 40, ..., 300}, and also consider two configurations (D, d) = (5, 2)
and (D, d) = (5, 4). For each sample size, we replicate the estimation 10 times with different
initial weights from a standard normal distribution. The learning procedure of DNNs is the
same as that described in Section 6.1. For k-NN, its hyper-parameter k is selected from [50].
Fir the NW kernel method, we employ a Gaussian kernel whose bandwidth is selected from
{0.10, 0.11, . . . , 1.00}. We select all the hyper-parameters based on cross-validation.

We plot the simulated generalization error with the validation data and the other methods
based on n in Figure 5. The results indicate that DNNs outperform the other estimators.
Since Supp(µ) is not a smooth manifold, this is likely to affect the dominance observed for
the DNNs.

6.3 Real Data Analysis

We compare the performance of DNNs using the modified National Institute of Standards
and Technology (MNIST) dataset. The dataset contains 784-dimensional grayscale images of
handwritten digits.

For the experiment, we contaminate the data with d-dimensional Gaussian noise using
d ∈ {0, 25, 50, 75, 100} with variance 0.01. We set n ∈ {100, 200, 300, 400, 500}. Considering
that the task is classification, we employ the soft-max activation function in the last layer
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and measure the error based on the ‖ · ‖L2-norm. We replicate the setting 10 times, and
discard two replications with the first and second-largest test errors to eliminate the effect
of the difficulty involved with non-convex optimization using DNNs. All the other settings
inherit those of Section 6.1.

d 0 25 50 75 100

Convergence Rate -0.20 -0.19 -0.17 -0.18 -0.16

Table 4: Estimated convergence rate with the MNIST data. d denotes an intrinsic dimension
of the contaminated Gaussian noise. The convergence rate is estimated by regressing
the logarithm of test error on log n.

Table 4 shows the convergence rates of the generalization error for each value of d. The
rate is estimated by using the least square method for the logarithm of the test error versus
the logarithm of the sample size. The result indicates that the convergence gets slower as d
increases.

7. Conclusion

We theoretically elucidate that the intrinsic low dimensionality of data mainly determines the
performance of deep learning. To show the result, we introduce the notion of the Minkowski
dimension and then derive the rates of approximation and generalization errors, which only
depend on the intrinsic dimension and are independent of the large nominal dimension.
Additionally, we find that DNNs can achieve the convergence rate over a broader class of
data than several conventional methods. Our results provided evidence of the inherent
convergence advantage of deep learning over other models with respect to data with low
intrinsic dimension.
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Appendix A. Supportive Discussion

A.1 Additional Notation and Definition

A closed ball in R
D with its center x and radius r with norm ‖·‖ is described as B

D
(x, r) :=

{x′ ∈ R
D | ‖x − x′‖ ≤ r}. An open ball is similarly defined as BD(x, r). A closed ball

in R
D with its center x and radius r with the ℓp-norm is described as B

D
p (x, r). An open

version of the ball is BD
p . For a set Ω, 1lΩ(·) is an indicator function such that 1lΩ(x) = 1

if x ∈ Ω, and 1lΩ(x) = 0 otherwise. We write the set of non-negative real numbers as
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R≥. For sequences {an}n and {bn}n, an . bn denotes an ≤ Cbn with a finite constant
C > 0 for all n. With ε > 0, N2(Ω, ε) is a smallest number of ε-balls, which cover Ω in
terms of ‖ · ‖2. Rigorously, a support of a probability measure ν on a set X is defined as
Supp(ν) := {x ∈ X | V ∈ Nx ⇒ ν(V ) > 0}, where Nx is a set of open neighborhoods with
its center x ∈ X . We define a standard distance d(A,B) of two sets A and B by

d(A,B) := inf {‖x− y‖ | x ∈ A, y ∈ B}.

A.2 Other Notions for Dimensionality

We show a relation between the Minkowski dimension and the dimension of manifolds. The
notion of manifolds is common for analyzing low dimensionality of data (Belkin and Niyogi,
2003; Niyogi et al., 2008; Genovese et al., 2012). The Minkowski dimension can describe the
dimensionality of manifolds.

Lemma 9. LetM be a compact d-dimensional manifold in [0, 1]D. AssumeM =
⋃K
k=1Mk ⊂

[0, 1]D for K ∈ N. Also assume that for any 1 ≤ k ≤ K, there exists an onto and continuously
differentiable map ψk : [0, 1]

dk →Mk each of which has the input dimension dk ∈ N. Then,
dimMM≤ max1≤k≤K dk.

Proof of Lemma 9 We first assume that the statement holds with K = 1. Then, we
investigate the case with general K.

Suppose the lemma is correct for K = 1. Take d∗k > dk. Since dimMMk < d∗k, there
exists a constant C > 0 such that for any ε > 0, existing a finite set F kε ⊂ [0, 1]D satisfies
the followings:

1. Mk ⊂
⋃
x∈Fk

ε
BD

2 (x, ε),

2. card(F kε ) ≤ Ckε−d
∗

k .

Let Fε :=
⋃K
k=1 F

k
ε , then we haveM⊂ ⋃x∈Fε

BD
2 (x, ε) and

N2(M, ε) ≤ card(Fε) ≤
(

K∑

k=1

Ck

)
ε−maxk d

∗

k .

For d∗ > d := maxk dk, we choose d∗k > dk such that maxk d
∗
k < d∗ holds. Then, it yields

lim supε↓0N2(M, ε)εd
∗

= 0. So the proof is reduced to the case of K = 1.
We investigate the case K = 1. For brevity, we omit the subscript k and write ψ =

(ψ1, ..., ψD). Recall that ψi is continuously differentiable. We also define

Li := max
x∈[0,1]D

√√√√
d∑

j=1

|∂ψ′
i(x)/∂xj |2.

Applying the mean-value theorem to ψi yields |ψi(z)− ψi(w)| ≤ Li‖z − w‖2. By the Lipschitz
continuity of ψ = (ψ1, . . . , ψD), for any z, w, ‖ψ(z)− ψ(w)‖2 ≤

√
DL‖z − w‖2 where L :=

maxi Li. Fix any ε > 0 and d ∈ N. Recall that there exists a constant C > 0 so that for any
δ > 0, an existing finite set Fδ ⊂ [0, 1]d (see Example 27.1 in Shalev-Shwartz and Ben-David
(2014)) satisfies
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1. card(Fδ) ≤ Cδ−d,

2. [0, 1]d ⊂ ⋃y∈Fδ
Bd

2(y, δ).

Choosing δ = ε/(
√
DL) yields

M⊂ ψ


 ⋃

y∈Fδ

Bd
2(y, δ) ∩ [0, 1]d


 ⊂

⋃

y∈Fδ

ψ
(
Bd

2(y, δ) ∩ [0, 1]d
)
⊂
⋃

y∈Fδ

BD
2 (ψ(y), ε)

where the last inclusion follows from the Lipschitz continuity of ψ. Since we have

card(Fδ) ≤ C(
√
DL)dε−d,

we obtain the conclusion.

Additionally, we explain the notion of a doubling measure, which is an alternative way to
describe an intrinsic dimension. It is employed in several studies (Kpotufe, 2011; Kpotufe
and Garg, 2013).

Definition 10 (Doubling Measure). A probability measure ν on X is called a doubling
measure, if there exists a constant C > 0 such as

ν(B
D
(x, 2r) ∩ X ) ≤ Cν(BD

(x, r) ∩ X ),

for all x ∈ Supp(ν) and r > 0.

Then, we can define a dimensionality by the regularity property of doubling measures.

Definition 11 (Regularity Dimension). For a doubling measure ν, the (upper) regularity
dimension dimR ν is defined by the infimum of d∗ > 0 such that there exists a constant Cν > 0
satisfying

ν(B
D
(x, r) ∩ X )

ν(B
D
(x, εr) ∩ X )

≤ Cνε−d
∗

,

for all x ∈ Supp(ν), ε ∈ (0, 1) and r > 0.

There also exists a relation between the Minkowski dimension and the regularity dimension.
Intuitively, when X ⊂ R

D, a measure ν with dimR ν = d behaves as if a domain of ν is R
d,

as shown in Figure 2. The regularity dimension of ν can evaluate the Minkowski dimension
of Supp(ν).

Lemma 12 (Lemma 3.4 in Käenmäki et al. (2013)). Let (X ,B, ν) be a probability space with
X ⊂ R

D is bounded. Suppose ν is a doubling measure. Then,

dimM Supp(ν) ≤ dimR ν.
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Appendix B. Proof of Main Results

B.1 About Theorem 5

Our proof strategy is an extended version of those of the previous studies (Yarotsky, 2017;
Petersen and Voigtlaender, 2018). The previous studies employ a simultaneous approximation
of Taylor polynomials multiplied by approximated indicator functions for each disjoint
hypercube. However, their approach fails with the concentrated measure of covariates. To
avoid the problem, we develop a novel way to unite the approximators by the disjoint subsets
and the max operation as described in the proof outlined in Section 3.

B.1.1 Sub-Neural Networks as Preparation

Before a central part of the proof, for convenience, we define several sub-neural networks: (i)
concatenation of neural networks, (ii) parallelization of neural networks, (iii) parallelization
of neural networks with different inputs, (iv) an approximated identity function, and (v) a
max function.

(i) Concatenation of Neural Networks: Given two neural networks Φ1 and Φ2, we
aim to construct a network Φ such that R(Φ) = R(Φ2)◦R(Φ1), which is possible because ReLU
activation function has the property ρ(x)− ρ(−x) = x. Write Φ1 = ((A1

L1
, b1L1

), . . . , (A1
1, b

1
1))

and Φ2 = ((A2
L1
, b2L1

), . . . , (A2
1, b

2
1)). We define parameter matrices and vectors as

Ã2
1 :=

(
A2

1

−A2
1

)
, b̃21 :=

(
b21
−b21

)
, Ã1

L1
:=
(
A1
L1
−A1

L1

)
.

Then, the concatenation of neural networks Φ1 and Φ2 is defined as

Φ2 ⊙ Φ1 :=
(
(A2

L2
, b2L2

), . . . , (A2
2, b

2
2), (Ã

2
1, b̃

2
1), (Ã

1
L1
, b1L1

), (A1
L1−1, b

1
L1−1), . . . , (A

1
1, b

1
1).
)

It is easy to show the following relations:

1. W (Φ2 ⊙ Φ1) ≤ 2W (Φ2) + 2W (Φ1),

2. L(Φ2 ⊙ Φ1) = L(Φ2) + L(Φ1),

3. B(Φ2 ⊙ Φ1) = max
{
B(Φ2), B(Φ1)

}
.

By repeating the discussion, we obtain the concatenation of k neural networks. Some
properties of the concatenation are summarized in the following remark.

Remark 13 (Concatenation). For any neural networks Φ1, ...,Φk, we have the following
inequalities:

W (Φk ⊙ · · · ⊙ Φ1) ≤ 2

k∑

i=1

W (Φi),

L(Φk ⊙ · · · ⊙ Φ1) =

k∑

i=1

L(Φi),

B(Φk ⊙ · · · ⊙ Φ1) = max
1≤i≤K

B(Φi).
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(ii) Parallelization of Neural Networks: We define the parallelization of multiple
neural networks. Let Φi = ((AiLi

, biLi
), . . . , (Ai1, b

i
1)), be neural networks with a di-dimensional

input and an mi-dimensional output. When the input dimension di = d for all i, we can
define the parallelization of neural networks.

Suppose the number of layers of the network is the same for all Φi, Write Φi
′
=

((AiL, b
i
L), . . . , (A

i
1, b

i
1)) and define parameters as

A1 :=
(
A1

1
⊤

A2
1
⊤ · · · AK1

⊤
)⊤

, and b1 :=
(
b11

⊤ · · · bK1
⊤
)⊤

.

Also, for ℓ ≥ 2, we define parameters as

Aℓ :=




A1
ℓ O . . . O
O A2

ℓ . . . O
...

...
. . .

...
O O . . . AKℓ


 , and bℓ :=




b1ℓ
...
bKℓ


 .

Then, we define the parallelization of networks (Φi)Ki=1 with d-dimensional input and∑K
i=1mi =: m-dimensional output as

[Φ1,Φ2, . . . ,ΦK ] := ((AL, bL), . . . , (A1, b1)).

Combined with the previous results, we can show the following result.

Remark 14 (Parallelization). Let Φi = ((AiLi
, biLi

), . . . , (Ai1, b
i
1)) be the neural network

with d-dimensional input, mi-dimensional output and the same number of layers L for
i ∈ {1, . . . ,K}. Then, we obtain the followings:

W ([Φ1,Φ2, . . . ,ΦK ]) =

K∑

i=1

W (Φi),

L([Φ1,Φ2, . . . ,ΦK ]) = L,

B([Φ1,Φ2, . . . ,ΦK ]) = max
1≤i≤K

B(Φi).

(iii) Parallelization of Neural Networks with Different Input: We define the
parallelization of multiple neural networks without sharing the input. Under this case, the
networks share the number of layers only. Let Φi = ((AiL, b

i
L), . . . , (A

i
1, b

i
1)) be a neural

network with a di-dimensional input and an mi-dimensional output. Define m :=
∑K

i=1mi

and d :=
∑K

i=1 di. We construct a neural network version of a function R
d → R

m

((x1,1, . . . x1,d1), . . . , (xK,1, . . . , xK,dK ))
⊤ 7→




R(Φ1)(x1,1, . . . , x1,d1)
...

R(ΦK)(xK,1, . . . , xK,dK )


 .

Write Φi = ((AiL, b
i
L), . . . , (A

i
1, b

i
1)) and we define parameters as

Aℓ :=




A1
ℓ O . . . O
O A2

ℓ . . . O
...

...
. . .

...
O O . . . AKℓ


 , and bℓ :=




b1ℓ
...
bKℓ


 ,
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We define the parallelization of networks (Φi)Ki=1 with d-dimensional input and m-dimensional
output as

〈Φ1,Φ2, . . . ,ΦK〉 := ((AL, bL), . . . , (A1, b1)).

We obtain the following remark:

Remark 15 (Parallelization with Different Input). Let Φi = ((AiLi
, biLi

), . . . , (Ai1, b
i
1)), i ∈

[K] be neural networks with di-dimensional input and mi-dimensional output with the same
number of layers L. Then, we obtain the following relations:

W
(
〈Φ1,Φ2, . . . ,ΦK〉

)
=

K∑

i=1

W (Φi),

L
(
〈Φ1,Φ2, . . . ,ΦK〉

)
= L,

B
(
〈Φ1,Φ2, . . . ,ΦK〉

)
= max

1≤i≤K
B(Φi).

(iv) Identity Function: We define a neural network that approximates an identity
function. For L ≥ 2, let ΦIdD,L : RD → R

D be a neural network of identity function

ΦIdD,L :=


((ID − ID), 0), (I2D, 0), . . . , (I2D, 0)︸ ︷︷ ︸

L−2 times

,

((
ID
−ID

)
, 0

)
,

where Ip ∈ R
p×p is the identity matrix. For L = 1, let ΦIdD,L = ((ID, 0)). Then its realization

is the identity function R
p ∋ x 7→ x. We can see W (ΦIdD,L) = 2DL, L(ΦIdD,L) = L and

B(ΦIdD,L) = 1 for all L ≥ 2.
(v) Max function: We define a neural network that works as a max function. We

implement max : Rs≥ → R by a neural network. Let t = ⌈log2 s⌉. Note that log2 s ≤
t < log2 s + 1 and s ≤ 2t < 2s. With the ReLU activation function, the max function
(x1, x2) 7→ max(x1, x2) for non-negative inputs can be easily implemented by a ReLU neural
network

Φmax,2 :=

(
((1, 1), 0),

((
1 0
−1 1

)
,

(
0
0

)))
,

due to the identity max(x1, x2) = ρ(x2 − x1) + ρ(x1) for x1, x2 ≥ 0.
Next, we extend Φmax,2 to take multiple inputs. Since 2t = s does not always hold, we

need a following dummy network to make Φmax,s take s-dimensional input. Define a dummy

network Φdummy :=

((
Is

O(2t−s)×s

)
, 02t

)
. Then, a max function with s dimensional inputs

is defined by

Φmax,s := Φmax,2 ⊙ 〈Φmax,2,Φmax,2

︸ ︷︷ ︸
21

〉 ⊙ · · · ⊙ 〈Φmax,2, . . . ,Φmax,2

︸ ︷︷ ︸
2t

〉 ⊙ Φdummy.

Then, from Remark 13 and Remark 15, we can verify the following relations:

1. W (Φmax,s) ≤ 2(20 × 5 + 21 × 5 + · · ·+ 2t × 5) + 2s = 42s,

2. L(Φmax,s) = 2(t+ 1) + 1 < 2 log2 s+ 3,

3. B(Φmax,s) = 1.
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B.1.2 Approximation for Smooth Functions by Neural Networks

We here investigate an approximation property of neural networks for several types of
functions. Namely, we provide several lemmas for the following functions: (i) general smooth
functions, (ii) smooth functions on hypercubes, and (iii) smooth functions with finite layers.

(i) Approximation for Smooth Functions: We discuss several approximation for
f0 ∈ H(β, [0, 1]D,M) by DNNs. We review several existing lemmas, and also provide a novel
approximation result. To begin with, we cite the following lemma for convenience.

Lemma 16 (Lemma A.8 in Petersen and Voigtlaender (2018)). Fix any f ∈ H(β,D,M)
and x̄ ∈ [0, 1]D. Let f̄(x) be the Taylor polynomial of degree ⌊β⌋ of f around x̄, namely,

f̄(x) :=
∑

|α|≤⌊β⌋

∂αf(x̄)

α!
(x− x̄)α.

Then,
∣∣f(x)− f̄(x)

∣∣ ≤ DβM‖x− x̄‖β holds for any x ∈ [0, 1]D.

Note that there exists some constant C = C(β,D,M) such that sup|α|≤⌊β⌋ |∂αf(x̄)/α!| ≤
CM for f ∈ H(β, [0, 1]D,M).

Also, we cite the following lemma, which describes an approximation for a multiplication
function.

Lemma 17 (Lemma A.4 in Petersen and Voigtlaender (2018)). Fix any b > 0. There
are constants smul = smul (β) ∈ N, cmul

1 = cmul
1 (β,D, b), cmul

2 = cmul
2 (β,D, b) and εmul

0 =
εmul
0 (β,D, b) such that for any ε ∈ (0, εmul

0 ) and α ≤ ⌊β⌋, there is a neural network Φmul
ε

with D-dimensional input and 1-dimensional output satisfying the following inequalities:

1. supx∈[0,1]D
∣∣R(Φmul

ε )(x)− xα
∣∣ ≤ ε,

2. W (Φmul
ε ) ≤ cmul

1 ε−D/b,

3. L(Φmul
ε ) ≤ (1 + ⌈log2⌊β⌋⌉)(11 + b/D),

4. B(Φmul
ε ) ≤ cmul

2 ε−s
mul

.

The constant cmul
1 is upper-bounded by 384β(36r+83+6·4r+2)·6D/b for r := 1+⌊(b+1)/(2D)⌋.

Using this lemma, we construct a neural network approximating multiple taylor polyno-
mials in each output.

Based on Lemma 17 and Lemma A.5 in Petersen and Voigtlaender (2018), we develop
an approximation result for an m-dimensional multiple output neural network Φ. Here, we
write R(Φ) = (R(Φ)1, . . . , R(Φ)m).

Lemma 18 (Simultaneous approximation of multiple Taylor polynomials). Fix any m ∈ N.

Let {cλ,α} ⊂ [−B,B] for 1 ≤ λ ≤ m. Let (xλ)
m
λ=1 ⊂ [0, 1]D. Then there exist constants cpol1 =

cpol1 (β,D, d,B), cpol2 = cpol2 (β,D, d,B), spol1 = spol1 (β,D, d,B) and εpol0 = εpol0 (β,D, d) such

that for any ε ∈ (0, εpol0 ), there is a neural network Φpol
ε which satisfies the followings:

1. maxλ=1,...,m supx∈[0,1]D
∣∣∣R(Φpol

ε )λ(x)−
∑

|α|<β cλ,α(x− xλ)α
∣∣∣ ≤ ε,
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2. W (Φpol
ε ) ≤ cpol1 (ε−d/β +m),

3. L(Φpol
ε ) ≤ 1 + (1 + ⌈log2 β⌉)(11 + (1 + β)/d),

4. B(Φpol
ε ) ≤ cpol2 ε−s

pol
1 .

Proof of Lemma 18 Firstly, we rewrite the target polynomial
∑

|α|<β cλ,α(x− xλ)α. By
the binomial theorem (Folland, 2013) for example, we have

(x− xλ)α =
∑

γ≤α

(
α

γ

)
(−xλ)α−γxγ .

Then, we evaluate the polynomial as

∑

|α|<β

cλ,α(x− xλ)α =
∑

|α|≤⌊β⌋




∑

γ≤α

cλ,α

(
α

γ

)
(−xλ)α−γxγ





=
∑

|γ|≤⌊β⌋





∑

γ≤α,|α|≤⌊β⌋

cλ,α

(
α

γ

)
(−xλ)α−γ



x

γ

=:
∑

|γ|≤⌊β⌋

c̃λ,γx
γ .

Note that |c̃λ,γ | ≤ cM for all γ with |γ| ≤ ⌊β⌋ where c = c(β,D) is a constant. In fact since(
α
γ

)
≤ αγ11 . . . αγDD , we can bound |c̃λ,γ | by

|c̃λ,γ | ≤ sup
x∈[0,1]D

∣∣∣∣∣∣

∑

|α|≤⌊β⌋

∑

γ≤α

cλ,α

(
α

γ

)
(−xλ)α−γ

∣∣∣∣∣∣

≤M
∑

|α|≤⌊β⌋

∑

γ≤α

αγ11 . . . αγDD

≤M
∑

|α|≤⌊β⌋

(α1 + 1) . . . (αD + 1)αα1

1 . . . ααD

D

≤MD⌊β⌋+1(1 + ⌊β⌋)D(1+⌊β⌋).

Secondly, we define an explicit neural network to approximate the polynomial. Write
{γ | |γ| ≤ ⌊β⌋} = {γ1, . . . , γK} for some K = K(β). Let Φtlr,λ

ε := ((c̃λ,γ1 , . . . , c̃λ,γK ), 0).

Define εpol0 := εmul
0 /(cKM). The number of parameters in Lemma 17 has the exponential

decay with exponent −D/b. In order to moderate the exponent, we define the neural

network Φmul,γk
ε/cKM as the one constructed by Lemma 17 with substitution ε ← ε/(cKM),

b← (1+⌊β⌋)D/d and α← γk for k ∈ [K]. Then, there exist constants cpol3 = cpol3 (β,D, d,M)

and cpol4 = cpol4 (β,D, d,M) such that

1. W (Φmul,γk
ε/cKM ) ≤ cpol3 ε−d/(1+⌊β⌋),

2. L(Φmul,γk
ε/cKM ) ≤ (1 + ⌈log2 β⌉)(11 + (1 + β)/d),

21



Nakada and Imaizumi

3. B(Φmul,γk
ε/cKM ) ≤ cpol4 ε−s

mul
2 ,

holds for all k ∈ [K]. Note that since K ≤ D0 +D1 + · · ·+D⌊β⌋ ≤ (1 + ⌊β⌋)D⌊β⌋+1, it is
easily shown that

cpol3 ≤ cmul
1 D2d(1 + ⌊β⌋)Dd+d/(1+⌊β⌋)Md/(1+⌊β⌋),

cpol4 ≤ cmul
2 Dsmuld/(1+⌊β⌋)+smul(1+⌊β⌋)(cM)s

mul

(1 + ⌊β⌋)smul+D(1+⌊β⌋)smul

.

Finally, we define a concatenated and parallelized neural networks as

Φpol,1
ε := [Φmul,γ1

ε/cKM ,Φ
mul,γ2
ε/cKM , . . . ,Φ

mul,γK
ε/cKM ],

Φpol,2
ε := [Φtlr,1

ε ,Φtlr,2
ε , . . . ,Φtlr,m

ε ],

Φpol
ε := Φpol,2

ε ⊙ Φpol,1
ε .

Then, we can simply obtain the error bound as

sup
x∈[0,1]D

∣∣∣∣∣∣

∑

|γ|≤⌊β⌋

c̃λ,γx
γ −R(Φpol

ε )λ(x)

∣∣∣∣∣∣
≤ cMK

ε

cMK
= ε.

About parameters of the network Φpol
ε , the result in Remark 13 and 14 shows the following

inequalities:

W (Φpol
ε ) ≤ 2W (Φpol,2

ε ) + 2W (Φpol,1
ε )

≤ 2Km+ 2(2Kcpol3 ε−d/(1+⌊β⌋) + 4KD(1 + ⌈log2 β⌉)(11 + (1 + β)/d),

L(Φpol
ε ) = L(Φpol,2

ε ) + L(Φpol,1
ε ) ≤ 1 + (1 + ⌈log2 β⌉)(11 + (1 + β)/d),

B(Φpol
ε ) ≤ max

{
cM, cpol4 ε−s

pol
2

}
.

Then, we obtain the statement.

(ii) Approximation for Function on a Hypercube: We investigate simultaneous
approximation of functions on several hypercubes, namely, we approximate set of functions
from a set {(f0 +M + 1)1lI | I ∈ I}. To make the functions positive, we define f1 :=
f0 + M + 1. Notice that f1 ∈ H(β, [0, 1]D, 2M + 1) and 1 ≤ f1(x) ≤ 2M + 1 for any
x ∈ [0, 1]D. Let I be a minimum γ-covering of Supp(µ). Consequently, I is regarded as an
ordered set and is accompanied by an index set Λ = [card I]. We define a bijective map
ψ : I → Λ which returns a corresponding index in Λ of I ∈ I. Also, let Ξ : I → 2Λ be a
set-function defined by Ξ(I) = {I ′ ∈ I | (I ⊕ 3γ/2) ∩ I ′ 6= φ}.

We first approximate Taylor polynomials of Hölder class functions. For any fixed I ∈ I,
we define its center of I as (ι1, . . . , ιD). Define a neural network Φcut,I

γ = (2M + 2, 0) ⊙
(A2

ℓ ,−D)⊙ [(A1
1, b

1
1), . . . , (A

1
D, b

1
D)] where A1

ℓ , b
1
ℓ , A

2
ℓ are defined by the following parameters:

A1
ℓ :=

(
e⊤ℓ e⊤ℓ e⊤ℓ e⊤ℓ
0 0 0 0

)⊤

, b1ℓ :=
(
−ιℓ + γ −ιℓ + γ/2 −ιℓ − γ/2 −ιℓ − γ

)
,
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and

A2
ℓ := (2/γ,−2/γ,−2/γ, 2/γ, 2/γ,−2/γ,−2/γ, 2/γ, . . . , 2/γ,−2/γ,−2/γ, 2/γ︸ ︷︷ ︸

4D

, 1/(2M + 2)).

Then, a function by the neural network R(Φcut,I
γ )[0, 1]D × R≥ → R≥ has the following form

R(Φcut,I
γ ) = (2M + 2)ρ

(
D∑

ℓ=1

1lI,ℓγ (xℓ) +
y

2M + 2
−D

)
, (7)

where 1lI,ℓγ : R→ [0, 1] is the approximated indicator function with the form:

1lI,ℓγ (z) =





0 if z ≤ ιℓ − γ,
z−(ιℓ−γ)

γ/2 if ιℓ − γ < z ≤ ιℓ − γ
2 ,

1 if ιℓ − γ
2 < z ≤ ιℓ + γ

2 ,
(ιℓ+γ)−z

γ/2 if ιℓ +
γ
2 < z ≤ ιℓ + γ,

0 if ιℓ + γ < z.

Then, we can claim that the function R(Φcut,I
γ )(x, y) approximates a function (x, y) 7→ y1lI(x).

Its properties are summarized in the following remark:

Remark 19. For any y ∈ [0, 2M + 2], R(Φcut,I
γ )(x, y) = y holds for any x ∈ I. Also

R(Φcut,I
γ )(x, y) ≤ y holds for any x ∈ I⊕γ/2. Also, R(Φcut,I

γ )(x, y) = 0 holds for x 6∈ I⊕γ/2
and any y. Furthermore, we obtain the following properties:

1. W (Φcut,I
γ ) = 24D + 6,

2. L(Φcut,I
γ ) = 3,

3. B(Φcut,I
γ ) ≤ max {1, 2M + 2, 1/(2M + 2), D, 1 + γ, 2/γ}.

Then, we define a neural network to approximate fI , which is a ε/2-accuracy Taylor poly-
nomial of f1. For any I ∈ I and any point xI ∈ I, take fI(x) as a Taylor polynomial function

as Lemma 16 with setting x̄← xI and f ← f1. For a fixed ε ∈ (0, εpol0 /2), let Φpol
ε/2 be a neural

network constructed in Lemma 18 with ε ← ε/2, m ← card I, (xλ)mλ=1 ← (xψ−1(λ))
card I
λ=1 ,

(cλ,α)
m
λ=1 ← (∂αf(xψ−1(λ))/α!)

card I
λ=1 and B ← C(2M + 1), where C = C(β,D, 2M + 1)

appearing in Lemma 16. Then, we obtain

sup
I∈I

sup
x∈[0,1]D

∣∣∣fI(x)−R(Φpol
ε/2)ψ(I)(x)

∣∣∣ ≤ ε

2
. (8)

Also, we construct a neural network to aggregate the outputs of Φpol
ε/2. Let us define a

neural network Φfilter,i : RD+m → R
D+1 which picks up the first D inputs and D+ i-th input

as

Φfilter,i :=

((
ID e⊤i
OD e⊤i

)
, 0D+1

)
.
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Then, we define

Φsimul
ε/2 := [Φcut,ψ−1(1)

γ ⊙ Φfilter,1, . . . ,Φcut,ψ−1(card I)
γ ⊙ Φfilter,card I ]⊙ [ΦIdD,L,Φ

pol
ε/2] (9)

where ΦIdD,L is the neural network version of the identity function R
D → R

D with the number

of layers L = L(Φpol
ε/2).

(iii) Approximation of Smooth Functions with Finite Layers: We develop a
Taylor polynomial approximation for f0 on hypercubes I with finite layers. To avoid
divergence of the number of layers of DNNs, we provide novel techniques for neural networks.
We first need the following lemma.

Lemma 20. Let I be a minimum γ-covering of Supp(µ). Then, there exists a disjoint

partition {Ii}5
D

i=1 of I such that I =
⋃5D

i=1 Ii and d(Ij , Ik) ≥ γ hold for any Ij 6= Ik ∈ Ii if
card(Ii) ≥ 2.

Proof of Lemma 20 We construct a partition explicitly. Generate a sequence (Ii)i≥1 induc-
tively by the following procedure. Firstly, let Ii = {} for all i ≥ 1. Starting from i = 1, repeat

the following procedures for each i. Choose any I ∈
{
I ′ ∈ I \⋃i

ℓ=1 Iℓ | minI′′∈Ii d(I
′, I ′′) ≥ γ

}

and let Ii ← Ii ∪ {I} until we fail to take I.
We now prove I5D+1 = ∅ by contradiction. Suppose I5D+1 6= ∅. Then also Ii 6= ∅ for

1 ≤ i ≤ 5D. Take any I ∈ I5D+1. By construction, we can always take Ii ∈ Ii such that
d(I, Ii) < γ for any i ∈ [5D]. The set {I, I1, . . . , I5D} is covered by I ⊕ 2γ. But I ⊕ 2γ can be
covered by 5D hypercubes with diameter γ, which contradicts the fact that I is a minimum
covering.

Since I5D+1 = ∅, Ii = ∅ holds for all i > 5D.

B.1.3 Proof of Approximation Error bound

Proof of Theorem 5 Let I be a minimum γ-covering of Supp(µ). By Lemma 20, I can be

partitioned into I1, . . . , I5D such that I =
⋃5D

i=1 Ii and for all i ∈ [5D], d(Ij , Ik) ≥ γ for any
Ij , Ik ∈ Ii satisfying Ij 6= Ik.

We define a neural network that summate the output of Φsimul
ε/2 in each partition Ii. We

provide parameters Asum
ij := 1l(ψ−1(j) ∈ Ii) and Asum := (Asum

ij )i,j ∈ R
5D×card I . Then,

we define a neural network Φsum := (Asum, 05D). The function by Φsum has the following
representation:

R(Φsum)(x1, . . . , xcard I) =


∑

I∈I1

xψ(I), . . . ,
∑

I∈I
5D

xψ(I)


.

Then, we construct a neural network Φf1ε to approximate f1 := f0 +M + 1. Let Φsimul
ε/2 as

defined in (9). Define a neural network Φf1ε as Φf1ε := Φmax,5D ⊙ Φsum ⊙ Φsimul
ε/2 . We obtain a

function with a form R(Φf1ε ) = maxi∈[5D]

∑
I∈Ii

R(Φsimul
ε/2 )ψ(I).

Next, we bound an approximation error of Φf1ε . When x ∈ I for some I ∈ I,

R(Φf1ε )(x) = max
I′∈Ξ(I)

R(Φsimul
ε/2 )ψ(I′)(x)
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≤ max
I′∈Ξ(I)

R(Φpol,ε/2)ψ(I′)(x),

where we used the fact that

max
i∈[5D]

∑

I′∈Ii

R(Φsimul
ε/2 )ψ(I′)(x) = max

I′∈Ξ(I)
R(Φsimul

ε/2 )ψ(I′)(x).

In other words, when computing R(Φf1ε )(x) we only have to take maximum over the outputs of

R(Φsimul
ε/2 )(x) related to hypercubes near x. This follows from the fact that R(Φf1ε )ψ(I′)(x) = 0

for I ′ 6∈ Ξ(I) and d(I ′, I ′′) > γ holds for I ′ 6= I ′′ ∈ Ii for all i. The last inequality follows by

construction of Φsimul
ε/2 . For a further parameter tuning, we set γ = D−1(3M)−1/βε1/β .

Given ε ∈ (0, 1), we can ensure 0 ≤ R(Φsimul
ε/2 )ψ(I)(x) ≤ 2M + 2 for all I ∈ I by

Remark 19, since R(Φsimul
ε/2 )ψ(I) approximates fI which is a ε/2-accuracy Taylor polynomial

of f1 ∈ [1, 2M + 1]. The error is bounded as

∣∣∣R(Φf1ε )(x)− f1(x)
∣∣∣

= max

{
max
I′∈Ξ(I)

R(Φsimul
ε/2 )ψ(I′)(x)− f1(x), f1(x)− max

I′∈Ξ(I)
R(Φsimul

ε/2 )ψ(I′)(x)

}

≤ max

{
max
I′∈Ξ(I)

R(Φpol,ε/2)ψ(I′)(x)− f1(x), f1(x)−R(Φpol,ε/2)ψ(I)(x)

}

≤ max
I′∈Ξ(I)

∣∣∣R(Φpol,ε/2)ψ(I′)(x)− f1(x)
∣∣∣

≤ max
I′∈Ξ(I)

∣∣∣R(Φpol,ε/2)ψ(I′)(x)− fI′(x)
∣∣∣+ max

I′∈Ξ(I)
|fI′(x)− f1(x)|

≤ ε

2
+DβM

(
3γ

2

)β
= ε,

where the second last inequality follows from Lemma 16 because fI′ for I ′ ∈ Ξ(I) is a Taylor
polynomial around some xI′ ∈ I ′ satisfying ‖xI′ − xI‖ ≤ 3γ/2. The last inequality follows
from (8) and Lemma 16.

From the result for f1, we provide an approximation for f0. To the end, let us define
a neural network Φmod,M as Φmod,M := (−1,M) ⊙ (−1, 2M) ⊙ (1,−1). Its realization is
R(Φmod,M )(x) = min(max(1, x), 2M + 1)− (M + 1) for any x ∈ R. By Remark 13 and 14,
the following properties holds:

1. W (Φmod,M ) = 12,

2. L(Φmod,M ) = 3,

3. B(Φmod,M ) ≤ max {2M, 1}.

Then, we define Φf0ε := Φmod,M ⊙ Φf1ε . Then, an approximation error by Φf0ε is bounded as

sup
x∈Supp(µ)

∣∣∣R(Ψf0
ε )(x)− f0(x)

∣∣∣
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= sup
x∈Supp(µ)

∣∣∣min(max(1, R(Φf1ε )(x), 2M + 1)− (f0(x) +M + 1)
∣∣∣

≤ sup
x∈Supp(µ)

∣∣∣R(Φf1ε )(x)− f1(x)
∣∣∣

≤ ε.

Here, note that card I ≤ cµγ−d. Combined with Remark 13 and 14, Ψf0
ε has the following

properties:

W (Ψf0
ε ) ≤ 2W (Φmod,M ) + 2W (Φmax,5D)

+ 2(card I)W (Φcut,ψ−1(1)
γ ⊙ Φfilter,1) + 2W (ΦIdD,L) + 2W (Φpol

ε/2)

≤ 2((50D + 17)cµD
d(3M)d/β + 2D(11 + (1 + β)/d)cpol1 (2d/β + CDd(3M)d/β))ε−d/β

+ 2(12 + 42× 5D + 2D + 2D(11 + (1 + β)/d)(1 + ⌈log2 β⌉)),
L(Ψf0

ε ) = L(Φmod,M ) + L(Φmax,5D) + L(Φcut,ψ−1(1)
γ ) + L(Φfilter,1) + L(Φpol

ε/2)

≤ 11 + 2D log2 5 + (11 + (1 + β)/d)(1 + ⌈log2 β⌉),
B(Ψf0

ε ) ≤ max
{
1, 2M + 2, 1/(2M + 2), D, 1 + γ, 2/γ, cpol4 ε−s

pol
2

}
.

By adjusting several constants, we obtain the statement.

B.2 Proof of Bound for Generalization Error

The proof of Theorem 7 follows proof techniques developed by several studies (Suzuki, 2017;
Schmidt-Hieber, 2020; Imaizumi and Fukumizu, 2019) with some adaptation for our setting.
Proof of Theorem 7 Without loss of generality, we can assume Theorem 5 holds for any
approximation accuracy ε ∈ (0, 1). In the beginning, we apply the optimal condition of f̂
and derive a basic inequality. Recall that f̂ is defined as f̂(x) = max{−CB,min{CB, f̃(x)}},
where

f̃ ∈ argminf∈F(W,L,B)

n∑

i=1

(Yi − f(Xi))
2. (10)

Then, it is easily seen that ‖f̂−f0‖L2(µ) ≤ ‖f̃−f0‖L2(µ). Hence we regard f̂ as the unclipped

estimator f̃ without loss of generality. By definition of f̂ , ‖Y − f̂‖2n ≤ ‖Y − f‖2n for any
f ∈ F(W,L,D). By substituting Yi = f0(Xi) + ξi, we obtain the base inequality as

‖f̂ − f0‖2n ≤ ‖f − f0‖2n +
2

n

n∑

i=1

ξi

(
f̂(Xi)− f(Xi)

)
. (11)

To bound the two terms in (11), we provide a neural network Ψf0
ε as constructed in the proof

of Theorem 5 for approximating f0. Specifically, we set a triple (W,L,B) as in Theorem 5

with accuracy ε← nd/(2β+d). We define f∗ = R(Ψf0
ε ). Note that by construction, |f̂ | ≤ CB

and |f∗| ≤M .
We divide the proof into following 3 steps.
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Step 1. Derive an upper bound of ‖f̂ − f∗‖2L2(µ) using its empirical counterpart ‖f̂ − f∗‖2n.

Step 2. Evaluate the variance term (1/n)
∑n

i=1 ξi

(
f̂(Xi)− f(Xi)

)
.

Step 3. Combine the results of step 1 and step 2.

Step 1. Upper Bound of ‖f̂ − f∗‖2L2(µ): We prepare an evaluation of the entropy

number bound. Let N (ε,F , ‖·‖) be the minimum ε-covering number of F by a norm ‖·‖.
Similar results are well-known (e.g., Anthony and Bartlett (2009); Schmidt-Hieber (2020)).
However, our setting, such as a parameter bound, is slightly different from those of the
studies. Hence, we provide the following lemma and its full proof.

Lemma 21 (Covering entropy bound for F). Let F = F(W,L,B) be a space of neural
networks with the number of nonzero weights, the number of layers, and the maximum absolute
value of weights bounded by W,L and B respectively. Then,

logN
(
ε,F(W,L,B), ‖·‖L∞(µ)

)
≤W log

(
2LBL(W + 1)L

ε

)
.

Before presenting proof of Lemma 21, we need the following preliminary result, which
makes it possible to regard neural networks in F(W,L,B) share the same dimensional
parameter space.

Lemma 22. Let F(W,L,B) be a class of neural networks. Define

SB(p, q) :=
{
(A, b) | A ∈ [−B,B]p×q, b ∈ [−B,B]p

}
,

G(W,L,B) := SB(1,W )× SB(W,W )× · · · × SB(W,D).

Then there exists a map Q : F(W,L,B)→ G(W,L,B) such that

R(Φ)(x) = AQLρbQ
L−1

◦ · · · ◦AQ2 ρbQ1 (A
Q
1 x) + bQL ,

where ((AQL , b
Q
L ), . . . , (A

Q
1 , b

Q
1 )) = Q(R(Φ)) ∈ G(W,L,B).

Proof of Lemma 22 Take any R(Φ) ∈ F(W,L,B). Write Φ = ((AL, bL), . . . , (A1, b1)) and
assume Al ∈ R

pl×pl−1 and bl ∈ R
pl . Consider (Al−1, bl−1) for l = 2, . . . , L. Since the number

of nonzero parameters are bounded by W , the number of nonzero parameters in Al−1x+ bl−1

for any x ∈ R
pl−2 is at most W . For pl−1 > W , without loss of generality, we can assume the

W -th, . . . , pl-th element of Al−1x+ bl−1 are 0. Let A′
l−1 ∈ R

W×pl−1 be the upper-left part

of Al−1 and A′
l ∈ R

pl×W be the upper-left part of Al. Also let b′l−1 ∈ R
pl−1 be the first W

elements of bl−1. Then A′
l(A

′
l−1x+ b′l−1) = Al(Al−1x+ bl−1). For pl−1 < W , we can simply

extend Al, Al−1, bl−1 to be in R
pl×W ,RW×pl−2 ,RW , respectively. Applying this procedure

multiple times yields the conclusion.
Proof of Lemma 21 Firstly, consider neural networks Φ = Q(R(Φ)) = ((AL, bL), . . . , (A1, b1))
and Φ′ = Q(R(Φ′)) = ((A′

L, b
′
L), . . . , (A

′
1, b

′
1)), such that for each l ∈ [L], (A′

l, b
′
l) has ele-

ments at most ε apart from (Al, bl). Let us write (Al, bl) = ((alij)ij , (b
l
i)i) and (A′

l, b
′
l) =

((a′lij)ij , (b
′l
i)i), then define functions in internal layers as

hl(x) := (hl1(x), . . . , h
l
pl
(x))⊤ := Alx+ bl,
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h′
l
(x) := (h

′l
1 (x), . . . , h

′l
pl
(x))⊤ := A′

lx+ b′l,

and

gl(x) := (gl1(x), . . . , g
l
pl
(x))⊤ := hl(x)− h′l(x).

For any E ≥ 0, we can bound supremums of the functions as

sup
x∈[−E,E]pl−1

∣∣∣gli(x)
∣∣∣ ≤

pl−1∑

j=1

∣∣aij − a′ij
∣∣|xj |+

∣∣bi − b′i
∣∣

≤ pl−1εE + ε ≤ (WE + 1)ε ≤ (W + 1)Eε. (12)

Also, we have

sup
x∈[−E,E]pl−1

∣∣∣hli(x)
∣∣∣ ≤

pl−1∑

j=1

|aij ||xj |+ |bi|

≤ pl−1BE +B ≤ (WE + 1)B ≤ (W + 1)EB. (13)

Since a Lipschitz constant of the ReLU actiavtion function is 1 for each coordinate, we can
apply (13) repeatedly for (h11, . . . , h

1
D), . . . , (h

L
1 , . . . , h

L
pL
). Then, we obtain the bound for

supx∈[0,1]D |R(Φ)−R(Φ′)| as

sup
x∈[0,1]D

∣∣R(Φ)−R(Φ′)
∣∣

=
∣∣∣hL ◦ ρ ◦ hL−1 ◦ ρ ◦ · · · ◦ ρ ◦ h2 ◦ ρ ◦ h1(x)− h′L ◦ ρ ◦ h′L−1 ◦ ρ ◦ · · · ◦ ρ ◦ h′2 ◦ ρ ◦ h′1(x)

∣∣∣

≤
∣∣∣hL ◦ ρ ◦ hL−1 ◦ ρ ◦ · · · ◦ ρ ◦ h2 ◦ ρ ◦ h1(x)− hL ◦ ρ ◦ hL−1 ◦ ρ ◦ · · · ◦ ρ ◦ h2 ◦ ρ ◦ h′1(x)

∣∣∣

+
∣∣∣hL ◦ ρ ◦ hL−1 ◦ ρ ◦ · · · ◦ ρ ◦ h2 ◦ ρ ◦ h′1(x)− hL ◦ ρ ◦ hL−1 ◦ ρ ◦ · · · ◦ ρ ◦ h′2 ◦ ρ ◦ h′1(x)

∣∣∣
...

+
∣∣∣hL ◦ ρ ◦ h′L−1 ◦ ρ ◦ · · · ◦ ρ ◦ h′2 ◦ ρ ◦ h′1(x)− h′L ◦ ρ ◦ h′L−1 ◦ ρ ◦ · · · ◦ ρ ◦ h′2 ◦ ρ ◦ h′1(x)

∣∣∣

≤ L(W + 1)LBL−1ε.

Note that E in (12) and (13) is bounded by Bℓ ≤ BL for any ℓ = 1, ..., L. Then, we discretize
W parameters with ε/L(W +1)LBL−1 grid size. Thus we obtain the covering number bound
in the statement.

Next, we bound the term ‖f̂ − f∗‖2L2(µ). Let us define N = N (δ,F(W,L,B), ‖·‖L∞(µ)),

and also {f1, . . . , fN} be a set of centers of the minimal δ-cover of F(W,L,B) with ‖·‖L∞(µ)

norm. Without loss of generality, we can assume |fj | ≤M for all j ∈ [N ]. Take any random

fĵ ∈ {f1, . . . , fN} so that ‖f̂ − fĵ‖L∞(µ) ≤ δ. By the triangle inequality, we have

‖f̂ − f∗‖2L2(µ) ≤ 2‖f̂ − fĵ‖2L2(µ) + 2‖fĵ − f∗‖2L2(µ) ≤ 2δ2 + 2‖fĵ − f∗‖2L2(µ).
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We bound the term ‖fj − f∗‖2L2(µ) uniformly for all j ∈ [N ] in order to bound the random

quantity ‖fĵ − f∗‖2L2(µ). Firstly, from Bernstein’s inequality, for independent and identically

distributed random variables Zi satisfying |Zi| ≤ c and E[Zi] = 0, it holds that

P (
∣∣Z̄
∣∣ ≥ u) ≤ exp

(
− nu2

2τ2 + 2cu/3

)

for any u > 0, where τ2 := Var(Zi). Substitute u ← max
{
v, (1/2)‖fj − f∗‖2L2(µ)

}
, Zi ←

(fj(Xi)− f∗(Xi))
2 − E[(fj(Xi)− f∗(Xi))

2] and c← 8M2. Notice that

τ2 = E
[(
(fj(Xi)− f∗(Xi))

2 − E[(fj(Xi)− f∗(Xi))
2]
)2]

≤ 4M2‖fj − f∗‖2L2(µ) ≤ 8M2u,

holds. Then, for fixed j, we bound the tail probability of ‖fj − f∗‖n as

P
(
‖fj − f∗‖2L2(µ) ≥ ‖fj − f∗‖

2
n + u

)
≤ exp

(
− 3nv

64M2

)
.

By the uniform bound argument, ‖fj − f∗‖2L2(µ) ≥ ‖fj − f∗‖
2
n + u holds for all j ∈ [N ] with

probability at most N exp
(
−3nv/(64M2)

)
. Substitute v ← 64M2(nd/(2β+d) + logN)/(3n)

together with the trivial inequality u ≤ v + (1/2)‖fj − f∗‖2L2(µ) leads to the following
inequality

‖fj − f∗‖2n + u ≤ ‖fj − f∗‖2n +
64M2n−2β/(2β+d)

3
+

64M2 logN

3n
+

1

2
‖fj − f∗‖2L2(µ).

Hence, for all j ∈ [N ], the following inequality

‖fj − f∗‖2L2(µ) ≤ 2‖fj − f∗‖2n +
128M2n−2β/(2β+d)

3
+

128M2 logN

3n

holds with probability at least 1− exp
(
−nd/(2β+d)

)
.

Back to the inequality ‖f̂ − f∗‖2L2(µ) ≤ 2δ2 + 2‖fĵ − f∗‖2L2(µ) with δ ← n−β/(2β+d) and
with Lemma 21, we obtain

‖f̂ − f∗‖2L2(µ)

≤ 2n−2β/(2β+d) + 4‖fĵ − f∗‖2n +
28M2n−2β/(2β+d)

3
+

28M2 logN

3n

≤
(
10 +

28M2

3

)
n−2β/(2β+d) + 8‖f̂ − f∗‖2n +

28M2W

3n
log
(
2nβ/(2β+d)L(W + 1)LBL

)
,

(14)

with probability at least 1− exp
(
−nd/(2β+d)

)
.

Step 2. Evaluate Variance: Let Gδ := {g | g := f−f ′, ‖g‖L∞(µ) ≤ δ, f, f ′ ∈ F}. Given

the observed variables X1, . . . , Xn, we regard (1/n)
∑n

i=1 ξig(Xi) as a stochastic process

29



Nakada and Imaizumi

indexed by g ∈ Gδ. By the Gaussian concentration inequality(Theorem 2.5.8 in (Giné and
Nickl, 2016)),

P

(
sup
g∈Gδ

∣∣∣∣∣
1

n

n∑

i=1

ξig(Xi)

∣∣∣∣∣ ≥ E
[
sup
g∈Gδ

∣∣∣∣∣
1

n

n∑

i=1

ξig(Xi)

∣∣∣∣∣

]
+ r2

)
≤ exp

{
− nr22
2σ2δ2

}
. (15)

Also, by the covering entropy bound in (Giné and Nickl, 2016) combined with the inequality
logN (ε,Gδ, ‖·‖n) ≤ 2 logN (ε,F , ‖·‖L∞(µ)), we obtain

E

[
sup
g∈Gδ

∣∣∣∣∣
1

n

n∑

i=1

ξig(Xi)

∣∣∣∣∣

]
≤ 4
√
2σ√
n

∫ 2δ

0

√
log(2N (ε,G, ‖·‖n)) dε

≤ 4σ
√
2Wδ√
n

log

(
L(W + 1)LBL

δ
+ 1

)
. (16)

Finally, combining (15) and (16) yields that

sup
g∈Gδ

∣∣∣∣∣
1

n

n∑

i=1

ξig(Xi)

∣∣∣∣∣ ≤
4σ
√
2Wδ√
n

log

(
L(W + 1)LBL

δ
+ 1

)
+ r2

≤ 1

128
δ2 + 211σ2

W

n

(
log

(
L(W + 1)LBL

δ
+ 1

))2

+ r2,

with probability at least 1− exp
(
−nr22/(2σ2δ2)

)
. Here, the last inequality follows from the

inequality xy ≤ (1/32)x2 + 16y2. We substitute r2 ← 2−7δ2, then we have

sup
g∈Gδ

∣∣∣∣∣
1

n

n∑

i=1

ξig(Xi)

∣∣∣∣∣ ≤
1

64
δ2 + 211σ2

W

n

(
log

(
L(W + 1)LBL

δ
+ 1

))2

, (17)

with probability 1− exp
(
−nδ2/(2−13σ2)

)
.

We bound ‖f̂ − f∗‖2n with substituting δ ← max{215σ2n−β/(2β+d), 2‖f̂ − f0‖n}. Here,
we consider the following two cases. Firstly, suppose that ‖f̂ − f∗‖n ≤ δ holds. Then, we
obtain

‖f̂ − f∗‖2n
≤ 2‖f̂ − f0‖2n + 2‖f∗ − f0‖2n

≤ 4‖f∗ − f0‖2n + 4 sup
g∈Gδ

∣∣∣∣∣
1

n

n∑

i=1

ξig(Xi)

∣∣∣∣∣

≤ 4‖f∗ − f0‖2n + 213σ2
W

n

(
log

(
L(W + 1)LBL

δ
+ 1

))2

+
δ2

16

≤ 4‖f∗ − f0‖2n + 213σ2
W

n

(
log
(
L(W + 1)LBLnβ/(2β+d) + 1

))2
+ 226σ4n−2β/(2β+d)

+
1

2
‖f̂ − f∗‖2n +

1

2
‖f∗ − f0‖2n,
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where the second inequality we apply (11) with f ← f∗. Therefore,

‖f̂ − f∗‖2n
≤ 9‖f∗ − f0‖2n + 214σ2

W

n

(
log
(
L(W + 1)LBLnβ/(2β+d) + 1

))2
+ 227σ4n−2β/(2β+d). (18)

Secondly, suppose that ‖f̂ − f∗‖n ≥ δ, namely, 2‖f̂ − f0‖n ≤ ‖f̂ − f∗‖n holds. Then, we
obtain

‖f̂ − f∗‖2n ≤ 2‖f̂ − f0‖2n + 2‖f∗ − f0‖2n ≤
1

2
‖f̂ − f∗‖2n + 2‖f∗ − f0‖2n.

Therefore, ‖f̂ − f∗‖2n ≤ 4‖f∗ − f0‖2n. Hence the inequality (18) holds.

Step 3. Combine the Results: From the conclusion of (14) in Step 1 and (18) in
Step 2, we obtain

‖f̂ − f∗‖2L2(µ) ≤
(
230σ4 + 10 +

28M2

3

)
n−2β/(2β+d) + 72‖f∗ − f0‖2n

+ 217σ2
W

n

(
log
(
L(W + 1)LBLnβ/(2β+d) + 1

))2

+
28M2W

3n
log
(
2nβ/(2β+d)L(W + 1)LBL

)
,

with probability at least 1− 2 exp
(
−nd/(2β+d)

)
.

Under the choice of triples (W,L,B) so that ‖f∗ − f0‖L∞(µ) ≤ n−β/(2β+d), the terms in-

side log are polynomial to n. With the inequality ‖f̂ − f0‖2L2 ≤ 2‖f̂ − f∗‖2L2(µ)+2‖f∗ − f0‖2L2(µ),

we conclude that there exists a constant C1 = C1(cµ, β,D, d,M, σ) such as

‖f̂ − f0‖2L2(µ) ≤ C1n
−2β/(2β+d)(1 + log n)2,

with probability at least 1− 2 exp
(
−nd/(2β+d)

)
.

B.3 Proof for Minimax Rate of Generalization Error

In this proof, we obtain the statement by evaluating a covering number with intrinsic
dimensionality and employing the minimax rate result by Yang et al. (1999). We write the
packing number of class F with norm ‖·‖ as S(ε,F , ‖·‖), which is the maximum size of
ε-packing of F .

Lemma 23 (Proposition 1 in Yang and Barron (1999)). Let F be any class of functions f with
supf∈F |f | <∞. For the regression model Yi = f0(Xi)+ ξi, assume X and ε are independent,
where Xi ∼ µ and ξi ∼ N(0, σ2). Let εn be the solution of ε2n = logS(εn,F , ‖·‖L2(µ))/n.
Then, we have

inf
f̂

sup
f0∈F

‖f̂ − f0‖L2(µ) = Θ(εn),

where f̂ is any estimator based on n independent and identically distributed observations
(X1, Y1), . . . , (Xn, Yn).
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To apply Lemma 23 to H(β, [0, 1]D,M), we need to evaluate the covering entropy number
of the smooth function class H(β, [0, 1]D,M). For a tight evaluation of the covering entropy of
the H(β, [0, 1]D,M), we introduce the following condition. Roughly speaking, this condition
states that some minimal ǫ-cover can be grouped into moderate number of subgroups in
which covers are neighbouring.

Definition 24 (Concentration Condition). A set E ⊂ R
K satisfies the Concentration

Condition, when there exist constants C1 > 0 and C2 > 0 such that for any ε > 0, some ε-cover{
BK

∞(xi, ε)
}T
i=1

of E satisfies the following properties: there exists a map g : {x1, . . . , xT } →
[U ] for some U ∈ N such that for all j ∈ [U ], and for all X ∈ 2g

−1(j) \
{
∅, g−1(j)

}
,

some y = y ∈ g−1(j) \ X satisfy minx∈X ‖x− y‖∞ ≤ ε. Also T ≤ C1N (ε, E, ‖·‖∞) and
U log(1/ε) ≤ C2N (ε, E, ‖·‖∞) hold.

In short, this condition requires an existence of some nearly minimal ε-cover of E that
can be grouped into properly concentrated parts. To make clear this condition, we introduce
the following lemma.

Lemma 25. Assume M is a compact d-dimensional manifold in [0, 1]D, namely, assume
M =

⋃K
k=1Mk ⊂ [0, 1]D for some K ∈ N. Also assume for any 1 ≤ k ≤ K, there exists

an onto and continuously differentiable map ψk : [0, 1]
dk →Mk each of which has the input

dimension dk ∈ N. Then, M satisfies the Concentration Condition.

Proof of Lemma 25 IfMk ⊂ [0, 1]D satisfy the Concentration Condition, it is easily shown
that

⋃K
k=1Mk satisfy the Concentration Condition. So the problem is reduced to showing

that for any k ∈ [K],Mk satisfies the Concentration Condition.
Fix any k ∈ [K]. For simplicity, we omit the subscript k from ψk, dk and Mk. Write

ψ = (ψ1, . . . , ψD). Define Li := maxx∈[0,1]D
√∑d

j=1 |∂ψ′
i(x)/∂xj |2. Applying the mean-value

theorem to ψi along with Cauchy-Schwartz inequality yields |ψi(x)− ψi(y)| ≤ Li‖x− y‖2
for any x, y ∈ [0, 1]d. By the Lipschitz continuity of ψ = (ψ1, . . . , ψD), for any z, w ∈ [0, 1]d,
‖ψ(x)− ψ(y)‖∞ ≤

√
DL‖x− y‖∞ where L := maxi Li.

Note that [0, 1]d satisfies Concentration Condition, since for any δ > 0, the δ-cover{
BD

∞(x′i, δ)
}T
i=1

constructed by expanding the minimal δ/2-cover
{
BD

∞(x′i, δ/2)
}T
i=1

always
satisfy the property of the condition with U = 1.

Fix any ε > 0. Since [0, 1]d satisfies Concentration condition, we can take an ε/(
√
DL)-

cover
{
Bd

∞(xi, ε/(
√
DL))

}T
i=1

of [0, 1]d so that for any X ∈ 2{x1,...,xT } \ {∅, {x1, . . . , xT }},
there exists some y ∈ {x1, . . . , xT } \ X such that minx∈X ‖x− y‖∞ ≤ ε/(

√
DL). Let

C :=
{
BD

∞(ψ(x1), ε), . . . , B
D
∞(ψ(xT ), ε)

}
. We first verify that C is a ε-cover of M. Since ψ

is onto, for any z ∈ M, there exists some x ∈ [0, 1]d such that z = ψ(x). For this x, some
y ∈ {x1, . . . , xT } satisfies ‖x− y‖∞ ≤ ε/(

√
DL). Thus, we obtain

‖z − ψ(y)‖∞ = ‖ψ(x)− ψ(y)‖∞ ≤
√
DL‖x− y‖∞ ≤

√
DL

ε√
DL

= ǫ.

This verifies that C is an ε-cover ofM.
Take anyX ′ ∈ 2{ψ(x1),...,ψ(xT )}\{∅, {ψ(x1), . . . , ψ(xT )}}. WriteX ′ = {ψ(xj1), . . . , ψ(xjt)}.

By assumption, there exists some y ∈ {x1, . . . , xT }\ψ−1(X ′) such that minx∈ψ−1(X′) ‖x− y‖∞ ≤
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ε/(
√
DL) holds. Hence, for this y, the following holds:

min
ψ(x)∈X′

‖ψ(x)− ψ(y)‖∞ ≤
√
DL min

x∈ψ−1(X′)
‖x− y‖∞ ≤

√
DL

ε√
DL

= ε.

This concludes the proof.
Theorem 8 is a direct consequence of the following lemma.

Lemma 26 (Minimax optimal rate under Concentration Condition). Let µ be a probability
measure on [0, 1]D. Assume N (ε, Supp(µ), ‖·‖∞) = Θ(ε−d) for some d > 0. Also assume
that Supp(µ) satisfy Concentration Condition. Then, the following holds:

inf
f̂

sup
f0∈F

‖f̂ − f0‖L2(µ) = Θ(ε−β/(2β+d)).

Proof of Lemma 26 This proof contains the following two steps: (i) derive a lower bound of
N (ε,H(β, [0, 1]D,M), ‖·‖L∞(µ)), (ii) derive an upper bound ofN (ε,H(β, [0, 1]D,M), ‖·‖L∞(µ)),
then (iii) apply Lemma 23.

Step (i): The lower bound. For the lower bound of N (ε,H(β, [0, 1]D,M), ‖·‖L∞(µ)),

we basically follow (Wainwright, 2019). We first construct a packing
{
fγ | γ ∈ {−1, 1}S

}
for

some S ∈ N. Define

φ(y) :=

{
c22βD

∏D
j=1(1/2− yj)β(1/2 + yj)

β if y ∈ [−1/2, 1/2]D,
0 if y 6∈ [−1/2, 1/2]D,

where c = c(β,D,M) is chosen small enough so that φ ∈ H(β, [0, 1]D,M) holds.
For any ε > 0, set δ = (ε/2c)1/β . Consider δ/2-packing of Supp(µ) as {xi}Si=1 ⊂ Supp(µ).

Recall that N (δ, Supp(µ), ‖·‖∞) ≤ S ≤ N (δ/2, Supp(µ), ‖·‖∞).

For each γ ∈ {−1, 1}S , define the following

fγ(x) =
S∑

i=1

γiδ
βφ

(
x− xi
δ

)
.

If γ 6= γ′, then for x ∈ (xi1 − δ/2, xi1 + δ/2) × · · · × (xiD − δ/2, xiD + δ/2), the following
holds: ∣∣fγ(x)− fγ′(x)

∣∣ = 2δβφ

(
x− xi
δ

)
.

Setting x← xi yields ∣∣fγ(x)− fγ′(x)
∣∣ = 2δβc = ε.

Since
{
fγ | γ ∈ {−1, 1}S

}
is an ε-packing of H(β, [0, 1]D,M), we obtain the lower bound of

the covering number of H(β, [0, 1]D,M) as

logN (ε,H(β, [0, 1]D,M), ‖·‖L∞(µ)) ≥ log 2S

≥ N (2(ε/2c)1/β , [0, 1]D, ‖·‖∞) log 2

& ε−d/β ,
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where the last inequality follows from the assumption N (ε, Supp(µ), ‖·‖∞) = Θ(ε−d).

Step (ii): The upper bound. For the upper bound of N (ε,H(β, [0, 1]D,M), ‖·‖L∞(µ)).
We modify the Theorem 2.7.1 in van der Vaart and Wellner (1996).

For a preparation, we define several notions to form a covering set with its cardinality
N (ε,H(β, [0, 1]D,M), ‖·‖L∞(µ)). Take the minimal δ-cover (xi)

T
i=1 ⊂ Supp(µ), where T =

N (δ, Supp(µ), ‖·‖∞). Note that T = Θ(δ−d) holds by the setting. For a multi-index
k = (k1, . . . , kD) with k ≤ β, define the operators Ak, Bk as

Akf := (⌊Dkf(x1)/δ
β−|k|⌋, . . . , ⌊Dkf(xT )/δ

β−|k|⌋), and Bkf := δβ−|k|Akf.

If Akf = Akg for all k with |k| ≤ β, then ‖f − g‖L∞(µ) . ε. For each f , we define a matrix
Af to provide a covering set as follows:

Af :=
(
A0,0,...,0f A1,0,...,0f A0,1,...,0f · · · A0,0,...,βf

)⊤ ∈ R
r×T ,

where r is a combination of the multi-index, we can bound the number of row r of Af as
r ≤

(
D
0

)
+
(
D
1

)
+ · · ·+

(
D
β

)
≤ (β + 1)D. Since

∣∣Dkf(x)
∣∣ ≤M for all x ∈ [0, 1]D, each element

in Akf takes at most 2M/δβ−|k| + 1 ≤ 2Mδ−β + 1 values.

Moreover, we define a smooth approximation ofDkf(xi) and evaluate its approximation er-

ror. Suppose ‖xi − xi′‖∞ ≤ δ for some i, i′. SinceDkf(xi) =
∑

|k|+|l|≤⌊β⌋D
k+lf(xi′)

(xi−xi′ )
l

l! +

R with |R| . ‖xi − xi′‖β−|k|
∞ , we bound the value as

∣∣∣∣∣∣
Dkf(xi)−

∑

|k|+|l|≤⌊β⌋

Bk+lf(xi′)
(xi − xi′)l

l!

∣∣∣∣∣∣

.
∑

|k|+|l|≤⌊β⌋

∣∣∣Dk+lf(xi)−Bk+lf(xi′)
∣∣∣(xi − xi′)

l

l!
+ δβ−|k|

≤
∑

|k|+|l|≤⌊β⌋

δβ−|k|−|l| δ
|l|

l!
+ δβ−|k|

. δβ−|k|.

Given the i′-th column, i-th column ranges over Θ(δβ−|k|/δβ−|k|) = Θ(1).

Now, we bound the covering number by using the notions stated above. By assumption,
Supp(µ) satisfy the Concentration Condition. Thus there exist disjoint sets X1, . . . , XU such
that X := {x1, . . . , xT } =

⋃U
u=1Xu and that Xu = {x1, . . . , xTu} with ‖xi+1 − xi‖∞ ≤ δ for

any i = 1, . . . , Tu − 1. Thus

card
{
Af | f ∈ H(β, [0, 1]D,M)

}
≤ (2Mδ−β + 1)U(β+1)DCT−U ,

holds for some constant C > 0. Substitute δ ← ε1/β , we obtain

log
(
card

{
Af | f ∈ H(β, [0, 1]D,M)

})
. max

{
U log

(
1

ε

)
, T − U

}
.
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Since U log(1/ε) = O(T ), we obtain

logN
(
ε,H(β, [0, 1]D,M), ‖·‖L∞(µ)

)
. ε−d/β .

Step (iii): Combine the results. It is ready to obtain the statement. Since it

is shown that logN
(
ε,H(β, [0, 1]D,M), ‖·‖L∞(µ)

)
= Θ(ε−d/β), applying Lemma 23 to-

gether with S(2ε,H(β, [0, 1]D,M),M), ‖·‖L∞(µ)) ≤ N (ε,H(β, [0, 1]D,M),M), ‖·‖L∞(µ)) ≤
S(ε,H(β, [0, 1]D,M),M), ‖·‖L∞(µ)) yields the statement.
Proof of Theorem 8 By a direct application of Lemma 26, we obtain the statement.
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