ADAPTIVE CHANNEL ESTIMATION FOR UNDERWATER ACOUSTIC MIMO OFDM
SYSTEMS

Milica Stojanovic

Northeastern University
Department of Electrical and Computer Engineering, 409 DA
Boston, MA 02115
millitsa@ece.neu.edu

ABSTRACT

Long acoustic multipath limits the applicability of MIMO
OFDM channel estimation methods that require matrix in-
version of size My L, where My is the number of transmit
elements and L is the multipath spread measured in 1/ B, the
bandwidth inverse. To overcome this problem, sparse nature
of the channel is exploited in an algorithm based on a com-
pact signal representation that leads to two forms of adaptive
implementation: one that requires matrix inversion but of a
reduced size, and another that completely eliminatesit. Chan-
nel estimation is coupled with phase tracking and prediction
to enable decision-directed operation in the presence of non-
uniform Doppler distortion, which in turn provides improved
performance and reduced overhead. Performance is demon-
strated on real data, recorded during a recent experiment in
the coastal North Atlantic.

Index Terms— MIMO, OFDM, non-uniform Doppler,
adaptive channel estimation, underwater acoustics.

1. INTRODUCTION

An underwater acoustic channel is characterized by a funda
mental bandwidth limitation (propagationis best supported at
low frequencies, e.g. 10 kHz for distances on the order of
1km), extended multipath (tens of ms), and severe Doppler
distortion caused by the inevitable motion and the low speed
of sound (1500 m/s nominally). Although the operational
bandwidth may be limited to only a few kHz, an acoustic
communication system is inherently (ultra) wideband since
its bandwidth is not negligible with respect to the center fre-
quency (on the contrary, the two can be comparable). This
fact results in Doppler shifting that is not uniform across the
signal bandwidth.

Orthogonal frequency division multiplexing (OFDM) has
recently been considered as a low-complexity aternative to
traditional single-carrier modulation for acoustic communi-
cations, with the focus on demonstrating its viability in the
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presence of non-uniform Doppler distortion. Two approaches
have been pursued: one based on the classical principles of
pilot-assisted, block-oriented detection [1], and another based
on decision-directed, adaptive block processing [2, 3]. The
latter approach relies on frequency offset tracking and phase
predictionto provide reliable symbol decisions, which in turn
enable reduction in the pilot overhead, and can aso lead to an
improved performance.

To increase the bit rate over alimited acoustic bandwidth,
we consider amulti-input multi-output (MIMO) spatial multi-
plexing system. We adopt the framework of decision-directed
adaptive block processing, making use of the Doppler com-
pensation principle [2] and focusing on channel estimation.

The problem of channel estimation in a MIMO OFDM
system operating with M transmit and M g receive elements
is that of finding M1 Mg frequency-domain channel coeffi-
cients for each of the K carriers.The channel between the
t-th transmitter and r-th receiver can also be described by an
impulseresponse, requiring L coefficientsin thetime domain.
In a bandwidth-efficient acoustic system, K can be (much)
greater than L, making it advantageous to estimate the chan-
nel in the impulse response domain, converting later into the
transfer function domain for data detection.

The received signal in each subband is related to M
transmitted data symbols, and, hence, a sufficient number of
observations (M L subbands) have to contain known sym-
bols. In block-oriented processing, these symbols must be
known a-priori (pilotsor null carriers) so that the channel can
be estimated from the signals observed in the correspond-
ing subbands. In contrast, block-adaptive processing utilizes
symbol decisions, and channel estimation can benefit from
signals received on all carriers. In either case, the solution
to the channel estimation problem, be it of least squares
(LS), minimum mean squared error (MMSE), or maximum
a-posteriori probability (MAP) type, involves a matrix in-
verse of size M L. Thisfact has motivated the devel opment
of pilot alocation strategies and channel estimation algo-

1Similar problemsare foundin dual -polarizationradio systems and multi-
wire channels[4].



rithms whose goal is to avoid matrix inversion or reduce its
complexity. Literature in the general area of (radio) commu-
nications abounds on this topic. Reduction in complexity has
been sought through selection of significant impul se response
coefficients which results in a reduced-size matrix inversion
[5, 6]. The adaptive algorithm presented in Ref.[7] eliminates
the need for matrix inversion by estimating each transmitter’s
response separately, having canceled the interference of other
transmitter(s) using channel estimates from a previous block.
This reference aso provides optimal pilot sequences that
simultaneously avoid matrix inversion and provide MMSE
performance. The complexity of the algorithm can further
be reduced by exploiting the correlation between adjacent
carriers [8]. The idea of decomposing the received signal
into individual transmitters’ contributions has further been
explored in Ref. [9], where the expectation-maximization
(EM) principleisused to arrive at the LS channel estimatesin
an iterative manner. The same MIMO-SIMO decomposition
is utilized in a MAP channel estimator [10], which exploits
low-rank approximation [11] to avoid matrix inversion. Chan-
nel estimation for MIMO sytems that aim for diversity gain
through space-time coding is addressed in Ref.[12].

MIMO OFDM over acoustic channels has been demon-
strated only recently [13, 14]. Ref. [13] presents a classi-
cal block-oriented approach in which the problem of multiple
channel estimation is decomposed into sequential estimation
of individual channels by sending pilot tones from one trans-
mitter at atime. Thisapproach offers simplicity of implemen-
tation, but its overhead growswith the number of transmitters,
eventually limiting the bit rate (L pilot tonesand (M — 1)L
null carriers must be reserved per transmitter). In an adaptive
block processing approach [14], pilot tones are used only to
initialize decision-directed channel estimation, which is per-
formed in thetransfer function domain, requiring parallel ma-
trix inversions of size M only. To provide sufficient number
of observations, this approach assumes the channel transfer
functionto beidentical between two (or more) adjacent carri-
ers (and, if necessary, between adjacent blocks). By doing so,
frequency correlation is exploited in a suboptimal, but com-
putationally efficient manner.

To fully exploit thefrequency correlation, wefocusonLS
channel estimation in the impulse response domain, seeking
reduction in complexity (and improvement in performance)
through channel sparsing and a block-adaptive method that
eliminates the need for matrix inversion. Multiple channels
are estimated simultaneously (rather than through successive
interference cancellation) and the process is coupled with
non-uniform frequency shift compensation.

The paper is organized as follows. After defining the sys-
tem model in Sec.2, channel estimation is discussed in Sec.3.
Sec.4 is devoted to performance illustration using real data
(256-carrier QPSK OFDM) recorded over a 2x12 shallow
water channel in a 2.4 kHz band centered at 11.2 kHz. Con-
clusions are summarized in Sec.5.

2. SYSTEM MODEL

The received signal after FFT demodulation is modeled as

M+
vi(n) =" HE (n)df(n)e! ™ + 20(n) (1)
t=1

where the indices ¢, r, k, n refer to the transmitter, receiver,
subband and time, respectively; H refers to the channel, z
to the noise, and d to the data symbols taken from an arbitry
PSK/QAM alphabet. The phase shiftis modeled as

0i.(n) = 0(n — 1) +a'(n)- 21 fi, T 2

where a!(n) represents the residual Doppler factor (after ini-
tial resampling) corresponding to the ¢-th transmitter,? f, =
fo + EAf is the kth carrier frequency, and T" = T + T,
is the time devoted to one OFDM block, which includes the
signal of duration T = 1/A f and the multipath guard time
T,. Assuming that a’(n)fi, << Af, Vt, k,n, inter-carrier
interference istreated as additional noise.
If we form the vectors

yi(n) = [yp(n) ...y " (n)] ©)
di(n) = [d}(n) ... dy"" (n)] (4)
zi(n) = [z(n) ...z, " ()] (5)

and the matrices
Hy(n) = [HY(n))i=1. Mpr=1.. Mg (6)
Ok(n) = diag[e’ "]y ar, )

we have that

yi(n) = di(n)Ok(n)Hy(n) + zx(n) (8

Given the channel matrix and the phases, the LS estimate of
the data symbols transmitted on the k-th carrier is given by

di(n) = yi(n)Hj (n) [Hi(n)Hy, ()] 'O (n)  (9)

where the prime denotes conjugate transpose, and we are as-
suming that Mr > Mr. When the channels and the phases
are not known, their estimates will be used instead of true val-
uesintheexpression (9). Symbol decisions can then be made,
e.g. by soft-decision decoding.

3. CHANNEL ESTIMATION

Let us define the discrete Fourier relationship

K-1
Hi(n) = ) hy(n)e 92m/X (10)
=0

2Experiments show that it suffices to use a single phase for multiple re-
ceivers[2, 3], but that different transmitters may reguire separate phases[14].



where the coefficients h; (TL) = [hfr(n)]tzl’m]V[T;T:Lm]V[R
represent the MIM O channel in the impul se response domain.
Note that fewer than K impulse response coefficients may
suffice to represent all of the K transfer function coefficients.
In particular, we define J as the number of significant im-
pulse response coefficients, and L as their total contiguous
span. The number of significant coefficients J isnormally not
known a-priori, and neither are their positions/;,j = 1,...J.
However, their total extent L is known from the expected
multipath spread, which is a system design parameter in any
OFDM system. Taking into account the fact that an underwa-
ter acoustic channel israrely of minimum phase, werecognize
that (10) can be written as

L—-1-A

Hi(n) = Y hy(n)e /2K (11)
I=—A

where A > 0, and itis understood that h;(n) = hx;(n) for
negative values of .
If we now form the matrices

yo(n) do(n)Bp(n)

Y(n) = ,Dg(n) =

yi-1(n) dg-1(n)Ok-1(n)
and define ® = diag[e 72™*/K];_ 1, the received sig-
nals can be expressed in asimple form:

L—-1-A
Y(n)= Y &Dy(n)hy(n)+Z(n) (12)
I=—A

where the matrix Z(n) contains additive noise.
For purposes of channel estimation, itis convenient to ex-
press the received signal as

Y (n) = A(n)h(n) + Z(n) (13)
where
A(n) = [® 4Dy(n)... ®L11Dy(n)]  (14)

and h(n) contains the corresponding terms h;(n), | =
—A,...L — 1 — A. If dl the data symbols are known,
the LS channel estimate can be obtained as

h(n) = [A'(n)A(n)] ' A’ (n)Y (n) (15)

Note that in order for a solution to exist, the necessary con-
ditionisthat K > My L. This condition can be interpreted
in two ways: (1) for a given number of carriers K, at most
K /My channel coefficients can be estimated; and (2) for a
given channel span L, at least My L observations are needed.
If fewer than K observations are used, as would be the case
in a block-oriented approach, then those rows of the matri-
cesY(n) and A(n) that correspond to the pilot carriers will

be isolated from the expression (13) to form a reduced set
of (P = MrL) observations. The underlying data symbols
(M~ per observation) have to be known. If al the data sym-
bols can be known, as it isthe case in a decision-directed ap-
proach, itisadvantageousto utilizeall K observationsinstead
of Mr L only.

The knowledge of data symbols rests on the ability to ac-
curately estimate the channel, and the assumption that the
channel does not change much from one OFDM block to an-
other. Channel estimates from the previous block can then
be used to make tentative symbol decisions that will in turn
be used to update the channel estimate. Note that pilot tones
can also be used to aid decision-directed operation, but their
number P need not be constrained by the channel length.

The complexity of the problem can be reduced through
channel sparsing. Namely, if only the J significant channel
entries are kept, the channel estimation problem (15) can be
re-defined using

A(n) = [®"'Dy(n) ... @ Dy(n)] (16)

which will yield a corresponding channe! estimate h(n) that
now contains only the terms fllj (n),j=1,...J. Thematrix
A'(n)A(n) isof size MrJ, andif J ison the order of afew
coefficients,® the problem becomes manageable with several
transmitters.

The set of significant coefficients, as we have used it, rep-
resents the union over al transmitters. Thissimplifies the no-
tation, but it is not necessary. Nonetheless, when transmitters
are co-located, it is reasonable to expect that their respective
channels will indeed exhibit similar sparsing patterns.

To determine the positions of significant coefficients, full-
size estimation (15) can be performed initially. Since theini-
tial estimate is made using known data symbals, the inverse
[A’(0)A(0)]~* can be pre-computed (the phase estimates are
zero initialy). Moreover, training symbols can be chosen so
as to optimize the estimator and simultaneously trivialize the
inversion [7].

The coefficients to be kept are determined as those whose
maghitude exceeds some threshold. For example, a thresh-
old can be set for each transmitter to v= 20% of the magni-
tude of the strongest coefficient obtained for that transmitter.
Some margin can aso be used to set J dlightly greater than
the value implied by initial channel estimation, to alow for
the possibility of coefficient migration.

Once the significant coefficients have been initialized,
channel estimation can switch to using the the reduced form
(16) in a decision-directed manner of operation.

3Trials with experimental data[3] have shown that fewer than ten coeffi-
cients may suffice for awideband (19 kHz-31 kHz) shallow water channel.



3.1. Adaptation

An adaptive channel estimator can be obtained by filtering the
instantaneous estimate, e.g. as

Ab(n—1) + (1= N[A (n)A(n)] A (n) Y (n)
(17)
where A € [0, 1) accounts for the filter memory. This esti-
mator still requires matrix inversion, and although its size has
been reduced, further simplification may be desired. One way
to addressthisproblemistoreplace A’ (n)A (n) by astochas-
tic approximation that would exploit the facts that the data
symbolsare uncorrelated, and rotated by different phases. We
leave this exercise for later, and focus simply on inspecting
the modeling equation:
Y(n) = A(n)h(n) + Z(n) (18)
This equation implies that A (n) can be regarded as an input
to a filter h(n), whose output, in the presence of noise, is
Y (n). Given that both the input and the output are known,
the filter can be estimated in the least mean squares (LMYS)
manner as

h(n) = h(n — 1) + pA'(n)[Y(n) — A(n)h(n — 1)] (19)

where 1. isthe step size. Since the initial value h(0) is com-
puted exactly using the known training symbols, slow conver-
gence of the LM S algorithm is not an issue.

It may beworthnotingthat if we weretoreplace A’ (n) A (n)
by KT, the expressions (17) and (19) would become identical
with p = (1 — X\)/K. This“replacement” corresponds to a
stochastic approximation of A’(n)A(n) by its mean. Such
an approximation is better justified when a greater number of
observations are used for channel estimation (ideally all K
and not only the pilot channels).

After the channel estimate has been updated using ei-
ther of the methods suggested, additional sparsing can be
performed by setting to zero those elements of h(n) whose
magnitude is bel ow some threshold (not necessarily the same
as the one used initially). Thiswill result in @ < J coeffi-
cients being kept on the average, and may further reduce the
effect of channel estimation noise on data detection. There
are two choices when it comes to updating: only those co-
efficients that have been kept can be passed on to the next
block, or al can be passed, athough only the selected ones
will be used for data detection. The better choice depends on
the channel dynamics, and is best made case-by-case.

Once the impulse response coefficients are available, the
corresponding transfer function coefficients (11) can be com-
puted for data detection (9). To do so, a set of FFTs can be
applied according to the expression (10), taking care that the
time-domain coefficients are appropriately arranged with ze-
rosinserted into K -element vectors.

3.2. Phase compensation

Phase compensation in a MIMO system is based on esti-
mating the Doppler factors a(n) for al transmitters. This
method is a straightforward extension of the SIMO case [2].
Assuming the existence of a previousestimate a‘(n — 1) and
the phase 6, (n— 1), aprediction for the current block is made
as

OL(n) = 0L(n—1)+a'(n—1)-2nfi T/, Vk,t  (20)
The existing channel estimate H;,(n — 1) isnow used to form
two types of symbol estimates according to the expression (9):
dy(n) is obtained using the predicted phase 6% (n), and d.(n)
is obtained using the outdated phase 6% (n). The former is
used to make tentative symbol decisions dy,(n), as the latter
may contain too large a phase offset. The underlying phase
error ismeasured as

Vi (n) = (di.(n)dy (n)), Yk, t (21)
and used to update the Doppler factors by averaging:
At _ i wltc (n)
a‘'(n) = 7 % o [T (22)
These values are now used to update the phases,
0t (n) = 0L(n— 1) +a'(n) - 20 fi T/, Yk, t (23

which are used to obtain the final symbol estimates and de-
cisions. If the Doppler distortion can be modeled as equal
for all transmitters (which isnot always possible), the expres-
sion (22) will include additional averaging over the transmit
elements.

4. EXPERIMENTAL RESULTS

An acoustic communications experiment known as “RACE”
(R stands for rescheduled) was conducted in March 2008 in
the Narragansett Bay, RI, by the Woods Hole Oceanographic
Institution (WHOI). The frequency range availablefor thisex-
periment was 10 kHz - 12.4 kHz, and the signals were trans-
mitted over a1 km long, 9 m-14 m deep channel. Two trans-
mitters, separated in the vertical by 60 cm, were deployed
3 m above the sea floor. The receiver, positioned 2 m above
the sea floor, consisted of a 12-element vertical array with a
10 cm element spacing.

Experimental signals were generated using K=128 and
256 carriers with QPSK modulation in each subband. The
BCH(64,10) code was used so as to match the one currently
implemented in the (single-carrier) WHOI acoustic modem.
Each string of 10 bits was encoded into a 32-symbol code-
word, and K/32 such codewords were mapped onto the
OFDM carriers keeping maximal separation between the
symbols of the same codeword to gain frequency diversity.



Confining the codewords to the same OFDM block does not
exploit time diversity, but it enables instantaneous decoding
for block-adaptive decision-directed operation.

Each transmission consisted of a frame (N OFDM
blocks) carrying 2'° coded bits. The signal parameters
are summarized in Table 1. QPSK bandwidth efficiency
isgiven as theratio of the bit rate to the bandwidth, R,/B =
2Mr /(14 BTg/K). Theeffective bit rate is further reduced
by coding; however, as the experimental results will demon-
strate, a weaker code (as well as a shorter guard time) would
have sufficed for the channel at hand.

OFDM/QPSK || K N Af R,/B
B=2.4KkHz 128 | 128 blocks | 18 Hz | 3 bpg/Hz
T,=16 ms 256 | 64blocks | 9Hz | 3.5bps/Hz

Table 1. Experimental signal parameters.

Fig.1 shows a snapshot of the channel obtained from an
independent probe prior to OFDM signal transmission. A
multipath spread of about 4 ms is observed, which trand ates
into =10 coefficients.

channel magnitude from probe matching

1.4

Fig. 1. Channel response estimates at 12 receivers are ob-
tained by matched filtering to a 127 element PN seguence
modulated onto an 11.2 kHz carrier at 2.4 kbps.

Figs.2 and 3 show the results of signal processing with
K=256 (similar results were achieved with 128 carriers).
OFDM was implemented with zero padding, and overlap
adding [15] was performed prior to FFT demodulation to take
into account 1 ms of the guard interval before, and 3 ms after
an OFDM block. Shown in the figure are the phase estimates
for several carriers, the channel responses for all receivers as
seen at the end of the frame using algorithm (19), and the
MSE in time (each value is an average over al carriers) and
in frequency (each value is an average over al subbands).
Various receiver parameters are listed in thefigure, as well as
the overall MSE (the average over al blocks and subbands)
and the bit error rate (BER) in the frame.

The initial size of the channel estimator was set to L.=10,
and A=1 coefficient was reserved for the “anti-causal” mul-
tipath. A threshold v = 0.2 yielded J = 4 significant coef-
ficients. The first block was used to initialize the algorithm,
and no pilots were used afterwards. Further sparsing resulted
in @=2.1 coefficients being kept on the average for the first
transmitter’s response and (=3.1 for the second (the average
is taken over time and over the receiving elements). Without
sparsing, an M SE penalty of 1.8 dB was incurred.

Reducing the number of receivers from M =12 to 4 re-
suled in a 1.5 dB loss in the MSE, and another 1.5 dB was
lost with M p=2. However, no bit errors were observed in ei-
ther case with the BCH code. Without coding, the BER was
about 0.09 (0.05 if correct decisions are fed to the estimator).
Choosing the step size . on the order of 0.1/K or less was
found to be a good general rule.

The algorithm (17) yielded excellent performance aswell,
withlow complexity (Mr.J=8). We emphasize, however, that
the present experiment was conducted in a mild environment,
using a bandwidth narrower than what could be available for
the same transmission distance. A more complex environ-
ment could limit the applicability of the algorithm (17) to situ-
ations with manageabl e-size matrix inversion. In contrast, the
algorithm (17) can easily be applied to awiderange of MIMO
problems. Regardless of the adaptation method used, it must
be kept in mind that data detection in a wideband acoustic
system benefits from channel sparsing which eliminates the
unnecessary estimation noise.

5. CONCLUSIONS

OFDM, which offers low-complexity post-FFT processing of
multipath-distorted signals, was considered in a MIMO set-
ting as a means of increasing the bit rate via spatial multi-
plexing over bandwidth-limited acoustic channels. To coun-
teract the inevitable motion-induced Doppler distortion, non-
uniform phase tracking was employed together with adaptive,
decision-directed channel estimation. Discarding theinsignif-
icant channel coefficients provides improved performance on
naturally sparse underwater channels, aswell asthe additional
benefit of reducing the size of the channel estimation prob-
lem in a MIMO framework. An adaptive estimator of the
LMS type was employed to further reduce the computational
complexity by eliminating the need for matrix inversion. The
algorithm was tested on experimental data, showing excel-
lent performance at no pilot overhead. Future tests will target
more challenging acoustic channels with wider system band-
widths.

When it comes to choosing the bandwidth, it may be in-
teresting to note the subtle relationship between the number
of significant coefficients J and their total span L. Namely,
the greater the bandwidth B, the greater will be the number
of contiguous coefficients needed to span a given multipath
spread T,,,,,, L = [BT,,;]. At the same time, the resolution



1/B will improve, and the equivalent discrete-time channel
coefficients will capture more of the physical propagation ef-
fect and less of delay dispersion caused by band-limiting at
the transmitter. Hence, as L increases above a certain limit,
J will reach a minimum. This minimum, which occurs as
the bandwidth grows, will be equal to the number of physical
propagation paths that significantly contribute to the received
signals. Itsexact valueis determined by the system geometry,
reflection and refraction properties, but in many situations of
practical interest it will stay low enough to warrant MIMO
processing of wideband acoustic signals.
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Fig. 2. Signal processing results for transmitter 1.
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Fig. 3. Signal processing results for transmitter 2.
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