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ABSTRACT Massive tremendous amount of miniaturized wireless Internet of Things (IoT) devices are

widely employed in many fields such as industrial production, social life, public (and defense) security and

management of human society. The limitation of node device’s energy capacity is the bottleneck issue of these

network systems.MACprotocol is a key communication protocol for such sensor nodeswhich both rationally

saves energy (an alternative to energy harvesting way) and improves the performances of the wireless sensor

networks. There are complex tradeoff optimization relationships between the size of contention window

and energy consumption, delay and collision, in which too large or too small contention window value

cannot make the network performance optimal. This paper firstly gives an optimization algorithm for the

size of the contention window through theoretical analysis, which can achieve a compromise between energy

consumption (i.e. alternative energy harvesting) and delay. Then, a global view based adaptive contention

window (GV-ACW) MAC protocol is proposed to further reduce latency and improve alternative energy

harvesting. The GV-ACW MAC protocol adopts the optimized size of contention window in the near sink

area to meet the functional requirements of data forwarding, while in the far sink area, the size of contention

window is larger than it required by node for data transmission so as to reduce the latency and thereby improve

the network performance as a whole. The theoretical analysis and experimental results show that, comparing

with previous MAC protocol, GV-ACW protocol can realize effective alternative energy harvesting which

resulting increasement of the network lifetime by 6% and reduce the network delay by 15%.

INDEX TERMS Wireless sensor networks, alternative energy harvesting, size of contention window, delay,

lifetime, Internet of Things.

I. INTRODUCTION

Internet of things (IoT) [1]–[3] makes use of sensor devices

widely deployed or existing in various equipment to realize

information collection at low cost, which provides a new

solution for themajor requirements of complex sensing appli-

cations in the key infrastructure such as monitoring sys-

tems [4], [5], intelligent traffic management and automatic

vehicles in traffic environment [6]–[8] and weather surveil-

lance platform. Significant advancements in the Internet of

Things (IoT) have generated various opportunities in the

field of healthcare [8], [9]. At present, various human health

The associate editor coordinating the review of this manuscript and

approving it for publication was Guangjie Han .

and medical equipment have been developed, such as the

devices monitoring human vital life signs [10], [11]. These

devices can be massively distributed in hospitals and other

large-scale internal environments, forming wireless sensor

networks (WSNs) [10]. There are also wearable devices

deployed on the human body forming theWireless BodyArea

Networks (WBANs) [12]. Most sensor nodes use wireless

communication to complete the perception of the surrounding

environments by collaborative communication [13], [14], so

an effective communication protocol is of great significance

to the promotion of the smart healthcare [15]–[17]. The

protocol of MAC is a basic protocol for WSNs and has an

important impact on the network performance [18]. The size

of Contention Window (CW) is the crucial element for MAC
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protocol [19], [21], which also has a great impact on many

performance evaluation parameters like packet loss probabil-

ity, end-to-end delay, delay jitter, link utilization, throughput

and energy consumption [19], which is particularly signifi-

cant for Internet of Things (IoT) [20], [21], so optimizing CW

is necessary.

There exit many schemes proposed for improving MAC

protocol [18]–[21]. Among them, adjusting the size of the

contention window to optimize the network performance is

one of the important methods [19]–[21]. The earlier research

mainly uses the optimized contention window, but once the

window size is determined it no longer changes. However, the

latest research adopts the adaptive contention window size,

which can be adjusted adaptively according to the network

status [19]–[21], so its performance is better than the method

of fixed window size. However, according to the existing

research, most of the proposed protocols perform optimizing

the contention window size only from the state of nodes

themselves instead of the global perspective of the network,

whose result is not optimal. In fact, there are some differences

in the impact of CW size on various indicators. For example,

in WSNs, the energy consumption of nodes in working mode

is 1000 times higher than that in sleeping mode. Therefore,

in order to save energy, nodes are supposed to be kept in

sleeping mode as much as possible [22]. In addition, the

sensor nodes generally adopt the duty cycle, that is, the nodes

periodically wake and sleep [22], [23]. The awake time is

composed of multiple different working states, one of which

is the CW time [19]–[22]. Therefore, if the CW time is larger,

the awake time of nodes is relatively longer, which makes the

energy consumption larger than that of nodes with small CW

[19]. When the CW becomes smaller, the awake time and

the energy consumption is reduced. However, the reduction

of CW may lead to an increase in the probability of packet

retransmission and the rate of packet loss, resulting in the

increased energy consumption because of data retransmission

is greater than the energy savings due to the reduction of

CW [19], [20]. Therefore, how to obtain the optimal CW size

is an issue worth studying. But from a global perspective,

even if each node obtains the optimized CW size, it still

cannot achieve the optimal effect from the global perspective

of the network. For example, due to the unbalanced energy

consumption in the network, for a node with energy surplus,

a CW value greater than the optimized result brings more

energy consumption, so the surplus energy can be further used

and the delay is reduced. Therefore, it can be seen that the

optimization results obtained from the global optimization

perspective are quite different from the previous studies,

which is worthy of further study.

In this article, a global view based adaptive contention win-

dow (GV-ACW) MAC protocol is proposed to alternatively

‘‘harvest’’ energy resulting improvement of the network life

and to reduce the communication delay. Themain innovations

of this work are as follows:

(1) By analyzing the relationship between the size of the

contention window and the network performance indicators,

an optimization algorithm is proposed, which helps to select

the appropriate contention window size to improve the per-

formance of the network.

Through the analysis, it is found that there is a complex

optimization relationship between the contention window

size, the energy consumption and the transmission delay.

When the contention window is large, the communication

conflicts between nodes can be reduced, thus the delay is

reduced. At the same time, it will decrease the energy con-

sumption due to less data retransmission, but on the other

hand it needs to consume more energy to maintain a large

contention window. Conversely, when the contention window

is small, the data collision rate will increase, leading to more

energy consumption of data retransmission, and the delay

is also increased. However, from another perspective, the

energy consumption of the node for maintaining the window

is reduced. In addition, a small window sizewill alsomake the

preamble time required before the data transmission shorter

and can reduce some delay. Based on the above analysis

and research, this paper theoretically gives the relationship

between various performance indicators and the size of CW,

and an optimization algorithm is designed for the selection

of size of the contention window, which leads to effective

alternative energy harvesting for the wireless sensor networks

as a whole.

(2) An adaptive contention window protocol based on

global view is proposed, which can effectively improve the

network performance.

Reducing energy consumption which means energy har-

vesting in substitution is an important consideration in the

design of the MAC protocol. From the global perspective

of WSNs, the energy consumption of nodes closer to the

sink node is much higher than that in the far sink area

(i.e. hotspots), because the nodes near the sink undertake

much more data. Therefore, according to relevant research,

although the energy consumption of nodes in the near sink

area is tense, the energy remaining rate of the nodes far from

the sink is as high as 90% [24]–[26]. Consequently, from a

global perspective, when determining the CW size of nodes

at the edge, it does not need to consider too much on their

energy consumption, but mainly optimizes the network com-

munication performance, including data conflict rate, packet

loss rate and delay. In this way, the network energy has been

fully utilized, and the communication performance has been

effectively improved as well.

(3) Through detailed theoretical analysis and simulation

experiments, it is confirmed that the strategy proposed in this

paper has good performance and effectiveness. By saving

and rationally utilizing energy of the nodes in the area of

near or far from sink node, the proposed Global View based

Adaptive ContentionWindow (GV-ACW)MAC protocol can

efficiently obtain alternative energy harvesting leading to

increasement of the network lifetime by 6% while reducing

the delay by more than 15%.

The rest of this paper is organized as follows. In Section 2,

the related works are reviewed. The system model and
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problem statement is described in Section 3. In Section 4,

the details of global view of adaptive contention window

(GV-ACW) MAC protocol are presented. Performance anal-

ysis is provided in Section 5. Section 6 is the analysis and

comparison of experimental results. We conclude our work

in Section 7.

II. RELATED WORK

Due to the development of microprocessor technology, there

are more and more devices connected to the Internet of Thing

[26], [27]. According to the estimation of researchers, the

number of devices connected to IoT has exceeded 20 billion,

which is rapidly increasing [28], [29]. Most of these IoT

devices have the ability to perceive data, thereby achiev-

ing the goal of sensing the world [30], [31]. Based on the

online Rewards-optimal Auction (RoA), paper [32] studied

the computation offloading and scheduler which is composed

of mobile devices (MD) supporting energy harvesting for

edge computing systems. In order to solve the problem of

the energy shortage of the Internet of Things, literature [33]

proposed a green IoT network based on the Lyapunov frame-

work that harvest energy from environmental energy and the

grid, and the network transmits data through access to the

licensed spectrum. A large number of IoT devices are mostly

located at the edge of the network forming an edge network

[34]–[36], which transfers the computing center from the

cloud to the edge of the network, called edge computing.

And it is integrated with artificial intelligence technology

[30], [37], security [38], [39] and privacy protection tech-

nology [35], which makes its development present an accel-

erated trend. Aiming at the sustainable resource allocation

problem of hybrid energy (HES) driving cloud radio access

network (CRAN), [36] studied radio units (RU) powered by

grid energy and energy harvested from green sources and

allocated channels to achieve links. It also proposes a net

gain optimal resource allocation (GRA) algorithm, which

effectively improves the sustainability of the battery. The

healthcare monitoring devices are basically self-organized to

a network in the form of wireless collaborative perception and

communication. TheMAC protocol is one of the most impor-

tant protocols in the network [18]–[21]. By weighting and

optimizing the mixed cost of time and energy consumption,

article [39] explored the method of minimizing the mixed

cost of time and energy (MOTE). Simulation experiments

show that compared with similar strategies, their algorithm

can always achieve the smallest mixed overhead of time and

energy (MOTE). According to the different mechanisms for

controlling collision avoidance at the data link layer, it is

divided into contention, contention-free and hybrid type [40],

[41]. In the contention MAC protocol, the sensor nodes in the

monitoring area share the same medium and then preempt

the only channel through contending the medium. Then the

node getting the channel can transmit the data. At present,

the mature contention MAC protocols include S-MAC [42],

T-MAC [43] and SIFT [44]. In the contention-free MAC

protocol, when the communicating nodes share the same

medium, the channel is divided into many sub-channels by

techniques such as time division multiplexing, code division

multiplexing or frequency division multiplexing. And then

the nodes select different sub-channels according to different

multiplexing technologies for information forwarding. In this

way, the sensor nodes can communicate without affecting

other nodes, thereby avoiding data conflicts. The existing

mature contention-freeMACprotocols includeDEANA [45],

LMAC [46], [47] and TRANMA [48]. In the hybrid MAC

protocol, based on the actual situation, two or more types

of the contention and contention-free MAC protocols are

combined across layers.

Wei Ye and John Heidemann of USC/ISI proposed the

S-MAC protocol [42] based on PAMAS [49]. This protocol

adopts three mechanisms: (a) periodic sleep and listening,

which reduces the unnecessary energy consumption under

the listening mode. (b) Virtual clusters are formed between

nodes to maintain the scheduling table of surrounding nodes

to control their scheduling information. (c) The RTS/CTS

mechanism is adopted to save the large energy consumption

caused by conflict failure and improve the data transmission

efficiency by sending the request message first to reserve the

channel. However, the main shortage of S-MAC is that in the

process of communication, when a node transmits messages

to another node which is just in the sleeping state, the node

must wait for the next cycle to communicate, which greatly

increases the network delay. It is to save energy by sacrificing

time delay. Moreover, the implementation of this protocol is

complicated and requires large storage space [42]. S-MAC

is very scalable and suitable for the network tolerating the

communication delay, and relatively has low requirements for

fairness between nodes.

Dam and Koen proposed a new contention MAC pro-

tocol: T-MAC (timeout MAC) [43]. In the T-MAC proto-

col, the active state and the sleeping state can be changed.

The data packets are mainly forwarded or received during

the active state, which reduces unnecessary energy con-

sumption by shortening the idle listening time. It applies

the RTS/CTS/DATA/ACK communication mechanism, but it

may cause the problem of early sleeping and increase the

network delay. There are two main solutions: the first is to

use the ‘‘future-request-to-send’’ (FRTS) mechanism, which

has the advantage of reducing the data transmission delay

and improving throughput. However, it increases the cost and

complexity of the protocol to maintain the synchronization

between the nodes. The other solution is to use the ‘‘full

buffer priority’’ mechanism, which can control the traffic in

the network, but increases the possibility of conflict when the

network data is large.

In the aspect of contention window, Kyle Jamieson et al.

[44] proposed the SIFT protocol. They found that in the

traditional window based contention MAC protocol, if there

is a conflict in the data communication, the node will double

the CW size by back-off algorithm to reduce the possibility of

collision next time. However, if the CW size is already large

but fewer nodes hear and respond to the event, the delay will
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increase. SIFT fixes the size of the contention window, and

then selects different possibility of sending messages for the

time slots, so the nodes can send messages in different time

slots without collision. The advantage of this protocol is that

the network delay is small, but the energy consumption of

nodes increases when listening to each time slot.

According to references [50]–[53], the algorithms related

to the contention window can be divided into two categories:

the first is adaptive while the other is adjustable. The adaptive

strategy is mainly that the nodes self-adjust the contention

window according to the surrounding information or the

network state. However, the adjustable type is to increase

or decrease the window size based on the existing basic

algorithms. The main related algorithms of the two categories

are introduced below.

A BEB algorithm is proposed in reference [51], but the

algorithm is mainly for wired networks. For WSNs, the situ-

ation in wireless networks is different, so the BEB algorithm

is supposed to be improved to adapt to WSNs. Therefore,

an improved MILD algorithm based on BEB is proposed

in reference [41], whose process is as follows: when nodes

conflict, the contention window size will double, otherwise it

decreases. Although it improves the fairness of the nodes to

some extent, when the window size is doubled even if there

is no conflict in the future, the contention window will not

decrease and always be at a large value, which increases the

network delay.

Kwon et al. proposed a FCR algorithm in reference [52].

In WSNs, not all nodes participate in the transmission con-

tention, so in this algorithm not all the nodes are redistributed

to contend. In this way, nodes can choose to send data without

conflict in a small contention window as much as possible,

and other nodes use binary exponential to reduce the slot

counter in the continuous idle slots. It can effectively solve

the problem of data collision, but it affects the fairness [53].

Bononi et al. [54] proposed a DCC algorithm, which

mainly adjusts the minimum contention window based on the

optimal ratio of conflict time and idle time in the network.

The analysis of Bianchi et al. [49] shows that when the

network is congested, increasing the contention window can

reduce conflicts and improve the network throughput, while

inappropriately increasing the window size will reduce the

network throughput when the network is idle.

To sum up, the contention window protocol mainly focuses

on two aspects of performance. (a) One aspect is the com-

munication performance, which mainly refers to packet loss

probability, end-to-end delay, delay jitter, link utilization and

throughput [55], [56]. (b) The other aspect is the energy con-

sumption, which is related to the fact that sensors nodes are

powered by batteries and the energy is limited, so it is required

to reduce the energy consumption as much as possible to

prolong the network life [57]. And the performance of these

two aspects is related. Generally, the energy consumption

of algorithms with better communication performance will

be relatively large. Therefore, energy consumption and com-

munication performance affect each other, which makes the

design and optimization of MAC protocols in WSNs more

complicated. The fairness of the protocol is supposed to be

considered, but the impact on the fairness in the design of CW

is small, so it is not the focus of research in this article [58].

III. NETWORK MODEL AND PROBLEM STATEMENT

A. NETWORK MODEL

The network model adopted in this paper is similar to [10],

[18], [22], where sensor nodes are uniformly deployed in a

circular area of radius, the density of nodes is expressed as,

and the sink node is located at the center of the circular area,

which is the final receiving station of information. We make

the following assumptions about the network model:

(1) The sensor nodes are distributed in the network ran-

domly and no longer move after the deployment. All sensor

nodes know the relative positions of other nodes, and can

sense the active state of the nodes within the sensing radius.

The number of hops from this node to the sink node can be

calculated through the Routing Diffusion Protocol [10], [18].

The data packets of the node are randomly generated, whose

probability is . Data packets are routed to sink nodes bymulti-

hop routing [18], [22].

(2) The initial energy of the sensor node is, while that of the

sink node has no restrictions. The energy of the node ismainly

used to listen to the channel, receive data and send data. And

the energy consumption of other non-primary factors can be

ignored.

B. CONTENTION WINDOW MODEL

The protocol used in WSNs is 802.11. When the messages

sent conflict during the contention of multiple sensor nodes

for one channel, the contention window of the node changes

as follows. The node firstly detects whether the channel is

idle. If the time is as long as DIFS (Distributed Inter-frame

Spacing), the node randomly selects a window to send mes-

sages and monitors the channel status at this time. If it is idle,

the window value selected decreased by 1, andwhen the value

is 0, the sensor node can send a message. However, when

the window values of multiple nodes at this time reach 0, a

conflict occurs and the nodes need to adjust the value of the

contention window according to the corresponding back-off

algorithm. If CW is greater than CWmax , it will no longer

increase and be recorded as CWmax . Correspondingly, if it

is less than CWmin, it will no longer decrease and maintain

CWmin. If there is no conflict, the node can send the message

directly.

The contention window is mainly composed of multiple

time slots, and the unit is represented by slot_Time. The num-

ber of time slots is the value of the contention window.CWmin

and CWmax represent the minimum and maximum value

of the contention window respectively. Among them, the

maximum value and the minimum value are mainly related

to the physical layer, the maximum value CWmax = 1023.

However, the minimum value is slightly different. For the

frequency hopping network, CWmin = 15, while CWmin in

the spread spectrum network is 63 [58].
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The BEB back-off algorithm in reference [38] is used.

The algorithm process is as follows. Suppose the number of

competing nodes is n. Every time all nodes participate in the

channel contention, the total number of back-off algorithms

is m. Then the probability that node v selects the time slot as

x to send is calculated by Eq. 1.

Pij =
1

Lij
, i = 1, . . . n; j = 0, . . . ,m. (1)

In Eq. 1, Lij is the value of CW of node i during the jth

back-off, and Li0 = CWmin + 1, Lim = CWmax + 1. If

the back-off time selected by node u is the same as node v

at this time, they will conflict and need to perform the back-

off algorithm again. From the above, we know only ensure

that other nodes do not choose the same back-off time, can

the back-off succeed. Therefore, the following probability

formula for each back-off process is as Eq. 2.

Paij = C1
Lij

∗
1

Lij
∗

n
∏

k 6=i

(

1 −
1

Lkj

)

. (2)

In the above formula, i = 1, . . . , n, j = 0, . . . ,m, k =

1, . . . , n. Then we use the averaging method and Eq. 2 to

obtain the average value of the contention window as deter-

mined by Eq. 3 as below.

L̄ =

m
∑

j=0

Paij ∗ Lij. (3)

In Eq. 3 above, i represents the node number. The contention

window value increases in multiples. According to the above

formula, it can be seen that during the contention, L̄ will

increase with the number of back-offs. In this way, the pos-

sibility of conflict is smaller and the network connectivity is

better. The focus of this study is how to choose the appropriate

size of contention window to optimize the network perfor-

mance. To understand this paper, Table 1 gives the symbols

and meanings used in this article.

C. ENERGY CONSUMPTION MODEL

Using a typical energy consumption model [15], the energy

consumption of sending data is as shown in Eq. 4, and that of

receiving data is in Eq. 5.
{

Et,1 (d) = lEelec + lεfsd
2 if d < d0

Et,2 (d) = lEelec + lεampd
4 if d ≧ d0

(4)

Er (l) = lEelec. (5)

In the above formula,Eelec represents the energy consumed

by the transmitting circuit. If the transmission distance is

less than the threshold d0, the free space model is applied in

the power amplification loss. Instead, when the transmission

distance is greater than or equal to d0, the multipath atten-

uation model is used. εfs, εamp are the energy required for

power amplification in the two models respectively. In Eq. 5,

l represents the number of data bits. In this paper, the specific

settings of the above parameters are taken from reference

[15], as shown in Table 2.

TABLE 1. Abbreviations and their meanings.

TABLE 2. Network parameters.

D. PROBLEM STATEMENT

The goal of the GV-ACWMAC protocol design in this paper

is to reduce energy consumption, network delay and packet

loss rate, so as to ensure that the network has a longer net-

work lifetime. The research problems in this article can be

summarized as the following three aspects:

1) NETWORK LIFETIME MAXIMIZATION

According to reference [53], when a sensor node dies in

the network, the connectivity performance of the network

is obviously weakened. Therefore, the network lifetime is

defined as the time from the start of network work to the

death of first node. The initial energy of the network node

is Eini, and the average energy of the node k in a round of
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data collection is ek , hence we get Eq. 6.

max (l) = max
(

Eini/max1≤k≤n (ek)
)

. (6)

2) MINIMIZING DELAY

The time required for the data packet from being received by

node i (expressed as ni) to be successfully received by the next

node is recorded as Di. While the time for data transmitted

from the source node ni to the sink is called end to end delay,

which is the sum of the delay of all nodes on the routing path

to the sink, as shown in Eq. 7:

Di,e2e =
∑j

k=i
Dk |nk ∈ Pi. (7)

where Pi represents the set of nodes on the routing path from

node ni to the sink.

Therefore, the research problem of reducing delay is

expressed as Eq. 8.

min
(

Di,e2e

)

= min

(

∑j

k=i
Dk

)

|nk ∈ Pi. (8)

3) MINIMIZING PACKET LOSS RATE IN THE NETWORK

When designing the MAC protocol, the packet loss rate

should be as small as possible. In this model, according to the

actual situation, the difference between the actual amount of

data sent by nodes and that received by the sink is taken as the

target function, which is recorded asmin(P) = min(get/total),

where total represents the number of data packets generated in

the network, and get is the number of packets received by the

sink node.

To sum up, the comprehensive objective function is

expressed as follows:














max (l) = max(Eini/max1≤k≤n (ek))

min (Di) or min
(

Di,e2e

)

= min
(

∑j
k=iDk

)

|nk ∈ Pi

min (P) = min(get/total).

(9)

IV. THE DESIGN OF GV-ACW PROTOCOL

A. RESEARCH MOTIVATION

The research motivation of the GV-ACW protocol proposed

in this article is given below:

(1) Appropriately increasing the value of the contention

window of the node can reduce the delay in the network, and

help to reduce the packet loss rate, thereby improving network

performance. Fig. 1 and Fig. 2 show the relationship between

the contentionwindow size and network delay and packet loss

rate respectively.

In Fig. 1, it can be seen from that under a certain network

environment, the relationship between the contentionwindow

and the network delay is as follows: When the contention

window of the node becomes larger, the delay decreases,

because the probability of each node choosing the same time

slot to sendmessages is smaller, that is, the probability of data

collision is smaller. If there is data collision, the nodes will

have to contend for the window again, so the delay increases

greatly. Therefore, when the window size is large, although

FIGURE 1. Relationship between contention window size and network
delay.

FIGURE 2. Relationship between the size of the contention window and
the packet loss rate.

the nodes wait a longer time for sending slots, the waiting

time is still relatively smaller than the increased delay due

to the data collision. So the total delay of sending data is

reduced. Conversely, when the contention window is small,

each node has fewer time slots to choose for sending data,

and the possibility of selecting the same time slot is greater,

leading to more data collisions and more data packet retrans-

missions, thus the entire network delay will be increased.

In addition, there is a similar relationship between the size

of the contention window and the packet loss rate, that is,

under certain network conditions, when the contention win-

dow becoming larger, the packet loss rate tends to decrease

(see Fig. 2).

(2) With the increase of the contention window, the energy

consumption of the nodes will increase to a certain extent,

because the node needs to keep a larger window time.

Fig. 3 and Fig. 4 show the energy consumption of net-

works under different contention window sizes. Comparing

Fig. 3 and Fig. 4, it can be seen that the energy consumption

applying a large contention window is significantly higher

than that of a smaller window. However, no matter what

kind of contention window is adopted, the overall energy
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FIGURE 3. Node energy consumption of small contention window size.

FIGURE 4. Node energy consumption of large contention window size.

consumption trend of the network is the same, that is, the

energy consumption of nodes near the sink is higher, while

that of nodes in the far sink area is lower. The reason for the

unbalanced energy consumption is that the data collection in

WSNs is a ‘‘many-to-one’’ mode. The nodes in the near sink

area undertake much more data than the nodes at the edge,

causing the more energy consumption.

From the above analysis, if the contention window is

appropriately increased, the communication performance of

the network will be improved, including delay and packet

loss rate, but it needs to consume more energy, which may

affect the lifetime of network. However, from the global

view of the network, due to the unbalanced energy con-

sumption in WSNs, there is still a large amount of residual

energy in the nodes in the far sink area. Therefore, if the

energy-intensive near sink area applies an optimized con-

tention window size, and the nodes in the far sink area use

the remaining energy to increase the size of the contention

window of nodes, the network performance can be optimized

without reducing the network lifetime. Therefore, this is the

motivation for researching the GV-ACW protocol in this

paper.

B. OVERVIEW OF GV-ACW PROTOCOL

The main idea of GV-ACW protocol is to make full use of

the remaining energy of the nodes in the non-hotspot area

to adjust the size of the contention window from the view

of entire network. Therefore, this section first gives the fol-

lowing conclusions: In a planar network, nodes that are three

hops away from the sink have sufficient energy to adjust the

size of the contention window without reducing the network

lifetime.

Theorem 1: in a planar wireless sensor network, if the trans-

mission radius of the node is r , then the node with the highest

energy consumption in the network is 4 times the energy

consumption of the node outside the sink 3r .

Proof: In this network, the sensing radius of the nodes

is r to ensure that the nodes can receive data packets from

the last routing. And the density of sensor nodes per unit

length is ρ. The arc length Li = θ ∗ r ∗ i. In this way, the

number of routing nodes on the i-th layer is Ni = Li ∗ ρ. And

because the probability of event generation is ω, the event

generated by this layer of routing is Niω. Therefore, the total

energy consumption of routing nodes on the i-th layer can be

calculated by Eq. 10:










Ei = Eir + Eis

Eir = Ni+1Er

Eis = (N i+1 + Ni)Es

(10)

where E4r = 0,E4s = N4Es = N4

(

lEelec + lεfsd
2
)

=

4θrρω
(

lEelec + lεfsd
2
)

.

The average energy consumption is E i = Ei/Ni. Combin-

ing the average energy consumption formula with the above

formula, the following equations can be obtained separately:

E4 = 4θrρω

(

lEelec + lεfsr
2
)

/(4θrρω),

E3 = (4θrρωlEelec + (lEelec + lεfsr
2)

×(4θrρω + 3θrρω))/(3θrρω),

E2 = ((4θrρω + 3θrρω)lEelec + (lEelec + lεfsr
2)

×(4θrρω + 3θrρω + 2θrρω))/(2θrρω),

E1 = ((4θrρω + 3θrρω + 2θrρω)lEelec + (lEelec + lεfsr
2)

×(4θrρω + 3θrρω + 2θrρω + θrρω))/(θrρω).

So, we get:

E1

E4

=
9Eelec + 10(Eelec + εfsr

2)

Eelec + εfsr2
> 4.

E1

E3

=
9Eelec + 10(Eelec + εfsr

2)

(4Eelec + 7(Eelec + εfsr2)/3)
> 4.

1) DESIGN IDEA OF GV-ACW PROTOCOL

In the previous existing strategies, themain consideration was

how to save energy as much as possible, which is different

from the GV-ACW MAC protocol. From the global view of
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the network, although the energy consumption of the near

sink area is high, but the nodes at the edge still have surplus

energy. Therefore, for the nodes with energy surplus, we

are not supposed to consider too much about energy saving

when designing their contention window size, but mainly

consider the improvement of other network performance such

as delay, packet loss rate. It can not only reduce the network

performance, but also improve the network lifetime. Hence,

the GV-ACW MAC protocol mainly focuses on the perspec-

tive of overall network performance optimization, and uses

different contention window sizes according to the remaining

energy of the nodes. From Theorem 1, the energy consump-

tion of the nodes within one hop to the sink is the highest.

Therefore, the nodes in this area adopt the optimized window

size to minimize the energy consumption so as to improve the

network lifetime. For nodes in the range of 2 hops from the

sink, the contentionwindow is appropriately increased. As for

the node that is 3r away from the sink, its energy consumption

is only 1/4 of the node within 1 hop to the sink, so there

is a large amount of residual energy supporting the node to

survive.

Through the analysis above, the energy consumption of

layer 1 is oftenmore than four times that of layer 3. Therefore,

it is defined that the nodes within the layer 2 route adjust

the size of the contention window according to the adaptive

method, and the nodes outside the layer 2 route appropriately

continue increasing the contention window size based on

the adaptive adjustment. In this way, in the GV-ACW MAC

protocol, the network is divided into two parts: (a) High

energy consumption area, which is mainly the area close

to the sink node. It is also proved in Theorem 1 that the

energy consumption of this area (within one hop range) is

more than four times that of the outside area; (b) Low energy

consumption area, mainly the area far away from the sink.

The energy consumption of this area is much lower than

that of the high energy consumption area. In this way, the

GV-ACWMAC protocol has the following advantages:

(1) The energy utilization and network lifetime are

improved. On the basis of the traditional protocol, the con-

tention window size of the node is adjusted by adaptive

method, and the residual energy of nodes far from the sink

is used to appropriately increase the contention window size.

This adaptive adjustment can not only reduce the energy

consumption of the nodes in the near sink area, but also make

full use of the energy of the nodes at the edge, so the network

lifetime is improved.

(2) The network delay and packet loss rate are reduced.

The network delay refers to the total time spent from the

data preparation for submission to the sink node receiving

the data. There are multiple sensor nodes in the WSN, so the

average delay is used as the result indicator. In the protocol

designed above, by adjusting the contention window size, the

probability that two nodes choose the same backoff time is

reduced. As a result, the delay and collision of the nodes in

the network are lower, and the packet loss rate of the nodes is

decreased accordingly.

(3) It improves the network throughput. In a WSN with the

event occurrence probability of ω, the number of data packet

transmissions is basically unchanged. The protocol in this

paper reduces the possibility of node collision, and to a certain

extent, improves the network throughput and communication

performance.

2) OVERVIEW OF GV-ACW MAC PROTOCOL ALGORITHM

An adaptive adjustment contention window protocol is pro-

posed, which has two main improvements: it can not only

estimate the network performance of the network, but also

automatically adjust the window size according to the con-

tention condition of surrounding nodes. In the protocol, the

network is mainly divided into a high energy consumption

area (ℵ area) and a low energy consumption area ( area). The

protocol process consists of the following steps:

(1) Division of the area: According to the energy consump-

tion of the network and based on Theorem 1, the system

divides the network into two areas: the area within one hop

to the sink called high energy consumption area and the rest

area called low energy consumption area.

(2) Node hop count: First, all node hop values are initial-

ized to 0. Then the sink node broadcasts a message. If one

node receives the message, its hop value is recorded as Hi,

which equals to the hop value of the sink plus 1. At the same

time, it is marked as a visited node. Then, select the visited

nodes in turn to broadcast messages like the sink node, and

update the minimum hop value of other unvisited nodes.

(3) The shortest routing path to the sink node: if the next

node is allowed to receive message and the nearest to the sink

node, then it will be used as a relay to pass the message to the

sink node.

(4) Adaptive adjustment process of the contention window:

First, calculate the number of contentions of surrounding

nodes and the number of hops of the node, and then the initial

contention window value of the node is obtained through

Eq. 11. Then, a time slot in the window is randomly selected

by the node to send messages. If the message conflicts, the

contention window parameters should be reduced to increase

the size of the window to avoid possible conflicts next time.

If there is no conflict, we are supposed to observe whether

the delay threshold is exceeded, and if it is, continue reducing

the contentionwindow parameters appropriately to reduce the

network delay. Until there is no conflict and the delay is less

than the threshold, the adjustment process ends.

In the 802.11 protocol, according to the analysis in [45],

there is a strong relationship between the contention window

and network performance. When the network is congested,

appropriately increasing the contention window can not only

improve network throughput, but also reduce data conflicts

and network latency. However, when the network is idle, the

excessive contention window value will harm the throughput

of the network instead, which in turn affects the performance

of the network. Therefore, an appropriate mechanism to

adjust the contention window is very important for the net-

work. [46] shows that the size of contention window should
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dynamically change with the network conditions. When there

are fewer contention nodes in an area, appropriately reduc-

ing the contention window size is conducive to improving

network throughput. As mentioned above, the contention

window determines some performance of the network, such

as network delay, packet loss rate and so on. The calcula-

tion formula of the contention window of each node can be

expressed as Eq. 11.

CW i = CW init ∗

(

Ni
/

Hi

)

. (11)

In the above formula, CW i represents the contention window

size of the node i, and CW init represents the initial value

of the contention window size, which can be calculated as

CW init=(CWmin + CWmax)/2. Ni is the number of nodes

contending around the node i, that is, the total number of

nodes within the sensing radius of the node i, Hi represents

the hop number of node i. The algorithm process is illustrated

in step (2).

When the network structure changes, the size of the con-

tention window in the above formula cannot be changed

dynamically bringing a certain impact on the network, which

is a key problem to be solved. The size of the contention

window is directly proportional to the amount of data and

inversely proportional to the data transmission rate. In order

to reflect the actual situation of the contention window size

more accurately, these two factors must be considered, and

an adaptive parameter is added to achieve the adaptive adjust-

ment, as shown in Eq. 12.














CW adapt = CW init ×
Ni
Hi

(

Sp
v

)

(

1

α

)

i ∈ ℵ

CW adapt = CW init ×
Ni
Hi

(

Sp
v

)

(

1

β

)

i ∈

(12)

And because Sp = (z+ 1)+
Z (1+Z )r

2x
, where z =

⌊

R−x
r

⌋

,x

represents the distance of the node from the Sink node. In

summary, Eq. 13 is available and as shown below.






























CW adapt = CW init ×
Ni

Hi

(

(z+1)+
Z (1+Z ) r

2x

)

v

1

α

CW adapt = CW init ×
Ni

Hi

(

(z+1)+
Z (1+Z ) r

2x

)

v

1

β

(13)

In Eq. 13, Sp denotes the size of the data packet, and v

denotes the rate of data transmission. In addition, α and β

are the coefficients of contention window in ℵ area and area

respectively. From the above formula, if α and β become

smaller, the contention window size will become larger, and

the network conflict and data packet loss rate will be reduced.

Otherwise, the smaller contention window size will increase

the network conflict and data loss packet rate.

Fig. 5 shows the relationship between the adaptive con-

tention window size and the distance of nodes from the sink.

The initial value of parameters is set as α = 0.5, β = 0.5, and

other parameters are shown in Table 2. It can be seen from

FIGURE 5. Relationship between contention window and distance.

FIGURE 6. Flow chart of adjusting contention window in GV-ACW MAC
protocol.

the Fig. 5 that the contention window size decreases with the

increase of distance. The main reason is that: (1) the number

of data packets is inversely proportional to the distance, so

when the distance from the sink is larger, the number of

packets is smaller; (2) the node hop count is proportional

to the distance, so the larger distance can bring a larger hop

count; (3) the number of contending nodes is proportional to

the distance, so there is more contending nodes in the near

sink area.

Combining the above formula and step 4, the process of the

whole contention window adjustment algorithm is shown in

Fig. 6.
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TABLE 3. Abbreviations and their meanings.

3) DETERMINATION OF PARAMETERS IN GV-ACW MAC

PROTOCOL

In this paper, the parameters of protocol algorithm are set in

reference [51], [52]. The specific parameter values are shown

in the table 1 and is as shown below.

V. THE PERFORMANCE ANALYSIS IN THEORY

This section gives the theoretical analysis and optimization

of the GV-ACW MAC protocol through a series of theorems

and inferences from several performance indicators such as

energy consumption, network lifetime, network delay and

packet loss rate.

A. ANALYSIS OF NODE ENERGY CONSUMPTION IN

GV-ACW MAC PROTOCOL

In WSNs, the factors affecting the performance of packet

transmission mainly include the amount of data that

nodes need to forward and the congestion of network.

The communication mechanism adopted in the model is

RTS/CTS/DATA/ACK. Considering the length of RTS/CTS

frame, the data packet is composed of the header, the effective

section and the tail, which total length is L. The length of

ACK packet is recorded as Lack . If the speed of sending data

in the network is v, the energy consumption for a node to

complete a data transmission is as described in Theorem 2.

It has been proved in [10] that the number of data packets

at a distance of x to the sink is:

S ′
x = (z+ 1) +

Z (1 + Z )r

2x
, where z =

⌊

R− x

r

⌋

. (14)

The probability that a node generates a data packet in a

cycle is ω, and the number of data packets at a distance of x

to the sink is:

Sx =S ′
xω= ((z+1)+

Z (1+Z ) r

2x
)ω, where z=

⌊

R−x

r

⌋

.

(15)

Theorem 2: Assume the radius of the network is R, and

the length of the contention window is Lcw. In one cycle, the

active time is ta, and the sleep time is ts, and then the energy

consumption of the node at distance of x is:

Ex = εst
′
s + εr tr +

Lcw + 1

2
τεcw + ε′

sts

+

(

ta −
Lcw + 1

2
τ − tr − t ′s

)

εlpl . (16)

where t ′s =
Ssx
v

(L + Lack) ,tr =
Srx
v
(L + Lack ).

Proof:Assuming that the distance between the node and

the sink node is x, according to the lemma, the number of data

packets sent and received is Ssx and S
r
x , respectively. Then:

The reception time of the node is:

tr =
SrxL

v
+
SrxLack

v
=
Ssx

v
(L + Lack) . (17)

The sending time of the node is:

t ′s =
SsxL

v
+
SsxLack

v
=
Srx

v
(L + Lack) . (18)

When contending for the channel, the node is in the active

state, and the expectation of the transmission time slot

selected from the contention window whose size is Lcw is:

E (Lcw) =
1

Lcw
(1 + · · · + Lcw) =

1 + Lcw

2
. (19)

And because the length of the time slot is τ , the total average

back-off time spent is:

tcw =
1 + Lcw

2
τ. (20)

The low energy consumption time of the node is:

tlpl = ta −
Lcw + 1

2
τεcw − tr − t ′s. (21)

According to the sleeping time of ts, the total energy con-

sumed by the node in one cycle is:

Ex = εst
′
s + εr tr +

Lcw + 1

2
τεcw + ε′

sts

+

(

ta −
Lcw + 1

2
τ − tr − t ′s

)

εlpl .

Theorem 2 above assumes that the success rate of sending

packets is 100%. Obviously, it does not conform to the actual

situation of the network, so the energy consumption situation

without the above assumption for network transmission is

given below. When the data packet is sent unsuccessfully, the

data retransmission mechanism is used to ensure that the data

packet transmission reaches certain reliability. The number of

data packet retransmission is defined as c, and there is also a

packet loss rate during the message sending process, defined

as ϕ. Then the energy consumption of the node is as described

in Theorem 3.

Theorem 3: Suppose the radius of the network is R, and

the length of the contention window of the node is Lcw. The

average backoff time selected by the node is (Lcw+1)τ/2. In
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a cycle, the active time is ta, and the sleep time is ts. Then the

energy consumption of the node at distance x is:

Ecx = εst
c
s + εr t

c
r +

c (Lcw + 1)

2
τεcw + ε′

sts

+

(

ta −
Lcw + 1

2
τ − tr − t ′s

)

εlpl . (22)

where tcs =
Ssx
v

(

cL +
Lack
1−ϕ

)

, tcr =
cSrx
v

(

Lϕ +
Lack
1−ϕ

)

.

Proof: The average number of data packet retransmis-

sions of the node is c, and the communication mechanism

adopted by the model network is RTS/CTS/DATA/ACK.

Therefore, after the node connecting to another node through

the handshake, as long as the ACK is received when the data

has been sent, it means the transmission completes. Messages

may be lost during the transmission process, and the proba-

bility of loss is set to ϕ, so the probability of successfully

receiving the message is 1 − ϕ. To successfully receive an

ACK, the expected times of sending data is 1
/

(1−ϕ).

Suppose the distance between the node and the sink is x.

According to the lemma, the number of data packets sent and

received is Ssx and S
r
x , respectively. Then the time it takes for

the node to send data is:

tcs =
SsxcL

v
+

SsxLack

v(1 − ϕ)
=
Ssx

v

(

cL +
Lack

1 − ϕ

)

. (23)

In the process of receiving data, due to the packet loss

rate and retransmissions, the number of data packets received

by the node is actually ϕcSrx . Because the ACK response is

required for all received data packets, and the number of ACK

response is c
1−ϕ

, so the amount of ACK is c
1−ϕ

Srx . Then the

time it takes for the node to receive data is:

tcr =
ϕcSrxL

v
+

c

1 − ϕ

SrxLack

v
=
cSrx

v

(

Lϕ +
Lack

1 − ϕ

)

. (24)

It can be obtained that the time when the node is in low

power state is:

tlpl = ta −
Lcw + 1

2
τ − tr − t ′s. (25)

Since the data packets need to be retransmitted c times, the

average back-off time of the node is c(Lcw+1)
2

τ , where the

sleeping time of the node is still ts, so the total energy (i.e.

Ecx ) consumed by the node in one cycle is:

Ecx = εs
Ssx

v

(

cL +
Lack

1 − ϕ

)

+ εr
cSrx

v

(

Lϕ +
Lack

1 − ϕ

)

+
c (Lcw + 1)

2
εcw + ε′

sts

+

(

ta −
Lcw + 1

2
τ − tr − t ′s

)

εlpl

= εst
c
s + εr t

c
r +

c (Lcw + 1)

2
τεcw + ε′

sts

+

(

ta −
Lcw + 1

2
τ − tr − t ′s

)

εlpl .

Theorem 4: Assume the size of the contention window of

the major node is Lcw, and the average size of the window of

its contention nodes is L. In a round, the relationship between

the number of data retransmissions cLcw and the contention

window size is:

cLcw = (L − 1)







(

1

LcwL

)2

−

(

1

LcwL

)3

1 − 1

LcwL







(

LcwL − 1

LcwL

)

.

(26)

Proof: Assuming that the random backoff time selected

by the current node A is the same as the backoff time selected

by the surrounding neighbor node B, the data sent will con-

flict, and then the data should be retransmitted. Because the

contention window size of node A is Lcw, the probability of

choosing to retransmit the data is:

PA =
1

Lcw
. (27)

The probability that node B will select this moment is:

PB =
1

L
. (28)

Then, the one retransmitting scenario is that, node B

chooses the same time slot as node A to send the first time,

and in the second retransmission, node A and node B choose

different time to send data to avoid conflicts, so the probabil-

ity is:

P1 =
1

Lcw
×

1

L
×

1

Lcw

(

1 −
1

L

)

. (29)

Similarly, we can deduce the following probability of j

retransmissions:

Pj = (
1

Lcw
)
j+1

× (
1

L
)
j

×

(

1 −
1

L

)

. (30)

Therefore, the number of retransmissions EE(c) is:

cLcw = P1 × 1 + P2 × 2 + · · · + Pn × nn

= (L − 1)











(

1

LcwL

)2

−

(

1

LcwL

)3
−

(

1

LcwL

)n+2
1

LcwL

1 − 1

LcwL

−

(

1

LcwL

)n+3

n











×

(

LcwL − 1

LcwL

)

. (31)

Thus, we get:

cLcw = (L − 1)







(

1

LcwL

)2

−

(

1

LcwL

)3

1 − 1

LcwL







(

LcwL − 1

LcwL

)

.
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FIGURE 7. The impact of contention window size on the retransmission times and energy consumption. (a) Distribution of the size of
the contention window. (b) Node energy consumption under different competing window size. (c) Distribution of data retransmission
times at different distances. (d) Relationship of data retransmission times and energy consumption of nodes.

From the above formulas, the results shown in Fig. 7 below

can be obtained. Fig. 7(a) shows the size of the contention

window of nodes at different distances. Fig. 7(b) illustrates

the relationship between the energy consumption and the

average contention window size. It can be seen from Fig. 7(a)

and Fig. 7(b) that the larger the contention window size

value, the more energy consumption. Fig. 7(c) shows the

data retransmission times of nodes at different positions, and

Fig. 7(d) illustrates the relationship between the retransmis-

sion times and the energy consumption. In these two figures,

more retransmissions bring the greater energy consumption.

B. ANALYSIS OF AVERAGE TRANSMISSION DELAY IN

GV-ACW MAC PROTOCOL

Network delay is a critical indicator in the network perfor-

mance. In this paper, it is defined as the time spent from the

node preparing to send data to the sink node receiving the

data. It mainly consists of the sending time, waiting time, and

propagation time. The delay is closely related to the packet

size, the contentionwindow size, and the number of surround-

ing contending nodes. When the number of contending nodes

around is smaller, the network performance is better and the

delay is shorter. When the data transmission rate is fixed, the

larger node data packets make the transmission time longer.

And when the contention window size is appropriately larger,

the conflicts will be reduced and the waiting delay will be

shorter. From the above analysis, it can be concluded that

there is a functional relationship between the delay and these

three factors, which is recorded as follows:

Tdelay = F
(

S,CW ni ,Num
)

. (32)

In the above formula, S represents the amount of data sent

by the node, and CW ni is the contention window size of

the ni node, and Num represents the number of surrounding

contending nodes, which is directly proportional to factors

such as the node density ω, so the function can also be
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recorded as:

Tdelay = F
(

S,CW ni , ω
)

. (33)

Theorem 5: The network delay function is Tdelay =

F(S,CW ni ,ω), then when the distance from the sink node is

x, the entire network delay is:

T xdelay = F
(

Sx ,CW
x
ni
, ω
)

=

(

Sx ∗ L

v
+
x

v
+

∂

CW x
ni

)

∗

(

1

1 − ϕ

)

. (34)

Proof: (i) The data transmission rate in the network is

v, and Sx data packets need to be sent at the distance of

x from the sink. Then the total length of the data packet

is Sx∗L, and the entire transmission delay is Sx∗L
v

. (ii) The

contention window size of the node is CW x
ni
. Because the

contention window size is inversely proportional to the delay,

so the waiting delay of the node when selecting the data

transmission slot is ∂
CW x

ni

, where ∂ is a window coefficient.

(iii) The transmission distance is x, so the transmission time

is x
v
. (iv) The packet loss rate during data transmission is ϕ,

so the probability of the node successfully sending a message

is 1 − ϕ. Then it is expected to send 1
1−ϕ

times to ensure

successful reception. Therefore, it can be concluded as:

T xdelay =

(

Sx∗L

v
+
x

v
+

∂

CW x
ni

)

∗ (
1

1 − ϕ
).

The average contention window size of the nodes in the

high energy consumption area under the GV-ACW MAC

protocol is 10.894% and 8.1001% greater than that under

S-MAC and T-MAC respectively. And because the delay

T xdelay = F(Sx ,CW
x
ni
,ω) is inversely proportional to the CW

size, the larger the CW makes the network delay smaller.

For the GV-ACWMAC, S-MAC and T-MAC protocols, there

are the relationship: CW cwa > CW smac,CW cwa > CW tmac.

Therefore, the node at distance x from the sink node has the

following relationship:


















T xcwa_delay = F
(

Sx ,CW cwa, ω
)

< T xsmac_delay

= F
(

Sx ,CW smac, ω
)

T xcwa_delay = F
(

Sx ,CW cwa, ω
)

< T xtmac_delay

= F
(

Sx ,CW tmac, ω
)

.

(35)

Theorem 6:On the basis of the previous work, suppose that

the transmitting radius of each hop in the GV-ACW MAC

protocol node is r . So the total delay of sending messages for

the node at the distance x from the sink to is:

T xall_delay =

⌈ x
r ⌉
∑

i=0

F(Sir ,CW
ir
ni
, ω). (36)

Proof: In this model network, the messages reach the

sink after multi-hop transmission. In the process of sending

messages, conflict may occur at each segment of the route

and cause the delay, so the whole route can be regarded as the

multiple combinations of Theorem 5, that is, the node at the

distance x from the sink first sends information to the node

distant x − r from the sink, then x − 2r , x − 3r ...and so on,

until the message is sent to the destination, so the total delay

is:

T xall_delay = F
(

Sx−r ,CW
x−r
ni

, ω
)

+ F
(

Sx−2r ,CW
x−2r
ni

, ω

)

+ · · · + F
(

Sx%r ,CW
x%r
ni

, ω

)

.

T xall_delay =

⌈ x
r ⌉
∑

i=0

F(Sir ,CW
ir
ni
, ω).

Theorem 7: In the GV-ACWMAC protocol, the total delay

Tcwa_total and the average delay Tcwa_avg of network are

described by the following formula:
{

Tcwa_total =
∫ R
0

∫ 2π
0 T xall_delayxωdxdθ

Tcwa_avg =
∫ R
0

∫ 2π
0 T xall_delayxdxdθ/(πR2).

(37)

Proof: The nodes are evenly distributed in the network

model. For any sector area with the angle dθ and the diameter

dx in the network, when dθ and dx are small enough, the

area can be regarded as a rectangle. Therefore, the number

of nodes in the small area is xωdxdθ . According to The-

orem 6, the delay to reach the sink node in this area is

T xall_delayxωdxdθ , so the delay of the entire network is as

follows:

Tcwa_total =

∫ R

0

∫ 2π

0

T xall_delayxωdxdθ.

The average delay of the network is:

Tcwa_avg =

∫ R

0

∫ 2π

0

T xall_delayxωdxdθ/

(

πR2ω
)

=

∫ R

0

∫ 2π

0

T xall_delayxdxdθ/

(

πR2
)

.

According to the above formula, Fig. 8 is obtained, which

represents the average delay of nodes applying different con-

tention window sizes. It can be seen from Fig. 8 that the

average delay decreases with the distance of nodes from the

sink, and the larger contention window size leads to a smaller

average delay.

C. ANALYSIS OF DATA PACKETS TRANSMISSION SUCCESS

RATE IN GV-ACW MAC PROTOCOL

The success rate of data packet transmission is actually also a

very important performance indicator, similar to the network

delay. The success rate is closely related to the following

factors: (i) The number of data packets. More data packets

sent put greater pressure on the network, which makes more

packets are lost during the transmission and the success rate

is lower. (ii) The size of the contention window. When the

contention window is larger, the probability of data colli-

sion is smaller, which affects the network less, so the data
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FIGURE 8. The impact of contention window size on the transmission
delay. (a) Distribution of contention window size. (b) Relationship
between the average delay of nodes under different contention window
size.

transmission success rate is higher. (iii) The number of sur-

rounding contending nodes. Similar to the previous factors,

more contending nodes keep up the pressure on the network

channel and decrease the success rate of data transmission.

From the above analysis, it can be concluded that there is a

functional relationship between the success rate and the above

factors:

Psuccess = C
(

S,CW ni ,Num
)

. (38)

In the formula, S represents the amount of data sent by the

node, and CW ni represents the value of the contention win-

dow size of the ni node. Because the number of surrounding

contending nodes is related to the node density ω, the above

formula can be changed to:

Psuccess = C
(

S,CW ni , ω
)

. (39)

Inference 1: The function of data transmission success rate

is Psuccess = C(S,CW ni ,ω), and then the data transmission

success rate of nodes distant x from the sink is:

Pxsuccess = C
(

Sx ,CW
x
ni
, ω
)

. (40)

Proof: Suppose the number of data packets sent by the

node x away from the sink is Sx , and the contention window

size of the node is CW x
ni
, so the transmission success rate can

be expressed:

Pxsuccess = C
(

Sx ,CW
x
ni
, ω
)

.

In the GV-ACW MAC protocol, an adaptive contention

window is used. Considering the problem of energy surplus,

the average contention window designed for the nodes far

from the sink is larger than that in the S-MAC and T-MAC

protocols. From Pxsuccess, the network transmission success

rate is directly proportional to the size of the contention

window. The larger contention window size brings a higher

data transmission success rate. Therefore, for the node distant

x from the sink, there is the following relationship:


















Pxcwa_success = C
(

Sx ,CW cwa, ω
)

> Pxsmac_success

= C
(

Sx ,CW smac, ω
)

Pxcwa_success = C
(

Sx ,CW cwa, ω
)

> Pxtmac_success

= C
(

Sx ,CW tmac, ω
)

.

(41)

Inference 2: In the GV-ACW MAC protocol, suppose that

the transmitting radius of each hop in the GV-ACW MAC

protocol node is r and the transmission success rate function

is Psuccess = C(S,CW ni ,ω). Then the transmission success

rate of the node distant x from the sink is:

Pxall_delay =

⌈ x
r ⌉
∏

i=0

F
(

Sir ,CW
ir
ni
, ω

)

. (42)

Proof: Similar to Theorem 6, because conflict may occur

at each segment of the route, so the whole route can be

regarded as the multiple combinations of Inference 1, that is,

the node at the distance x from the sink first sends informa-

tion to the node distant x − r from the sink, then x − 2r ,

x − 3r ...and so on, until the message is sent to the destination.

The current success rate of data transmission is the product of

previous success rate. Therefore, when the data reaches sink,

the transmission success rate of the entire network is:

Pxall_success = C
(

Sx−r ,CW
x−r
ni

, ω
)

∗ C
(

Sx−2r ,CW
x−2r
ni

, ω

)

∗ · · · ∗ C
(

Sx%r ,CW
x%r
ni

, ω

)

.

Pxall_delay =

⌈ x
r ⌉
∏

i=0

F(Sir ,CW
ir
ni
, ω).

Theorem 8: In the GV-ACW MAC protocol, the trans-

mission success rate of the entire network Pcwa_total and the

average transmission success rate Pcwa_avg are as follows:
{

Pcwa_total =
∫ R
0

∫ 2π
0 Pxall_successxωdxdθ

Pcwa_avg =
∫ R
0

∫ 2π
0 Pxall_successxdxdθ/(πR2).

(43)
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Proof: Similar to the proof of Theorem 7, any small

sector area with angle dθ and diameter dx can be considered

as a rectangle. Therefore, the total number of nodes in this

area is xωdxdθ . According to Inference 2, the transmission

success rate of this area is Pxall_successxωdxdθ , then the trans-

mission success rate of the entire network can be expressed

as: Pcwa_total =
∫ R
0

∫ 2π
0 Pxall_successxωdxdθ.

The average data transmission success rate is:

Pcwa_avg =

∫ R

0

∫ 2π

0

Pxall_successxωdxdθ/

(

πR2ω
)

=

∫ R

0

∫ 2π

0

Pxall_successxdxdθ/

(

πR2
)

.

D. ANALYSIS OF NETWORK LIFETIME UNDER GV-ACW

MAC PROTOCOL

Improving the network lifetime is one of the main design

goals of WSN and an important indicator to measure the

network performance. The network lifetime under the GV-

ACWMAC protocol is analyzed below.

Theorem 9: In the GV-ACW MAC protocol, the nodes

close to the sink adopt an adaptively adjusted contention

window, and the nodes far from the sink adopt a larger value

than the adaptive contention window. Then the lifetime of the

node at distance x from the sink is:

τx =
E

Ex
. (44)

where

Ex = εst
c
s + εr t

c
r ∗ εcw + ε′

sts

+

(

ta −
Lcw + 1

2
∗ slotTime − tr − t ′s

)

∗ εlpl,

and

tcs =
Ssx

v

(

cL +
Lack

1 − ϕ

)

, tcr =
cSrx

v
(Lϕ +

Lack

1 − ϕ
).

Proof: Assuming that the average size of the contention

window in the network is Lcw, in the GV-ACW MAC proto-

col, Theorem 3 shows that at distance x from the sink node,

the number of data retransmissions is c, and the packet loss

rate is ϕ. The energy consumption of the node is:

Ex = εs
Ssx

v

(

cL+
Lack

1−ϕ

)

+εr
cSrx

v

(

Lϕ+
Lack

1−ϕ

)

+
c (Lcw+1)

2
εcw+ε′

sts+

(

ta−
Lcw+1

2
τ −tr−t

′
s

)

εlpl .

(45)

And because

tcs =
Ssx

v

(

cL +
Lack

1 − ϕ

)

, tcr =
cSrx

v

(

Lϕ +
Lack

1 − ϕ

)

. (46)

The initial energy of the node is E , and the energy consump-

tion of each transmission is Ex , so the lifetime of nodes at the

FIGURE 9. The relationship between the network lifetime under different
contention window sizes.

distance x from the sink can be expressed as:

τx =
E

Ex
.

Based on the above formulas, the energy consumption

under different contention window sizes is shown in Fig. 9.

From Fig. 9, it can be seen that the larger contention window

size of the node makes longer network lifetime. In addition,

applying the same contention window, the nodes with more

retransmissions have shorter network lifetime.

Theorem 10: In the GV-ACW MAC protocol, the energy

utilization of the network is:

∂=

∫ R
0

∫ 2π
0 Exωxdxdθ

πR2Eω
. (47)

Proof: In the GV-ACW MAC protocol, similar to The-

orem 8, for any sector with angle dθ and the diameter dx,

when dθ and dx approach to 0, the area can be regarded as a

rectangle. Therefore, the total number of nodes in this area is

xωdxdθ , and the total initial energy is:

Ex_init = Eωxdxdθ. (48)

The initial energy of the entire network is:

Eall =

∫ R

0

∫ 2π

0

Eωxdxdθ = πR2Eω. (49)

The energy consumption of the entire network is:

Econsume =

∫ R

0

∫ 2π

0

Exωxdxdθ. (50)

Therefore, the effective utilization rate of the network is:

∂=
Econsume

Eall
=

∫ R
0

∫ 2π
0 Exωxdxdθ

πR2Eω
.
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FIGURE 10. Experimental results of the distribution of competing window
sizes.

VI. EXPERIMETAL RESULTS AND ANALYSIS

OMNET++ is employed for experimental verification [59].

OMNET++ is an object-oriented network simulation plat-

form integrating JAVA and C++. It provides users with

a friendly interface and convenient development mode,

which has been widely recognized [59]. In this article, the

OMNET++ is applied to conduct experimental simulations

and verify the theory and effectiveness of the GV-ACWMAC

protocol. The analysis is mainly based on the following indi-

cators: (1) Contention window size; (2) Energy consumption;

(3) Average delay; (4) Data transmission success rate. In

the experiment, to make the results more convincing and

effective, the two typical MAC protocols in WSN, S-MAC

and T-MAC, are compared with the protocol proposed.

In the experiments, the nodes adjust the size of the con-

tention window according to an adaptive algorithm. The main

parameters of the experimental network environment are set

as follows: a circular network with a radius of R = 500, and

the sink node is located at the center of the network. More-

over, 1000 or 700 sensor nodes, which represent different

node densities, are randomly and uniformly distributed with

the sensing radius r = 50.

A. EXPERIMENTAL RESULTS OF DIFFERENT CONTENTION

WINDOW SIZES IN THE NETWORK

In this section, the GV-ACW MAC proposed in this article

is compared with S-MAC and T-MAC to illustrate the theory

and effectiveness of the GV-ACW MAC. Fig. 10 shows the

contention window sizes of nodes with different distances

from the sink in the three protocols. It can be seen that for

the S-MAC protocol, the nodes solve the data conflictions

by increasing the contention window size. There are many

nodes close to the sink sending data, so the probability of

data collision increases in the area. To avoid the data collision,

the contention window size is adjusted larger. Compared with

S-MAC, T-MAC shortens the active state time, causing more

energy is saved. When data packets collide, the sleeping node

will be activated, hence it has stronger adaptability.

FIGURE 11. Regional distribution of average contention window size.

In Fig. 10, the size of the contentionwindow is only slightly

larger than S-MAC. For the GV-ACW MAC protocol pro-

posed in this paper, when more data is gathered by the node,

the contention window will be adjusted adaptively according

to the node density, the data amount and the area where the

node is located. The adjustment of the GV-ACW MAC is

more sensitive, instead of waiting for the backoff step by step.

In addition, the contention window size is deliberately ampli-

fied in the far sink area to schedule the data transmission.

Overall, it can be seen from the Fig. 10 that when the distance

from sink is larger than 100, the size of the contentionwindow

of the GV-ACWMAC protocol is greater than that under the

S-MAC and T-MAC protocols, while the contention window

size of the GV-ACWMAC is smaller when the distance from

sink is less than 10.

Fig. 11 shows the average contention window size in dif-

ferent areas, where 0 indicates the high energy consumption

area, while 1 indicates the low energy consumption area. As

can be seen from Fig. 11, in the same protocol, the average

contention window of the high energy consumption area is

larger than that of the low energy consumption area, which

is consistent with the previous theoretical analysis. Because

in the high energy consumption area, there are more data

packets need to be transmitted, and the number of nodes

in contention is large, so a greater contention window is

required to better resolve conflicts. Secondly, in different

protocols, the average contention window size in the high

energy consumption area under the GV-ACWMAC is 0.9435

times that of S-MAC and 0.9161 times that of T-MAC. In the

far sink area, the average contention window size of nodes

under the GV-ACWMAC is 0.9435 times that of S-MAC and

0.9161 times that of T-MAC.

B. COMPARATIVE EXPERIMENTAL RESULTS OF ENERGY

CONSUMPTION AND NETWORK LIFETIME

Fig. 12 illustrates the energy consumption of nodes under

the three protocols. In the high energy consumption area

of the same protocol, the energy consumption of the nodes
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FIGURE 12. Comparison experimental results of overall energy
consumption and average energy consumption in different areas.
(a). Comparison experimental results of overall energy consumption.
(b). Comparison experimental results of average energy consumption in
different areas.

closer to the sink is larger, due to more data packets under-

taken by these nodes. Conversely, in the low energy con-

sumption area, the farther the node is from the sink node,

the slower the energy consumption. This is because nodes

can send data packets through multiple paths, which share

a large number of packets transmitting, so the energy con-

sumption is more balanced in this area. In the high energy

consumption area, the energy consumption under the GV-

ACW MAC protocol is smaller than that of the S-MAC and

T-MAC protocols. Combining with Fig. 10, we can see that

in the high energy consumption area, the average contention

window size of the GV-ACW MAC is smaller than that of

S-MAC and T-MAC, because the nodes of the latter two

need to maintain activities during the contention window

period, so energy consumption of GV-ACWMAC is smaller

than that of S-MAC and T-MAC. For T-MAC and S-MAC,

although the competing window of T-MAC is larger than

FIGURE 13. Comparison experimental results of energy utilization of the
three protocols.

S-MAC in the high energy consumption zone, T-MAC uses

a flexible alternating sleep and activity state mechanism, so

T-MAC consumes less energy than S-MAC. The average

contention window in the low energy consumption zone,

GV-ACW MAC is greater than S-MAC and T-MAC, so

the energy consumption of GV-ACW MAC is greater than

the energy consumption of S-MAC and T-MAC. As in the

high energy consumption area, the energy consumption of

T-MAC is less than that of S-MAC. And by calculation,

when the size of the contention window is adjusted to that

shown in Fig. 10, a compromise is achieved. In the low

energy consumption area, the average energy consumption

of the GV-ACWMAC protocol is 1.2566 times that of the

T-MACprotocol, and 1.1094 times of S-MACprotocol. In the

high energy consumption area, the average energy consump-

tion of the GV-ACWMACprotocol is 0.9263 times that of the

T-MAC protocol and 0.8322 times that of the S-MAC

protocol. Overall, the average energy consumption of the

GV-ACWMAC protocol is 1.1905 times that of the T-MAC

protocol and 1.0540 times that of the S-MAC protocol.

Fig. 13 shows the relationship between energy utilization

rates under the three protocols. It can be seen from the Fig.13

that in the low energy consumption area, that is, the peripheral

area, the energy utilization rate of the GV-ACW MAC is

higher than that of the T-MAC and S-MAC protocols. The

main reason is that GV-ACW MAC protocol makes reason-

able use of the original "redundant" energy by increasing the

contention window of the nodes, thus making better use of

the effective resources.

Fig. 14 shows the relationship between the network life-

times of the three protocols at different node densities. The

network lifetime here refers to when a node in the wireless

sensor network dies, then the network lifetime will end. From

the experimental results, it can be seen that under different

node densities, the network lifetime of a large node density

is shorter than the network lifetime of a small node density.

Because the node density is large, under the same event

occurrence probability, the possibility of nodes seizing the
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FIGURE 14. Comparison experiment results of network life at different
node densities.

same channel increases, so there is the above conclusion. In

the same node density, when the node density is 0.09, the

network lifetime of the GV-ACW MAC protocol is 1.1214

times that of the S-MACprotocol, and 1.0571 times that of the

T-MAC protocol. When the node density is 0.13, the network

lifetime of the GV-ACW MAC protocol is 1.1285 times that

of the S-MAC protocol, and 1.0512 times that of the T-MAC

protocol.

C. COMPARATIVE EXPERIMENTAL RESULTS OF AVERAGE

DELAY

Fig. 15 shows the average delay of nodes under the three

protocols. It can be seen from the Fig. 15 that in the high

energy consumption area of the same protocol, the nodes

closer to the sink have relatively larger transmission delay,

which is due to the large number of contending nodes in

this area and the huge amount of data packets undertaken by

the node. However, in the low energy consumption area, the

farther the node is from the sink node, the smaller the average

delay. This is because the number of contending nodes in the

area is small, and the node has multiple paths to share the data

packet transmission, which evenly divide packet pressure of

small packets. Moreover, it can be seen that the average delay

change trends of the three protocols are similar. Especially

when the data enters the area 2r away from the sink, the

change of delay becomes relatively flat. From the previous

analysis, the data amount on the second hop route is more

than 4 times that of the outermost node. Therefore, the delay

of the nodes in the area varies greatly.

Comparing the average delay under different protocols,

it can be seen that in the high energy consumption area,

the average delay of the T-MAC protocol is less than the

S-MAC protocol. This is because the node in the T-MAC

protocol can be stimulated and automatically activate and

then transmit data information if it is in a sleep state. How-

ever, in the S-MAC protocol, the node alternates between

sleep and active time, so the node must wait for it to wake

up from sleep time to transmit data information. From the

FIGURE 15. The transmission delay under three protocols applying
different contention window size. (a). The overall average network delay
under different protocols. (b). Average network delay in different energy
consumption areas.

previous Fig. 10, in the low energy consumption area, for

the GV-ACW MAC protocol, the node in this area adopts

a contention window size value greater than that obtained

by adaptation, and its contention window is greater than that

under the S-MAC and T-MAC protocols. According to the

previous theoretical analysis, when the contention window is

appropriately large, the collision between nodes is reduced,

and the communication capability of the network is enhanced.

Therefore, the average delay of the GV-ACW MAC is less

than that of the T-MAC protocol.

According to experimental data, the average network delay

of the GV-ACW MAC protocol in the low energy consump-

tion area is 0.8077 times that of the T-MAC protocol and

0.7434 times that of the S-MAC protocol. However, in the

high energy consumption area, the average network delay

of the GV-ACW MAC protocol is 1.0356 times that of the

T-MAC protocol and 1.0167 times that of the S-MAC pro-

tocol. Overall, the average network delay of the GV-ACW

MAC protocol is 0.8533 times that of the T-MAC protocol

and 0.7981 times that of the S-MAC protocol.
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FIGURE 16. Network delay under different node densities.

Fig. 16 shows the average delay of the GV-ACW MAC

protocol under different node densities. We can see that at the

same distance from the sink node, the average delay of nodes

increases with the node density, for there are more contending

nodes in the dense area, so the probability of collisions will

increase and the communication performance of the network

becomes worse, resulting in increased delay. Because they

are all evenly distributed, it can be seen from the Fig. 16

that the trends of the two curves are basically the same. The

position at the distance of 2r from the sink node is a critical

point. When it is greater than 2r , the delay of nodes changes

smoothly, otherwise it changes quickly.

D. COMPARATIVE EXPERIMENTAL RESULTS OF DATA

TRANSMISSION RATE

Fig. 17 shows the change of data transmission success rate

with the distance from the sink under the three protocols. It

can be seen from Fig. 17 that in the high energy consumption

area of the same protocol, the closer the node is to the sink

node, the lower the data transmission success rate. This is

mainly due to the large number of nodes contending in this

area and the large amount of data undertaken by the nodes.

Conversely, in the low energy consumption area, the farther

the node is from the sink node, the higher the success rate of

data transmission. This is because the number of contending

nodes in the area is small, and nodes have multiple paths

to choose for data transmission, thereby the transmission

pressure is shared evenly by more than one path.

By comparing different protocols, it can be seen that when

the distance from the sink is the same, the success rate of data

transmission under the T-MAC protocol is higher than that

under the S-MAC protocol, for the T-MAC protocol adopts

a mechanism for flexibly switching active state and sleeping

state, while the S-MAC protocol uses a fixed rotation of these

two states. Therefore, T-MAC will not cause data transmis-

sion failure due to the sleeping process. Combining Fig. 8

and the previous Inference 2, in the low energy consumption

area, the average contention window size of nodes under

FIGURE 17. The data transmission success rate under three protocols
applying different contention window size. (a). The data transmission
success rate of the entire network under different protocols. (b). Data
transmission success rate in different areas.

the T-MAC protocol is greater than that under the S-MAC

protocol, so the data transmission success rate of the T-MAC

protocol is higher. Similarly, the data transmission success

rate of the GV-ACWMAC protocol is greater than that of the

T-MAC protocol. In the GV-ACW MAC protocol, the nodes

in this area adopt a larger window size than that obtained by

self-adaptation, which is larger than the S-MAC and T-MAC

protocols. According to the previous theoretical analysis, the

data transmission success rate under the GV-ACW MAC

protocol is greater than that under the T-MAC protocol.

From the experimental results, the comparison of the

data transmission success rate of the three protocols can

be obtained. In the high energy consumption area, the data

transmission success rate under the GV-ACWMAC protocol

is 1.103 and 1.143 times that of the T-MAC protocol and the

S-MAC protocol respectively. However, in the low energy

consumption area, the data transmission success rate under

the GV-ACWMAC protocol is 0.995 and 0.996 times that of

the T-MAC protocol and the S-MAC protocol respectively.

Overall, the data transmission success rate of the GV-ACW
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FIGURE 18. Data transmission success rate of different node densities.

MAC protocol is 1.0814 and 1.1136 times that of the T-MAC

protocol and the S-MAC protocol on average.

Fig. 18 shows the success rate of GV-ACWMAC protocol

data transmission under different node density conditions.

From the diagram, it can be seen that a higher density of nodes

leads to the lower data transmission success rate, because

more nodes contend at the same time and the possibility of

conflict increases. When the density of nodes is small, the

possibility of node collisions is small, so the possibility that

nodes need to retransmit data is reduced. In this network, the

nodes are evenly distributed, so it can be seen that the curve

trends of these three node densities are basically the same.

The position at 2r from the sink node is a critical point. When

the distance is greater than 2r , the data transmission success

rate of the node changes very slowly, otherwise it changes

rapidly.

VII. CONCLUSION

A large number of sensing devices are broadly used in indus-

try, agriculture, environmental protection, national defense,

security, social life and many other fields, and has profoundly

affected all aspects of human life. With the development of

micro-processing technology, the volume of sensing devices

is smaller, while the accuracy, range and type of sensing

physical characteristics are continuously improving, thereby

greatly promoting the improvement of life quality of people.

Cooperative communication between sensing devices is the

key technology of the systems which dominates the perfor-

mance and energy harvesting based on energy saving and

rational use of the system, so it is of great significance to

optimize the MAC protocol. The proposed GV-ACW MAC

protocol improves network performance by controlling the

size of the contention window. Compared with the existing

research work, it has the following advantages: (1) Longer

network lifetime. Based on alternative energy harvesting of

energy rational use of different nodes in far or near area from

the sink nodes, the lifetime of the network under the proposed

protocol is longer than that of S-MAC and T-MAC protocols.

(2) Higher energy utilization rate (alternatively equivalent

to energy harvesting). The GV-ACW MAC protocol makes

full use of the energy of nodes far away from the sink,

thereby improving the energy utilization without reducing the

network lifetime. (3) Higher data transmission success rate. In

the area with sufficient energy, a larger contention window is

used to reduce the conflicts, which decreases the retransmis-

sions of nodes and the network delay, thereby improving the

transmission success rate in the network. (4) Smaller average

network delay. By changing the size of the contentionwindow

for nodes at the edge of network, the average delay of the

network is reduced.
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