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Abstract. This communication develops an adaptive scheme for control
and synchronization of Sprott J system with fully unknown parameters.
The scheme provides an elegant strategy of designing estimators for iden-
tification of the unknown parameters of the underlying dynamical system.
Adaptive control and update laws are proposed to globally stabilize the
chaotic Sprott J system. A pair of identical Sprott J systems with un-
known parameters are globally synchronized with the help of adaptive
control and parameter update laws. The results are established using
LaSalle invariance principle, which lays down weaker restrictions on the
derivatives of the Lyapunov function, and producing more general results.
All the results obtained in the paper are global in nature. Numerical
simulations are performed to illustrate the validity and effectiveness of
the proposed adaptive control and synchronization scheme in the context
of the Sprott J system. The parameter identification capability of the
scheme is also explored.
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1. Introduction

Chaos and non-linear dynamics [1] are presently active fields of inter-
disciplinary research, attracting the attention of researchers on account of its
wide applicability in the physical world. One of the key problems in study of
chaotic systems is the control of chaos. Its importance is on account of its ap-
plication in diverse fields like cryptography, steganography, engineering design,
non-linear control systems, and so on. A host of other chaotic systems have
been discovered since Edward Lorenz’s [2] discovery in 1963. Fairly recently,
Sprott has proposed a set of chaotic dynamical systems purely from a mathe-
matical standpoint; Sprott J system [3] being one of them. These particularly
simple polynomial dynamical systems exhibit rich dynamical behaviour and
have been in the center stage of studies for quite some time [4–8].

The chaos control problem is concerned with stabilization of the chaotic
attractor to a periodic orbit or a stable equilibrium point. The pioneering works
of Ott et al. [9–11] are the most important works in this direction. It was
promptly followed by application of various engineering control techniques like
feedback control [12], adaptive control [13], etc. for achieving this objective.
The other popular method of chaos control is chaos synchronization. In the
context of synchronizing two identical oscillators, the most prevalent method is
to couple the systems suitably, so that they asymptotically follow the same path
on the attractor. The master-slave, or drive-response formalism is commonly
used for synchronization problems involving identical oscillators [14, 15].

A very promising chaos control strategy, that is lately being explored
is the ‘adaptive’ approach [16–19]. Adaptive control [20, 21] and synchro-
nization [14, 22, 23] involves design of controllers, based on principle of en-
gineering adaptive controllers. As opposed to conventional controllers, they
are capable of adjusting themselves with changes in the original system, that
they are supposed to control. This flexibility enhances their effectiveness. On
this account, adaptive controllers are more appropriate for controlling chaos
as opposed to many other commonly used control mechanisms like linear and
non-linear feedback, tracking control, etc. Adaptive synchronization employs
similar self-adjusting controllers to achieve complete synchronization between
two similar or different chaotic systems. In this paper, methods for adaptive
control and synchronization of Sprott J system are developed.

In real world applications, the original system, that is, the system which
has to be controlled, is often inaccessible and hence the parameters guiding the
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system are either partially or completely unknown. Such errors might prove to
be fatal due to the sensitive dependence of chaotic systems on initial conditions.
Efficient controller designs should take this vital aspect into consideration. The
controller should be robust enough to adjust itself accordingly in case of errors
in measurement of system parameters. This aspect of controller design coun-
tered in this paper by using estimators that approximate the system parameters
effectively.

Our paper is organized as follows. In Section 2, Sprott J system [3] is
introduced and its stability behaviour is analyzed. Following this, in Section
3 adaptive controllers are designed for fully unknown system parameters. Pa-
rameter update laws are proposed which guarantee precise estimation of those
parameters, besides controlling the chaotic Sprott J system. Adaptive synchro-
nization of the system is taken up in Section 4. The synchronizing oscillators
considered in the paper possess the same structural form but their parame-
ters are fully unknown. The result of globally stable synchronization has been
established with much weaker restrictions on the derivatives of the Lyapunov
function in contrast to many traditional papers in the literature. This has been
achieved by using LaSalle invariance principle in place of the more restrictive
Lyapunov stability theorems. All the results obtained in this paper are global
in nature. The Section 5 computationally verifies our claims and explains the
results of the numerical simulation work, as here we also discuss our findings.
Finally, in Section 6 we summarize our results.

2. Sprott J system

2.1. Description of the system

The Sprott J system is described by the system of equations,

(1)

ẋ = αz,
ẏ = −βy + z,

ż = −x+ y + y2,

where, α > 0 and β > 0 are system parameters. It is easy to see that the
system (1) has only one critical (fixed) point E0 = (0, 0, 0).

2.2. Stability behaviour at the critical point

Theorem 1. The critical point E0 = (0, 0, 0) of the system (1) is
always unstable.

Proof. The Jacobian matrix of the system (1) about the critical point
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E0 = (0, 0, 0) is:

J0 =









0 0 α
0 −β 1
−1 1 0









.

Hence, the characteristic equation possesses the form:

λ3 + βλ2 − (α − 1)λ+ αβ = 0,

where a1 = β, a2 = α−1 and a3 = αβ. According to the Routh-Hurwitz criteria
the critical point E0 = (0, 0, 0) of the system (1) will be stable if a1 > 0, a2 > 0,
a3 > 0, and a1a2 − a3 > 0.

Clearly, a1 = β > 0, a3 = αβ > 0 and a2 = α− 1 > 0, that is:

(2) α > 1.

Also, a1a2− a3 > 0 gives β(α− 1) > αβ that is, α− 1 > α which is not
possible.

So, the critical point will be always unstable. Since the critical point of
the system (1) is unstable, the control problem takes place.

Remark 1. According to [3], the system (1) is chaotic for α = 2 and
β = 2. Clearly, the relation (2) is satisfied by these values of α and β. Hence
the equilibrium E0 of the system is unstable when the parameters are in the
chaotic regime.

3. Adaptive control of Sprott J system with fully unknown

parameters

Consider the system (1) with fully unknown parameters α and β. As
these system parameters are not available for measurement, any controller that
utilizes these parameters must be accompanied by suitable estimators for the
respective parameters. So, a general control problem for system (1) with fully
uncertain parameters may be formulated as:

Determine control inputs u1, u2, u3 such that:

(3)





ẋ
ẏ
ż



 =





αz
−βy + z

−x+ y + y2



+





u1
u2
u3



 ,

is globally asymptotically stable at the equilibrium point E0.
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A simple and effective choice of u1, u2 and u3 will be proposed in the
following theorem. Since these functions might involve system parameters, they
have to be designed in terms of the estimated values of the unknown parameters
of the system. Let the estimators for α and β be α̂ and β̂, respectively. The
following theorem gives the adaptive control laws for stabilizing the system at
E0.

Theorem 2. The system (3) is globally asymptotically stabilized at E0

by the control input:

(4)

u1 = −α̂z − k1x,

u2 = β̂y − yz − k2y,
u3 = −k3z,

and the parameter estimator update laws:

(5)
˙̂α = xz − k4(α̂ − α),
˙̂
β = −y2 − k5(β̂ − β),

for positive real constants k1, . . . , k5 provided that:

k1(k2k3 − 1) >
k2
4
,

where α̂ and β̂ are estimators for the unknown system parameters α and β,
respectively.

Moreover, if all the feedback gains are chosen to be equal, that is, ki = k
for i = 1, 2, . . . , 5, the controller can stabilize the system (3) at E0 provided:

k >

√
5

2
.

Proof. Substituting the adaptive control laws, as stated above, in the
controlled system (3), one obtains:

(6)

ẋ = αz + α̂x,

ẏ = −βy + z + β̂)y − yz,

ż = −x+ y + y2 − kz.

Define the Lyapunov function V : R5 → R by:

V =
1

2
[x2 + y2 + z2 + (α̂− α)2 + (β̂ − β)2].



50 Mitul Islam, Nurul Islam, Svetoslav Nikolov

Then,

(7) V̇ = −XTAX,

where:
X = (x, y, z, α̂ − α, β̂ − β)T ,

and

A =













k1 0 1/2 0 0
0 k2 −1 0 0

1/2 −1 k3 0 0
0 0 0 k4 0
0 0 0 0 k5













.

Now, V̇ is negative definite if and only if A is positive definite. Clearly, A is
positive definite if and only if:

k1(k2k3 − 1) >
k2
4
,

since ki > 0, i = 1, 2, . . . , 5. Hence, the theorem follows by an easy application
of Lyapunov stability theorems.

The second result is easy to observe by putting ki = k in the above
relation.

4. Adaptive synchronization with estimation of fully unknown

parameters

Consider a pair of systems with identical dynamics, coupled using the
master-slave formalism:

(8)
Ẋ = f(X, θ),
˙̂
X = f(X̂, θ̂) + U,

where X, X̂ ∈ R
n are the states of the system and θ, θ̂ ∈ R

m are the parameters
of the system and U is the coupling function. In the standard unidirectional
coupling scenarios, it is generally assumed that the parameters of the master
system are known exactly a priori and hence, θ̂ = θ. In this paper, we con-
sider the problem, where the master system parameters are unavailable. Hence,
the synchronization scheme must involve parameter estimators, that will pro-
vide reasonable approximation of the system parameters. In other words, the
dynamics of θ̂ has to be modelled such that they converge to the master sys-
tem parameter θ, at least asymptotically. Moreover, the convergence should
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ideally be globally stable, in order to ensure, that the scheme is effective and
independent of the values of the master system’s parameters.

Let (X, X̂) be a master-slave pair of Sprott J dynamical systems, i.e.:

(9) X :
ẋ = αz,
ẏ = −βy + z,

ż = −x+ y + y2,

X̂ :

˙̂x = α̂ẑ + U1,
˙̂y = −β̂ŷ + ẑ + U2,
˙̂z = −x̂+ ŷ + ŷ2 + U3.

The aim is:
To determine coupling function U and the parameter estimator evolu-

tion laws such that:
lim
t→∞

‖X − X̂‖ = 0.

For this coupled system (9), let X = (x, y, z)T and X̂ = (x̂, ŷ, ẑ)T . Let
us define ex = x̂ − x, ey = ŷ − y, ez = ẑ − z, eα = α̂ − α, eβ = β̂ − β. Here, α̂

and β̂ are estimators of the unknown system parameters α and β.

Theorem 3. A coupled pair of identical systems of the form (9) with
completely unknown parameters α and β is globally asymptotically synchronized
under the coupling U = (U1, U2, U3) with:

(10)

U1 = −α̂ez − k1ex,

U2 = β̂ey − 2ez − k2ey,

U3 = ex − ŷ2 + y2 − k3ez,

and estimator evolution laws:

(11)
˙̂α = −zex,
˙̂
β = yey,

for any choice of positive real constants k1, k2 and k3.

Proof. Using the coupling functions and the update laws as in the
theorem:

(12)

ėx = −k1ex + eαz,
ėy = −k2ey − eβy − ez,
ėz = ey − k3ez ,
˙̂α = −zex,
˙̂
β = yey.

Define the Lyapunov function:

V =
1

2
(e2x + e2y + e2z + e2α + e2β).



52 Mitul Islam, Nurul Islam, Svetoslav Nikolov

Then:
V̇ = −k1e

2

x − k2e
2

y − k3e
2

z.

Let us consider the set:

S = {X : V̇ (X) = 0}
= {(0, 0, 0, r1 , r2) : r1, r2 ∈ R}

Claim. The only invariant trajectory of (12) in S is the constant tra-
jectory γ ≡ 0.

Proof of Claim. Let γ : I → S ⊂ R
5 be an invariant trajectory of (12)

in S (I is an interval containing 0, where the solution of (12) is defined) , that
is, γ satisfies (12), γ(0) ∈ S and γ(I) ⊂ S. As γ(t) ∈ S for all t ∈ I, letting
γ(t) = (γ1(t), . . . , γ5(t)) we have:

(13) γ1(t) = γ2(t) = γ3(t) = 0,

and:
γ4(t) = r∗1(t) and γ5(t) = r∗2(t).

Using (12) and (13), it is easy to observe, that:

γ̇4(t) = γ̇5(t) = 0, for all t ∈ I,

that is, both γ4 and γ5 are constants. Let γ4(t) = r1 and γ5(t) = r2 for all
t ∈ I, for fixed real numbers r1 and r2. It remains to show that r1 = r2 = 0.

Suppose r1 6= 0. Then, using (12), we have γ̇1(t) = z(t)r1. From the
behaviour of system (1), we know that z 6 ≡0. Let t0 ∈ I, such that z(t0) 6= 0.
Then, γ̇1(t0) = z(t0)r1 6= 0, contradicting the constancy of γ1(t) as observed in
(13). Thus, we must have r1 = 0.

Similarly, it can be proved that r2 = 0. Hence, we have proved that
any invariant curve in S is the constant curve γ ≡ 0.

Thus, V is a positive definite, radially unbounded function with neg-
ative semidefinite derivative. Further, the set S = {x : V̇ (x) = 0} has the
constant trajectory at origin, as the only invariant trajectory. Thus, by LaSalle
invariance principle, the origin is a globally asymptotically stable equilibrium
of the system, given by (12). The global stability of this error system ensures
globally stable synchronization between X and X̂ along with convergence of
the estimators to the desired value, that is:

lim
t→∞

α̂(t) = α and lim
t→∞

β̂(t) = β.
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5. Results and discussion

In this section, we perform numerical simulations of system (1), based
on the results previously obtained. In order to compare the predictions with
numerical results, the governing equations of the model (1), were solved nu-
merically using MATLAB [24].

As was obtained in Section 2, the critical (fixed) point of Sprott J
system is E0(0, 0, 0). According to [3], the system (1) is chaotic for α = 2
and β = 2 with maximal Lyapunov exponent equal to 0.076. Critical point
becomes unstable for those values of the parameters, as is observed in equation
(2). Numerical simulations were performed with such parameter choice that
makes (1) chaotic. The phase portrait of the original chaotic system (1) is
shown in Fig. 1. To stabilize the chaotic system at E0, adaptive control is
introduced along with parameter update laws for the unknown parameters α

Fig. 1. Phase portrait of Sprott J chaotic system with parameter values α = 2 and
β = 2

Fig. 2. Adaptive control: Time evolution of the state variables showing convergence
to E0(0, 0, 0)
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Fig. 3. Adaptive control: Time evolution of the estimates of the system parameters

and β, as in Section 3. For simplicity of simulation, all the ki are treated as
equal, denoted by k. The simulation results for adaptive control is given in
Figs 2 and 3. The conclusion of the Theorem 2 in Section 3 is supported by
the observations in Figs 2 and 3. Figures 2 and 3 are drawn with the initial
condition of the state variables (x0, y0, z0) = (0.1, 0.1, 0.1) and the parameter
estimates α̂(0) = 1, β̂(0) = 3 and k = 2. Figure 2 shows the convergence of the
system states to E0 and Fig. 3 shows how the estimators asymptotically reach
the exact value of the system parameters.

In conclusion, numerical simulations for adaptive synchronization of
identical Sprott J system are presented in Figs 4 and 5. The parameters values
of the Sprott J system are taken as α = 2, β = 2 and the positive constants ki
(i = 1, 2, 3) are chosen to be equal, that is k. For simulation work, k is chosen
to be 5. The initial conditions imposed on the system for numerical simulation,
here are X(0) = (0.1, 0.1, 0.1), X̂(0) = (0.2, 0,−0.1) and α̂(0) = 1, β̂(0) = 0.

Fig. 4. Convergence of the error between drive and response systems to zero in
adaptive synchronization



Adaptive Control and Synchronization of Sprott J System . . . 55

Fig. 5. Adaptive synchronization: Convergence of the system parameter estimators
to the actual parameter values α = 2 and β = 2

The exponential decay of synchronization errors with time is given in Fig. 4.
Figure 5 depicts the asymptotic convergence of the parameter estimators to
the exact system parameter values. In spite of random choices of initial values
of the parameter estimators, they ultimately converge to the actual system
parameters. This is a significant achievement and verifies the claims put forth
in the paper.

Figures 6 and 7 compare the performance of the control and the syn-
chronization schemes for different values of the control and the coupling pa-
rameters, respectively. In order to make a numerical comparison in terms of
the control /coupling parameters, we choose all the control/coupling parame-
ters to be equal, that is ki = k. Since the convergence discussed in the theory
is asymptotic, thus for numerical computation, we have to suitably define a
notion determines, whether the system has been controlled or synchronized at

Fig. 6. Performance analysis of the control scheme: Comparison of stabilizaton time
(Tc) and parameter estimation time (Tu) for different control parameter values (k)
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Fig. 7. Pefrormance analysis of the synchronization scheme: Comparison of
synchronization time (Ts) and parameter estimation time (Tu) for different values of

the coupling parameter (k)

a particular point of time. Let ε be a fixed positive real number and let ‖·‖
denote the usual Euclidean norm in R

n. We consider, that a system X has been
controlled if there exists t0 such that ‖X‖ < ε for all t > t0. A pair of systems
(X,Y ) is synchronized, if there exists t0 such that ‖X − Y ‖ < ε for all t > t0.
Choosing ε sufficiently small, this computational approximation provides a fair
estimate of the asymptotic convergence. Now, we are in a position to compare
the performance of the control and the synchronization schemes, depending on
how fast they converge to the required targets.

Let k be the control parameter. Given any ε > 0, let us define the
following quantities : Stabilization time Tc(k, ε) = inf{t0 ∈ R : ‖X(t)‖ <
ε,∀t ≥ t0} and parameter estimation time Tu(k, ε) = inf{t0 ∈ R : ‖η(t)‖ <
ε, ∀t ≥ t0}, where η(t) = (α̂(t)− α, β̂(t)− β).

Considering k as the coupling parameter, we can further define the
quantity:

Synchronization time Ts(k, ε) = inf{t0 ∈ R : ‖X(t) − Y (t)‖ < ε,∀t ≥
t0}.

Here also, we can have the parameter estimation time exactly as defined
above.

We fix ε for our computational study. Figures 6 and 7 are generated
by fixing ε = 10−8. Variation in the values of k leads to variation of the
quantities Tc, Ts and Tu, which have been studied graphically in Figs 6 and
7. It is quite easy to observe, that smaller values of the three aforementioned
quantities imply better performance of the system, as it achieves its target
faster. Thus, Figs 6 and 7 serve the purpose of performance analysis of the
proposed control and synchronization schemes with respect to the control and
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the coupling parameter k involved. Figure 6 shows that both Tc and Tu decrease
exponentially as k increases. This conforms with the theoretical result. The
control system was theoretically shown to converge exponentially to E0 with
k determining the rate of convergence. Figure 7 shows the variation of Ts and
Tu with k. If one observes the theory, the convergence of errors to zero was
not exactly exponential. Hence, the graph doesn’t show exponential decrease
in synchronization time with increase in k. In fact, the graph doesn’t even
show a very regular pattern, particularly for the low values of k. However, for
sufficiently large values of k, the time of synchronization and the parameter
estimation falls off quickly and saturates at a value of about 40 with minor
variations.

6. Conclusion

In this paper we have analyzed a 3-dimensional chaotic Sprott J system.
The focus has been on adaptive control and synchronization. In contrast to
many traditional papers in the literature, the result of globally stable synchro-
nization has been established with much weaker restrictions on the derivatives
of the Lyapunov function. This has been achieved by using LaSalle invariance
principle in place of the more restrictive Lyapunov stability theorems. The
numerical results in Section 5 were performed to illustrate the validity and ef-
fectiveness of the proposed adaptive control and synchronization scheme in the
context of the Sprott J system.
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