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We consider the problem of estimating $\|s\|^2$ when $s$ belongs to some separable Hilbert space and one observes the Gaussian process $Y(t) = \langle s, t \rangle + \sigma L(t)$, for all $t \in \mathbb{H}$, where $L$ is some Gaussian isonormal process. This framework allows us in particular to consider the classical “Gaussian sequence model” for which $\mathbb{H} = l_2(\mathbb{N})$ and $L(t) = \sum_{\lambda \geq 1} \lambda \epsilon_\lambda$, where $(\epsilon_\lambda)_{\lambda \geq 1}$ is a sequence of i.i.d. standard normal variables. Our approach consists in considering some at most countable families of finite-dimensional linear subspaces of $\mathbb{H}$ (the models) and then using model selection via some conveniently penalized least squares criterion to build new estimators of $\|s\|^2$.

We prove a general nonasymptotic risk bound which allows us to show that such penalized estimators are adaptive on a variety of collections of sets for the parameter $s$, depending on the family of models from which they are built. In particular, in the context of the Gaussian sequence model, a convenient choice of the family of models allows defining estimators which are adaptive over collections of hyperrectangles, ellipsoids, $l_p$-bodies or Besov bodies. We take special care to describe the conditions under which the penalized estimator is efficient when the level of noise $\sigma$ tends to zero.

Our construction is an alternative to the one by Efroimovich and Low for hyperrectangles and provides new results otherwise.

1. Introduction.
The framework. We consider the following extension of the standard linear Gaussian model to a possibly infinite-dimensional setting. Given some separable Hilbert space $\mathbb{H}$, one observes

$$Y(t) = \langle s, t \rangle + \sigma L(t) \quad \text{for all } t \in \mathbb{H},$$

where $L$ is some centered Gaussian isonormal process; that is, $L$ maps $\mathbb{H}$ isometrically onto some Gaussian subspace of $L_2(\Omega)$. We shall say that $Y$ is a Gaussian linear process with mean $s$ and variance $\sigma^2$. Our purpose is to propose new adaptive estimators of $\|s\|^2$. The Gaussian framework that we introduce here could appear useless or at least unusual to the reader. In fact, it will turn out to be convenient for covering both the infinite-dimensional “white noise model” introduced by Ibragimov and Khasminskii for which $\mathbb{H} = L_2([0, 1])$ and $L(t) = \int t(x) dW(x)$, where $W$ is a standard Brownian motion, and the finite-dimensional linear model for which $\mathbb{H} = \mathbb{R}^N$ and $L(t) = (\zeta, t)$, where $\zeta$ is a standard $N$-dimensional Gaussian vector. Given some Hilbertian basis $\{\varphi_\lambda\}_{\lambda \in \Lambda}$ of $\mathbb{H}$, where $\Lambda$ is a finite or countable set, one can equivalently...
describe the observation \( Y \) by

\[
Y_\lambda = \beta_\lambda + \sigma \varepsilon_\lambda, \quad \lambda \in \Lambda,
\]

where \( \{ \varepsilon_\lambda \}_{\lambda \in \Lambda} \) is a family of i.i.d. standard normal random variables and \( \{ \beta_\lambda \}_{\lambda \in \Lambda} \) is the family of coordinates of \( s \). When \( \Lambda = \mathbb{N}^* \), this model is known as the Gaussian sequence model. The white noise model (or its equivalent discrete version, the Gaussian sequence model) has been considered by many authors since it represents in some sense an “ideal laboratory” for nonparametric inference. One can indeed hope to transpose the estimation methods developed within this framework, which is especially simple from a probabilistic point of view, to other more complicated situations such as density or regression estimation. It is exactly in this spirit that we will deal with the statistical framework described above, choosing to write the level of noise \( \sigma \) as \( \sigma = n^{-1/2} \) in order to allow easy comparisons of the results obtained within this framework and other ones, such as density estimation on the basis of \( n \) i.i.d. observations. Let us now recall what is known about the problem of estimating \( \|s\|^2 \) in the white noise, Gaussian sequence or density frameworks.

Estimating \( \|s\|^2 \) with prior information on \( s \). First it is important to say that, even from a purely minimax point of view when \( s \) belongs to some given set \( \mathcal{S} \), there is at this time no complete answer to the following question:

(Q) Taking the usual distance on \( \mathbb{R} \) as a loss function, what is the order of the minimax risk over \( \mathcal{S} \) when estimating \( \|s\|^2 \)?

This problem is really puzzling since two related questions have been solved for quite a long time. Indeed, when estimating the function itself with various loss functions, one can identify the order of the minimax risk in terms of the metric dimension of \( \mathcal{S} \) [see the landmark paper by Birgé (1983) on this topic]. Concerning the problem of estimating a linear functional, the order of the risk is entirely determined by the modulus of continuity of the functional over \( \mathcal{S} \) with respect to Hellinger distance [see Donoho and Liu (1991) where one will also find some results for nonlinear functionals which are not, however satisfactory for quadratic functionals]. Let us now turn to the estimation of a quadratic functional. Bickel and Ritov (1988) were the first to point out the following remarkable phenomenon for the estimation rates of \( \theta = \|s\|^2 \) in the density estimation context (more precisely if one observes \( n \) i.i.d. variables with common density \( s \) with respect to the Lebesgue measure on the real line). Assume that \( s \) belongs to some Hölderian ball \( \mathcal{S} \) with radius \( R \) and index of smoothness \( \alpha \); then it is possible to construct some estimator \( \hat{\theta}_n \) (depending on \( \mathcal{S} \)) such that, if \( \alpha > 1/4 \), \( \hat{\theta}_n \) is an asymptotically \( \sqrt{n} \)-efficient estimator of \( \theta \), while it achieves the rate of convergence \( n^{-4\alpha/(1+4\alpha)} \) whenever \( \alpha \leq 1/4 \), this rate being the order of the minimax risk over \( \mathcal{S} \). Corresponding results for the Gaussian sequence model have been obtained by Donoho and Nussbaum (1990), the smoothness assumptions being in this context replaced by geometric assumptions for the sequence \( (\beta_\lambda)_{\lambda \geq 1} \) such as \( \sum_{\lambda \geq 1} \lambda^{2\alpha} \beta_\lambda^2 \leq R^2 \), which means that \( (\beta_\lambda)_{\lambda \geq 1} \) belongs to some ellipsoid. It is worth noticing that
estimating $\|s\|^2$ is a key step to constructing estimators of more general integral functionals of $s$. The interested reader will find some details about the density framework in Laurent (1996), where simpler estimators of $\|s\|^2$ than those used by Bickel and Ritov are also introduced [see also Birgé and Massart (1995) for minimax lower bounds concerning smooth functionals of the density]. These results solve question (Q) for some particular sets $\mathcal{S}$ such as ellipsoids (similar results hold for hyperrectangles) when $\mathcal{S}$ is a set of sequences or Hölderian balls when $\mathcal{S}$ is a set of functions. This suggests that a general answer to question (Q) should take into account not only the modulus of continuity of the functional as in Donoho and Liu’s theory (the quadratic functional $\|s\|^2$ is indeed Lipschitz over any of the sets $\mathcal{S}$ described above) but also the “size” of $\mathcal{S}$ in a sense that we do not know. Our feeling is that the metric dimension successfully used by Birgé for the estimation of $s$ itself might not be appropriate as suggested by the new results established in this paper concerning $l_p$-bodies, for $p < 2$. Indeed, for the Gaussian sequence model, under the assumption \[\sum_{\lambda > 1} \lambda^{p(1/2+\alpha-1/p)} |\beta_{\lambda}|^p \leq R^p\] with $\alpha > 1/p - 1/2$, we shall show in Section 3 the existence of a $\sqrt{n}$-convergent estimator provided that $\alpha > 1/p - 1/4$ when $p \geq 4/3$ and $\alpha > 1/2$ when $p \leq 4/3$. The striking fact here is that our result depends on $p$ while the metric dimension of the $l_p$-body is known to depend only on $\alpha$ [see for instance Birgé and Massart (2000a)]. Unfortunately we do not know whether our result is optimal or not.

**Adaptive estimation of $\|s\|^2$.** All the estimators of $\|s\|^2$ that one can find in the literature cited above suffer from the same drawback: they depend on the a priori knowledge that $s$ belongs to some set $\mathcal{S}$ (such as some given Hölderian ball or some given ellipsoid for instance). From this point of view, Efroïmovitch and Low (1996) have obtained an important improvement of the previous results. In the context of the Gaussian sequence model, by using a procedure which is close to Lepskii’s method [as introduced in Lepskii (1990, 1992)] they propose an estimator $\hat{\theta}_n$ of $\theta$ with the following adaptive properties. For any positive $R$ and $\alpha$, provided that the sequence $(\beta_{\lambda})_{\lambda \geq 1}$ satisfies the condition $\beta_{\lambda}^2 \lambda^{2\alpha+1} \leq R^2$ for all $\lambda$ [which means that $(\beta_{\lambda})_{\lambda \geq 1}$ belongs to some hyperrectangle] one has:

1. $\hat{\theta}_n$ is asymptotically efficient if $\alpha > 1/4$;
2. $\mathbb{E}[\left(\hat{\theta}_n - \theta\right)^2] \leq b_n/n$, where $b_n$ tends to infinity when $n$ goes to infinity as slowly as desired, if $\alpha = 1/4$.

Note that they also consider an estimator $\tilde{\theta}_n$ which is $\sqrt{n}$-consistent in the whole range $\alpha \geq 1/4$. For both estimates one has

$$\mathbb{E}[\left(\hat{\theta}_n - \theta\right)^2] \leq C(R, \alpha) (n^{-2} \log(n))^{4\alpha/(1+4\alpha)} \quad \text{if} \quad \alpha < 1/4.$$  

Since the minimax quadratic risk for estimating $\theta$ on a given hyperrectangle is of order $n^{-8\alpha/(1+4\alpha)}$ whenever $\alpha < 1/4$, the estimator $\hat{\theta}_n$ misses the optimal rate within the factor $(\log(n))^{4\alpha/(1+4\alpha)}$. Efroïmovitch and Low (1996) actually show that this is really the price to pay for adaptation, which means that this logarithmic factor is unavoidable if you do not know in advance to what hyperrectangle $s$ belongs. The reader should take note of the fact that the index
Description of our method and results. Our approach to building adaptive estimators is based on model selection via penalization. This method has been successfully developed to estimate adaptively a function \( s \) in various contexts [see Birge and Massart (1997), Barron, Birge and Massart (1999), Baraud (1997) or Birge and Massart (2000b)]. Although we shall deal with a general Gaussian framework, we are presenting our approach in the context of the Gaussian sequence model by sake of simplicity. We consider some collection \( \mathcal{M} \) of subsets of \( \mathbb{N}_\ast \) and a penalty function \( \text{pen} : \mathcal{M} \rightarrow \mathbb{R}_+ \). Our penalized estimator of \( \theta = \sum_{\lambda \geq 1} \beta^2_{\lambda} \) is then simply defined by

\[
\hat{\theta} = \sup_{m \in \mathcal{M}} \left[ \sum_{\lambda \in m} Y^2_{\lambda} - \text{pen}(m) \right].
\]

Our main theorem (see Theorem 1 in Section 2 below) provides a nonasymptotic bound for \( \mathbb{E} \left[ \left( \hat{\theta} - \theta - (2/\sqrt{n}) \sum_{\lambda \geq 1} \beta^2_{\lambda} \right)^2 \right] \) when the penalty function is conveniently chosen (an explicit expression for the penalty function is given in the statement of Theorem 1). Such a bound can also be used for asymptotic purposes and is especially useful for specifying under which condition on the sequence \( (\beta_{\lambda})_{\lambda \geq 1} \), \( \hat{\theta} \) is asymptotically efficient. The choice of the penalty function is very important and influences the order of magnitude of the risk bound. The penalty \( \text{pen}(m) \) depends, of course, on the cardinality of \( m \) but also on the complexity of the whole collection \( \mathcal{M} \). It should be noticed that such a dependency also appears in Birge and Massart (2000b) in the same context of the Gaussian sequence model, but with a very different expression for the penalty. This means that an appropriate penalty function to estimate \( s \) is not necessarily convenient to estimate \( \|s\|_2^2 \) and vice versa.

Our general risk bound can be used to analyze the adaptivity property of the penalized estimator over various families of sets of parameters \( (S_a)_{a \in A} \). Of course the geometric nature of the sets \( S_a, a \in A \) will heavily depend on the collection \( \mathcal{M} \) and more precisely of its approximation properties. For instance, taking first \( \mathcal{M} \) as the nested family \( \mathcal{M}_{\text{nest}} \) of sets \( \{1, \ldots, D\}, D \in \mathbb{N}_\ast \), let us define the penalized estimator as

\[
\hat{\theta} = \sup_{D \in \mathbb{N}_\ast} \left[ \sum_{\lambda \leq D} Y^2_{\lambda} - \frac{1}{n} \left( D + 1 + 2 \sqrt{(D + 1)x_D + 2x_D} \right) \right],
\]

where \( x_D = C \log D \) for any positive integer \( D \), for some given constant \( C > 2 \). Then \( \hat{\theta} \) will have the same adaptivity properties over the set of hyperrectangles as the estimator of Efroimovitch and Low. Note that we even get some modest but objective gain with respect to Efroimovitch and Low’s result since our estimator is \( \sqrt{n} \)-efficient instead of \( \sqrt{n} \)-convergent when the index \( \alpha \) of the hyperrectangle is not too small, that is, \( \alpha > 1/4 \). It also has
analogous adaptivity properties with respect to the collection of $l_p$-bodies
\[ \sum_{\lambda \in N^*} \lambda^{p(a-1/p+1/2)} |\beta_\lambda|^p \leq R_p \] for $p > 2$.

We can, moreover, profit by the flexibility of the model selection via penalization method and produce other estimators with new adaptivity properties by simply enlarging the collection $\mathcal{M}_{\text{nest}}$. If, for instance, we take $\mathcal{M}$ as the collection $\mathcal{M}_{\text{all}}$ of all the finite subsets of $N^*$ and choose the penalty adequately, we shall show that the penalized estimator still has the adaptivity properties of the preceding one with respect to the collection of hyperrectangles or ellipsoids but furthermore has new adaptivity properties with respect to $l_p$-bodies for $p < 2$. In particular we shall prove that under the assumption
\[ \sum_{\lambda \geq 1} \lambda^{p(1/2+a-1/p)} |\beta_\lambda|^p \leq R_p \] with $\alpha > 1/p - 1/4$ when $p \geq 4/3$ and $\alpha > 1/2$ when $p \leq 4/3$. Otherwise some nonparametric rates of convergence arise but, as previously mentioned, we do not know if our results are optimal or not, simply because of the lack of lower bounds for the minimax risk on a given $l_p$-body when $p < 2$. We shall also construct penalized estimators with improved adaptive convergence properties (the gain is a logarithmic factor), by considering some specially designed collection of sets $\mathcal{M}$ such that $\mathcal{M}_{\text{nest}} \subset \mathcal{M} \subset \mathcal{M}_{\text{all}}$.

In each example that we shall consider, we shall indicate an easy way to compute the corresponding penalized estimator. Indeed, since definition (1.1) involves some optimization over the collection $\mathcal{M}$, one could have legitimate doubts about the computability of the penalized estimator, especially in situations where $\mathcal{M}$ is taken to be a very large collection of sets like $\mathcal{M}_{\text{all}}$. Fortunately, we shall show that for all the examples that we shall consider, the computation reduces to some optimization over the set of integers, exactly as in (1.2), which this time can be expected to be performed with the help of a computer.

2. Estimation via model selection.

2.1. Description of the framework. Assume that one observes a Gaussian linear process $Y$ with mean $s$ and variance $1/n$ on some Hilbert space $\mathbb{H}$, endowed with the scalar product $\langle \cdot, \cdot \rangle$. We recall that this means
\[ Y(t) = \langle s, t \rangle + \frac{1}{\sqrt{n}} L(t), \quad t \in \mathbb{H}, \] (2.1)
where $s \in \mathbb{H}$ is unknown, $L$ is some isonormal Gaussian process on $\mathbb{H}$ [see Dudley (1973)], and $L$ is a linear isometry from $\mathbb{H}$ to some Gaussian subspace of $L_2(\Omega, \mathbb{P})$. In particular, the covariance of the process is defined by
\[ \text{Cov}(L(t), L(t')) = \langle t, t' \rangle. \]
The following frameworks are easily seen to be of type (2.1).

Finite-dimensional Gaussian regression. One observes
\[ Y_i = s_i + \varepsilon_i, \quad i = 1, \ldots, n, \] (2.2)
where $(\varepsilon_1, \ldots, \varepsilon_n)$ are independent standard normal variables. We consider $\mathbb{H} = \mathbb{R}^n$ endowed with the scalar product $\langle x, y \rangle = (1/n) \sum_{i=1}^n x_i y_i$ and set
s = (s_1, \ldots, s_n). Model (2.1) is obtained by setting, for all t = (t_1, \ldots, t_n) \in \mathbb{R}^n, Y(t) = (1/n) \sum_{i=1}^n t_i Y_i and L(t) = (1/\sqrt{n}) \sum_{i=1}^n t_i e_i.

Conversely, if model (2.1) is observed, then we recover the Gaussian regression model with fixed design by considering an orthonormal basis of \( S \) of \( \mathbb{R}^n \) endowed with the usual scalar product \( \langle \cdot, \cdot \rangle = \sum_{\lambda \in \mathbb{N}^n} \beta_\lambda \gamma_\lambda \) and \( s = (\beta_\lambda)_{\lambda \in \mathbb{N}^n} \), we define for any \( t = (\alpha_\lambda)_{\lambda \in \mathbb{N}^n} \in \mathbb{H} \), \( Y(t) = \sum_{\lambda \in \mathbb{N}^n} \alpha_\lambda Y_\lambda \) and \( L(t) = \sum_{\lambda \in \mathbb{N}^n} \alpha_\lambda e_\lambda \) and we see that (2.3) implies (2.1).

Conversely, if one observes \( \{Y(t), t \in l_2(\mathbb{N}^n)\} \) according to model (2.1), then we recover the Gaussian sequence model by setting for all \( \lambda \in \mathbb{N}^n \), \( Y_\lambda = Y(\phi_\lambda) \), \( \beta_\lambda = \langle s, \phi_\lambda \rangle \) and \( e_\lambda = L(\phi_\lambda) \) where \( (\phi_\lambda)_{\lambda \in \mathbb{N}^n} \) is the canonical basis of \( l_2(\mathbb{N}^n) \).

The multivariate white noise model. One observes

\[
Z(x) = \int_{[0,1]^d} 1_{[0,x_1] \times \cdots \times [0,x_d]}(u)s(u)du + \frac{1}{\sqrt{n}}W(x)
\]

for all \( x = (x_1, \ldots, x_d) \in [0,1]^d \), where \( W \) is the standard Wiener process on \([0,1]^d\). We consider \( \mathbb{H} = L_2([0,1]^d) \) endowed with its usual scalar product. We set \( Y(t) = \int_{[0,1]^d} t(u)Z(u)du \) and \( L(t) = \int_{[0,1]^d} t(u)dW(u) \).

Conversely, if one observes \( \{Y(t), t \in l_2([0,1]^d)\} \), according to model (2.1) then one a fortiori observes \( Z(x) = Y(1_{[0,x_1] \times \cdots \times [0,x_d]}) \) for all \( x = (x_1, \ldots, x_d) \in [0,1]^d \). Since \( W(x) = L(1_{[0,x_1] \times \cdots \times [0,x_d]}) \) is a standard Wiener process, \( Z \) is indeed defined from a white noise model.

2.2. The estimation procedure. Our aim is to estimate \( \|s\|^2 = \langle s, s \rangle \) from observation (2.1). We want to present an adaptive estimation method based on model selection. To better understand its interest and the way it works, it is useful to recall first the minimax approach for which one can use an estimator defined from a single finite-dimensional linear model.

The minimax approach. Let us take some \( D \)-dimensional linear subspace \( S \) of \( \mathbb{H} \). Given some orthonormal basis \( (\phi_\lambda, \lambda \in \Lambda) \) of \( S \), since the orthogonal projection of \( s \) on \( S \) can be written as \( \sum_{\lambda \in \Lambda} \langle s, \phi_\lambda \rangle \phi_\lambda \), it is natural to consider the projection estimator \( \hat{s} = \sum_{\lambda \in \Lambda} Y(\phi_\lambda) \phi_\lambda \). It is easy to verify that

\[
\hat{s} = \arg\min_{v \in S} (\|v\|^2 - 2Y(v)),
\]

which shows that \( \hat{s} \) does not depend on the particular choice of the basis \( (\phi_\lambda, \lambda \in \Lambda) \). It is instructive to study the behavior of the statistics \( \|\hat{s}\|^2 \). Since

\[
\hat{s} = \sum_{\lambda \in \Lambda} \langle s, \phi_\lambda \rangle \phi_\lambda + \frac{1}{\sqrt{n}} \sum_{\lambda \in \Lambda} L(\phi_\lambda) \phi_\lambda,
\]
we obtain
\[
\|\hat{s}\|^2 = \sum_{\lambda \in \Lambda} \langle s, \phi_\lambda \rangle^2 + \frac{2}{\sqrt{n}} \sum_{\lambda \in \Lambda} \langle s, \phi_\lambda \rangle L(\phi_\lambda) + \frac{1}{n} \sum_{\lambda \in \Lambda} L^2(\phi_\lambda).
\]
From this identity, we derive that \(\hat{\theta} = \|\hat{s}\|^2 - D/n\) is an unbiased estimator of \(\|\pi_S(s)\|^2\) where \(\pi_S(s) = \sum_{\lambda \in \Lambda} \langle s, \phi_\lambda \rangle \phi_\lambda\) denotes the orthogonal projection of \(s\) onto \(S\). We can easily compute the quadratic risk of \(\hat{\theta}\) as an estimator of \(\theta = \|s\|^2\). Indeed, we notice that
\[
\hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} = -\|s - \pi_S(s)\| + \frac{2}{\sqrt{n}} L(\pi_S(s) - s) + \frac{1}{n} \sum_{\lambda \in \Lambda} (L^2(\phi_\lambda) - 1).
\]
Since the variables \(L(\pi_S(s) - s)\) and \(\sum_{\lambda \in \Lambda} L^2(\phi_\lambda)\) are independent with respective distributions \(\mathcal{N}(0, \|s - \pi_S(s)\|^4)\) and \(\chi^2(D)\), we derive that
\[
\mathbb{E} \left[ \left( \hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} \right)^2 \right] = \|s - \pi_S(s)\|^4 + \frac{4}{n} \|s - \pi_S(s)\|^2 + \frac{2D}{n^2}
\]
\[
\leq 3\|s - \pi_S(s)\|^4 + \frac{2(D + 1)}{n^2}.
\] (2.4)
From this inequality, we see that an ideal choice of \(S\) would be to make the trade-off between the squared bias term \(\|s - \pi_S(s)\|^4\) and the variance term \(D/n^2\). To be more concrete, let us take \(H = L_2([0, 1])\). Then, some prior smoothness assumption on \(s\) such as \(s\) belongs to the class of Hölderian functions
\[
\mathcal{H}_\alpha(L) = \{ t \in L_2([0, 1]), |t(x) - t(y)| \leq L|x - y|^{\alpha}, \forall x, y \in [0, 1]\},
\]
leads to the existence of some subspace \(S\) (such as histograms with \(D\) regular pieces) such that
\[
\sup_{s \in \mathcal{H}_\alpha(L)} \|s - \pi_S(s)\|^2 \leq C L^2 D^{-2\alpha}.
\]
Therefore, choosing \(D\) in a way that \(D/n^2 \sim L^4 D^{-4\alpha}\) ensures that, for some universal constant \(C'\),
\[
\sup_{s \in \mathcal{H}_\alpha(L)} \mathbb{E} \left[ \left( \hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} \right)^2 \right] \leq C' L^{4/(1+4\alpha)} n^{-8\alpha/(1+4\alpha)}.
\]
In that case, \(\hat{\theta}\) is an asymptotically efficient estimator of \(\theta\) with asymptotic variance \(4\|s\|^2\) whenever \(\alpha > 1/4\).

The main drawback of this minimax approach is that the choice of the subspace \(S\) and of its dimension \(D\) depends on the prior smoothness class \(\mathcal{H}_\alpha(L)\). Our strategy to overcome this difficulty consists of considering some preliminary collection of models \((S_m)_{m \in \mathcal{M}}\) where \(\mathcal{M}\) is some finite or countable set that may depend on \(n\) and defining our estimator from the corresponding collection of projection estimators \((\hat{s}_m)_{m \in \mathcal{M}}\) via some model selection criterion. This criterion relies upon the following idea.
Heuristics of the model selection method. For any \( m \in \mathcal{M} \), let \( S_m \) be some \( D_m \)-dimensional linear subspace of \( \mathbb{H} \), \( s_m \) denote the orthogonal projection of \( s \) onto \( S_m \) and \( \hat{\theta}_m \) be the unbiased estimator of \( \|s_m\|^2 \) defined by \( \hat{\theta}_m = \|\tilde{s}_m\|^2 - D_m/n \). From inequality (2.4), we derive that “the best” model from the point of view of minimizing the quadratic risk of \( \theta \) should minimize \( \|s - s_m\|^2 + C_{\sqrt{D_m}}/n \) or equivalently \( -\|s_m\|^2 + C_{\sqrt{D_m}}/n \). Since \( \|s_m\|^2 \) is unknown, it is natural to replace it by the unbiased estimator \( \tilde{\theta}_m \). This leads to the idea of minimizing \( -\|\tilde{s}_m\|^2 + D_m/n + C_{\sqrt{D_m}}/n \) to get a proper data-driven model choice. Our selection criterion will indeed be close to the latter since we shall consider some penalty function \( pen: \mathcal{M} \to \mathbb{R}^+ \) and define

\[
\hat{m} = \arg \min_{m \in \mathcal{M}} (-\|\tilde{s}_m\|^2 + \text{pen}(m)).
\]

The main issue is that \( \text{pen}(m) \) will be taken greater than the heuristically determined penalty term \( D_m/n + C_{\sqrt{D_m}}/n \) in order to take into account the “complexity” of the collection of models. We finally define our penalized estimator of \( \theta \) as

\[
\hat{\theta} = \|\tilde{s}_m\|^2 - \text{pen}(\hat{m}) = \sup_{m \in \mathcal{M}} (\|\tilde{s}_m\|^2 - \text{pen}(m)).
\]

We turn now to the main result of the paper, which we shall illustrate in the next sections.

2.3. The main theorem. We address the problem of constructing risk bounds for penalized estimators which depend on a proper choice of the penalty function. In the statement of Theorem 1 below, the parameter \( n \) which appears in (2.1) is fixed and our bounds involve numerical constants that do not depend on \( n \). Hence the Hilbert space involved in (2.1) as well as the collection of models \( (S_m)_{m \in \mathcal{M}} \) or the penalty function \( \text{pen}(\cdot) \) are allowed to depend on \( n \).

**Theorem 1.** Let \( \mathbb{H} \) be some Hilbert space endowed with scalar product \( \langle \cdot, \cdot \rangle \). One observes the Gaussian process \( \{Y(t), t \in \mathbb{H}\} \), where \( Y(t) \) is given by (2.1). Let \( \mathcal{M}^* \) be some finite or countable set and for any \( m \in \mathcal{M}^* \), let \( S_m \) denote some linear subspace of \( \mathbb{H} \) with finite dimension \( D_m > 0 \). We consider \((x_m)_{m \in \mathcal{M}^*}\) to be some family of nonnegative real numbers. Let, for any \( m \in \mathcal{M}^* \), \( \text{pen}(m) \) satisfy

\[
(2.5) \quad n\text{pen}(m) \geq (D_m + 1) + 2\sqrt{(D_m + 1)x_m + 2x_m}.
\]

Let \( \mathcal{M} \) be either \( \mathcal{M}^* \) or \( \mathcal{M}^* \cup \{0\} \), with \( S_0 = \{0\} \) and \( \text{pen}(0) = 0 \). Let \( \hat{s}_m \) be the projection estimator of \( s \) over \( S_m \).

We consider the collection of estimators \((\hat{\theta}_m)_{m \in \mathcal{M}}\) of \( \theta = \|s\|^2 \), given by

\[
\hat{\theta}_m = \|\hat{s}_m\|^2 - \text{pen}(m)
\]

and define

\[
(2.6) \quad \hat{\theta} = \sup_{m \in \mathcal{M}} \hat{\theta}_m.
\]
Let $r$ be some positive real number. Then, whenever

\begin{equation}
\sum_{m \in \mathcal{A}} D^{r/2}_m e^{-x_m} < +\infty,
\end{equation}

$\hat{\theta}$ is almost surely finite and

\begin{equation}
\mathbb{E}_x \left[ \left| \hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} \right|^r \right] \leq \inf_{m \in \mathcal{A}} \mathbb{E}_x \left[ \left( -\hat{\theta}_m + \theta + \frac{2L(s)}{\sqrt{n}} \right)^r \right] + C_1(r) \frac{(\Sigma_r + 1)}{n^r},
\end{equation}

where $C_1(r)$ is some numerical constant depending only on $r$. Moreover, for any $m \in \mathcal{A}$,

\begin{equation}
\mathbb{E}_x \left[ (-\hat{\theta}_m + \theta + \frac{2L(s)}{\sqrt{n}})^r \right] \leq C_2(r) \left[ \|s - s_m\|^2 + \frac{(D_m^r + 1)}{n^r} \right]
+ \left( \text{pen}(m) - \frac{D_m}{n} \right)^r \right],
\end{equation}

where $s_m$ is the orthogonal projection of $s$ over $S_m$ and $C_2(r)$ is a numerical constant depending only on $r$.

**Comments.**

(i) There is some ambiguity in the definition of $\{Y(t), t \in \mathbb{H}\}$ since the isonormal process $\{L(t), t \in \mathbb{H}\}$ is defined up to some negligible event that may change for each $t \in \mathbb{H}$. In other words, if $\mathbb{H}$ is infinite dimensional, one cannot guarantee that there exists a given version of $\{L(t), t \in \mathbb{H}\}$ such that $L(t)(\omega)$ is linear with respect to $t$ for almost all $\omega \in \Omega$. Nevertheless, the definition of our estimator only involves some given countable collection of finite-dimensional linear subspaces $(S_m)_{m \in \mathcal{A}}$ and $\{Y(t), t \in \bigcup_{m \in \mathcal{A}} S_m\}$. It is easy to see that there exists some version of $L$ which is linear on the algebraic linear span $S$ of $\bigcup_{m \in \mathcal{A}} S_m$ and such a version is implicitly used to define a linear version of $Y$ on $S$.

(ii) If $\mathcal{A}$ is finite, then any possible $\hat{m}$ which minimizes $-\|\hat{s}_m\|^2 + \text{pen}(m)$ leads to the same value for $\hat{\theta}_m$ which is precisely our estimator $\hat{\theta} = \sup_{m \in \mathcal{A}} \hat{\theta}_m$. If $\mathcal{A}$ is infinite, there is no guarantee that the minimum of $-\|\hat{s}_m\|^2 + \text{pen}(m)$ is achieved. Nevertheless, it always makes sense to consider $\hat{\theta} = \sup_{m \in \mathcal{A}} \hat{\theta}_m$; this is the reason why we use such a definition of $\hat{\theta}$ in the statement of Theorem 1 rather than $\hat{\theta} = \hat{\theta}_m$. Moreover, Theorem 1 ensures that $\hat{\theta}$ is fortunately almost surely finite.

(iii) When applying Theorem 1, we shall generally take $\text{pen}(m)$ as small as permitted; that is,

\[ \text{pen}(m) = \frac{(D_m + 1)}{n} + 2\sqrt{(D_m + 1)x_m} + 2 \frac{x_m}{n}. \]

The role of the weights $(x_m)_{m \in \mathcal{A}}$ is therefore essential but might seem mysterious at a first glance. We have indeed several possible choices for $(x_m)_{m \in \mathcal{A}}$. One possibility is to choose $(x_m)_{m \in \mathcal{A}}$ in such a way that

\begin{equation}
\sum_{m \in \mathcal{A}} D_m^r e^{-x_m} \leq C(r),
\end{equation}

where $C(r)$ is a numerical constant depending only on $r$. However, this is not the only choice we can make, and indeed, we take $x_m = \frac{1}{2}$ for all $m \in \mathcal{A}$.
where $C'(r)$ is some numerical constant depending only on $r$. Combining (2.8) and (2.9) leads, under this assumption, to

$$
E_s\left[\left|\hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}}\right|^r\right] \leq C'(r) \inf_{m \in M} \left[\|s - s_m\|^{2r} + \left(\frac{D_m^{r/2} + 1}{n^{r/2}}\right)\right] + \left(\frac{\text{pen}(m) - D_m}{n}\right)^r .
$$

(2.11)

(iv) One can derive from (2.11) two kinds of information about the behavior of $\hat{\theta}$. One possibility is to analyze the risk of $\hat{\theta}$. We readily get from (2.11),

$$
E_s|\hat{\theta} - \theta|^r \leq 2^{(r-1)+} C'(r) \inf_{m \in M} \left[\|s - s_m\|^{2r} + \left(\frac{D_m^{r/2} + 1}{n^{r/2}}\right)\right] + \left(\frac{\text{pen}(m) - D_m}{n}\right)^r + \frac{2^r\|s\|^r}{n^{r/2}} E(|\xi|^r),
$$

(2.12)

where $\xi$ is a standard normal variable. We shall study in the next section several examples for which (2.12) leads to upper bounds for the maximal risk of $\hat{\theta}$ over various sets of parameters.

Another possibility is to use (2.11) for asymptotic analysis, which means that $n$ goes to infinity. Taking $r = 1$, if we have chosen the weights $(x_m)_{m \in M}$ such that (2.10) holds, then inequality (2.11) shows that whenever

$$
\inf_{m \in M} \left[\|s - s_m\|^2 + \frac{D_m^{1/2}}{n} + \left(\frac{\text{pen}(m) - D_m}{n}\right)^2\right] = o(1/\sqrt{n}),
$$

then $\sqrt{n}(|\hat{\theta} - \theta| - 2L(s))$ converges towards 0 in probability. Recalling that $L(s)$ is a centered Gaussian variable with variance $\theta$, we see that, if the Hilbert space $H$ does not depend on $n$, $\theta = \|s\|^2$ is also independent of $n$, and therefore $\sqrt{n}(|\hat{\theta} - \theta|)$ is asymptotically centered normal with variance $4\theta$.

We intend to apply Theorem 1 to show that our estimator is adaptive in various classes of parameter sets. Since we have in view to prove that in many situations our estimator is asymptotically efficient, it is convenient to deal from now on with the case where $H$ is a given infinite-dimensional Hilbert space, although our theorem clearly also applies when $H$ is finite-dimensional with dimension depending on $n$, as in the example of the fixed design regression model. We recall below the correspondence between classes of functions in $L_2([0, 1])$ like Hölderian, Sobolev or Besov balls and classes of sequences in $l_2(N^*)$ like hyperrectangles, ellipsoids, $l_p$, or Besov bodies via some proper choice of a basis. This will motivate the study of the properties of our penalized estimator within the framework of the Gaussian sequence model. This study will be performed in Section 3 where the adaptive properties of the penalized estimator over various bodies in $l_2(N^*)$ will be exhibited.

2.4. Smoothness classes and bodies in $l_2(N^*)$. We want to make precise the correspondence between classes of functions included in $L_2([0, 1])$ and sets of...
coefficients. Many classes of functions can indeed be described by the properties of their expansions on a suitable basis. For the sake of simplicity, we shall content ourselves with dealing with the Haar basis and control the variations of a function with the help of moduli of continuity. However, more general wavelet expansions and moduli of smoothness could be considered as well [we refer to Donoho and Johnstone (1998) for more details].

Following DeVore and Lorentz (1993), the $\ell_p$-modulus of continuity $\omega(s, y)_p$ is defined by

\[
(\omega(s, y)_p)^p = \sup_{0<h\leq y} \int_0^{1-h} |s(x + h) - s(x)|^p \, dx \quad \text{for } 0 < y, \text{ if } 0 < p < \infty,
\]

and for $p = \infty$,

\[
\omega(s, y)_\infty = \sup_{0<h\leq y} \sup_{x\in[0,1-h]} |s(x + h) - s(x)|.
\]

Let $0 < \alpha < 1$, $0 < p, q \leq \infty$, the function $s$ belongs to the Besov space $\mathcal{B}_{p, q}^\alpha([0, 1])$, if and only if $s \in \ell_p([0, 1])$ and

\[
|s|_{\alpha, p, q} = \sum_{j=0}^{\infty} 2^{j\alpha q} \omega^q(s, 2^{-j})_p < +\infty \quad \text{when } 0 < q < +\infty,
\]

\[
|s|_{\alpha, p, \infty} = \sup_{j \geq 0} 2^{j\alpha} \omega(s, 2^{-j})_p < +\infty \quad \text{when } q = +\infty.
\]

We recall that $\alpha > (1/p - 1/2)_+$ warrants that $\mathcal{B}_{p, q}^\alpha([0, 1]) \subset \ell_2([0, 1])$.

We turn now to the correspondence between Besov balls and bodies in a sequence space via Haar expansions. Let $\psi = \mathbb{1}_{[0,1/2]} - \mathbb{1}_{[1/2,1]}$, and for any integers $j$ and $k$, $\psi_{j,k}(\cdot) = 2^{j/2} \psi(2^j \cdot - k)$. Any function $s \in \ell_2([0, 1])$ can be expanded as

\[
s = \int_0^1 s(x) \, dx + \sum_{j \geq 0} \sum_{k=1}^{2^j} \beta_{j,k} \psi_{j,k},
\]

where $\beta_{j,k} = \int_0^1 s(x) \psi_{j,k}(x) \, dx$. Let $\Lambda = \{(j, k) \in \mathbb{N}^2, \ k \in \{1, \ldots, 2^j\}\}$, for any integer $j$. We set $|\beta|_{j, p} = (\sum_{k=1}^{2^j} |\beta_{j,k}|^p)^{1/p}$ if $p < \infty$ and $|\beta|_{j, \infty} = \sup_{k \in \{1, \ldots, 2^j\}} |\beta_{j,k}|$. The size of the coefficients of $s$ depends on the modulus of continuity. This can be seen by using the following classical inequality [see DeVore, Jawerth and Popov (1992)], for all $j \geq 0$ and $p \geq 1$:

\[
2^{j(1/2-1/p)} |\beta|_{j, p} \leq C_p \omega(s, 2^{-j})_p,
\]

where $C_p$ is a constant depending only on $p$.

Assume first that $p \geq 1$. It follows from (2.13) that if $s$ belongs to some Besov ball with respect to the seminorm $|\cdot|_{\alpha, p, q}$, that is,

\[
\sum_{j \geq 0} 2^{j\alpha q} \omega^q(s, 2^{-j})_p \leq Q^q,
\]
for some $Q > 0$, then
\begin{equation}
\sum_{j \geq 0} 2^{j(1/2+(\alpha-1)/p))} |\beta|_{j, p}^q \leq R^q,
\end{equation}
where $R = C_p Q$. Similarly, if $s$ belongs to some Besov ball with respect to the seminorm $|\cdot|_{\alpha, p, \infty}$, that is,
\begin{equation}
\sup_{j \geq 0} 2^{ja} \omega(s, 2^{-j})_p \leq Q
\end{equation}
for some $Q > 0$, then
\begin{equation}
\forall \ j \in \mathbb{N}, \quad |\beta|_{j, p} \leq R2^{-j(1/2+(\alpha-1)/p))}.
\end{equation}

We can more generally consider the class of functions $s$ satisfying
\begin{equation}
\sum_{j \geq 0} \frac{\omega^p(s, 2^{-j})_p}{w^p(2^{-j})} < +\infty
\end{equation}
if $p < \infty$ where $w$ is a given positive function on $[0,1]$. Note that the Besov space $\mathcal{B}_{p, p}^\alpha([0,1])$ corresponds to the situation where $w(x) = x^\alpha$. Assume that
\begin{equation}
\sum_{j \geq 0} \frac{\omega^p(s, 2^{-j})_p}{w^p(2^{-j})} < +\infty.
\end{equation}
It follows from inequality $(2.13)$ that $\beta \in l_2(\Lambda)$ provided that $x \mapsto w(x)x^{1/2-1/p}$ is nondecreasing (and therefore bounded) if $p \leq 2$ and provided that $\sum_{j \geq 0}(w(2^{-j}))^{(1/2-1/p)} < +\infty$ if $p > 2$. Moreover if
\begin{equation}
\sum_{j \geq 0} \frac{\omega^p(s, 2^{-j})_p}{w^p(2^{-j})} \leq Q^p,
\end{equation}
then
\begin{equation}
\sum_{j \geq 0} \frac{|\beta|_{j, p}^p}{R^{p}2^{j(p(1/p-1/2))}w^p(2^{-j})} \leq 1.
\end{equation}
Similarly, if $\sup_{j \geq 0}(\omega(s, 2^{-j})_\infty/w(2^{-j})) \leq Q$, then
\begin{equation}
\sup_{j \geq 0} \frac{|\beta|_{j, \infty}}{R^{2^{-j/2}}w(2^{-j})} \leq 1.
\end{equation}
The case $0 < p < 1$ is more involved since in this case $(2.13)$ is not available. However, it is still true that the Besov ball with respect to the seminorm $|\cdot|_{\alpha, p, q}$ is included in a Besov body defined by $(2.14)$ if $q < \infty$ or $(2.15)$ if $q = \infty$, for an appropriate value of $R$. See Devore, Kyriasis, Leviatan and Tikhomirov (1993).

If we order the countable set $\Lambda$ with the lexicographical ordering, we can identify $\Lambda$ with $\mathbb{N}^*$. As shown by the computations above, conditions on the moduli of continuity of $s$ can be transferred to conditions on the sequence $\beta$ of
coefficients of \( s \). This motivates the following formal definitions of bodies in \( l_2(\mathbb{N}^\star) \), that we shall use below. We begin with \( l_p \)-bodies.

**Definition 1.** Let \( 0 < p \leq \infty \) and \( c \) be some positive and nonincreasing sequence. We define the \( l_p \)-body \( \Theta_{p,c} \) as

\[
\Theta_{p,c} = \left\{ \beta \in l_p(\mathbb{N}^\star), \sum_{\lambda \in \mathbb{N}^\star} \left| \frac{\beta_\lambda}{c_\lambda} \right|^p \leq 1 \right\} \quad \text{if} \quad p < \infty,
\]

\[
\Theta_{\infty,c} = \left\{ \beta \in l_\infty(\mathbb{N}^\star), \sup_{\lambda \in \mathbb{N}^\star} \left| \frac{\beta_\lambda}{c_\lambda} \right| \leq 1 \right\} \quad \text{if} \quad p = \infty.
\]

Note that an \( l_p \)-body is always included in \( l_2(\mathbb{N}^\star) \) for \( p \leq 2 \). If \( p > 2 \), Hölder’s inequality warrants that \( \Theta_{p,c} \subset l_2(\mathbb{N}^\star) \) whenever

\[
(2.18) \quad \sum_{\lambda \in \mathbb{N}^\star} c_\lambda^{(1/2-1/p)^{-1}} < \infty.
\]

Moreover, \( \Theta_{p,c} \) is an ellipsoid when \( p = 2 \) and an hyperrectangle when \( p = \infty \).

We shall also deal with the scale of Besov bodies as introduced in Donoho and Johnstone (1998).

**Definition 2.** Let \( 0 < p, q \leq \infty \), \( \alpha > 0 \), and \( R > 0 \). Assume that \( \alpha' = 1/2 + \alpha - 1/p > 0 \). Given the partition of \( \mathbb{N}^\star, \mathbb{N}^\star = \sum_{j \geq 0} \Lambda(j) \), where \( \Lambda(j) = \{2^j, \ldots, 2^{j+1} - 1\} \), we define the Besov body \( \mathcal{B}_{a,p,q}(R) \) as

\[
\mathcal{B}_{a,p,q}(R) = \left\{ \beta \in l_2(\mathbb{N}^\star), \sum_{j \geq 0} |\beta_j|^q p^{2^{j+a}} \leq R^q \right\} \quad \text{if} \quad q < \infty,
\]

\[
\mathcal{B}_{a,p,\infty}(R) = \left\{ \beta \in l_2(\mathbb{N}^\star), \sup_{j \geq 0} |\beta_j| p^{2^{j+a}} \leq R \right\} \quad \text{if} \quad q = \infty,
\]

where \( |\beta_j|^p = \sum_{\lambda \in \Lambda(j)} |\beta_\lambda|^p \quad \text{if} \quad p < \infty \) and \( |\beta_j|, \infty = \sup_{\lambda \in \Lambda(j)} |\beta_\lambda| \).

\( \mathcal{B}_{a,p,p}(R) \) is essentially an \( l_p \)-body and does not bring anything new. This is not the case for \( \mathcal{B}_{a,p,\infty}(R) \) which contains \( \mathcal{B}_{a,p,p}(R) \) and that we shall use in the sequel.

All these bodies play a role when expressing smoothness constraints on the function \( s \) through constraints on its sequence of coefficients \( \beta \). Indeed, inequalities (2.14) and (2.15) ensure that whenever \( s \) belongs to some Besov ball with respect to the seminorm \( \cdot |_{a,p,q} \) then \( \beta \) belongs to some Besov body \( \mathcal{B}_{a,p,q}(R) \), while (2.16) and (2.17) express that more general conditions on the modulus of continuity of \( s \) imply that \( \beta \) belongs to some adequate \( l_p \)-body.

3. **The Gaussian sequence model.** A reasonable strategy to estimate \( \|s\|^2 \) when \( s \) belongs to some infinite-dimensional separable Hilbert space and one observes (2.1) can be described as follows. Let \( (\phi_\lambda)_{\lambda \in \Lambda} \) be some orthonormal basis of \( H \). One can always assume that \( \Lambda = \Lambda_0 \cup \mathbb{N}^\star \) where \( \Lambda_0 \) is a finite subset
of $Z^-$ which does not depend on $n$. Think here that this is typically what one gets when considering the Haar basis in $L^2([0, 1])$, taking $\phi_0 = 1_{[0, 1]}$, and $(\phi_\lambda)_{\lambda \in \mathbb{N}^r}$ as the ordered $(\phi_{j, k})_{j \geq 0, 1 \leq k \leq 2^j}$. Then

$$\|s\|^2 = \|s_0\|^2 + \sum_{\lambda \in \mathbb{N}^r} \beta^2_{\lambda},$$

where $s_0$ is the orthogonal projection of $s$ onto the linear span of $(\phi_\lambda)_{\lambda \in \mathbb{N}^r}$. One can estimate $\|s_0\|^2$ by $\|\hat{s}_0\|^2 - |\Lambda_0|/n$, where $\hat{s}_0$ stands for the projection estimator on the linear span of $(\phi_\lambda)_{\lambda \in \mathbb{N}^r}$. This estimator has a quadratic risk of order $1/n$ and is moreover efficient which means that

$$\sqrt{n}(\|\hat{s}_0\|^2 - |\Lambda_0|/n - \|s_0\|^2) \xrightarrow{D} \mathcal{N}(0, 4\|s_0\|^2).$$

The problem of estimating properly $\|s\|^2$ reduces to that of estimating $|\beta|^2 = \sum_{\lambda \in \mathbb{N}^r} \beta^2_{\lambda}$. This can be done on the basis of the observation of the Gaussian sequence model (2.3) where the errors $e_\lambda$ are defined by $e_\lambda = L(\phi_\lambda)$. Any estimator $T_n$ of $|\beta|^2$ built from the sequence $(Y_n)_{\lambda \in \mathbb{N}^r}$ leads to the definition of an estimator of $\|s\|^2$ by taking $T_n = \|\hat{s}_0\|^2 - |\Lambda_0|/n + T_n$. Since $|\Lambda_0|$ does not depend on $n$, the quadratic risk of $T_n$ will stay of the same order as that of $T_n$ and, moreover, if $T_n$ is efficient which means that

$$\sqrt{n}(T_n - |\beta|^2) \xrightarrow{D} \mathcal{N}(0, 4|\beta|^2),$$

then since $\hat{s}_0$ is independent of $T_n$, $T_n$ is also efficient; that is,

$$\sqrt{n}(T_n - |\beta|^2) \xrightarrow{D} \mathcal{N}(0, 4\|s\|^2).$$

Hence, all through this section, we shall focus on the problem of estimating $|\beta|^2$ when one observes the Gaussian sequence model (2.3), and produce estimators which are adaptive on a variety of bodies of $L_2(\mathbb{N}^r)$. To do so, we shall consider several examples of collections of subsets $\{\Lambda_m, m \in \mathcal{M}\}$ of $\mathbb{N}^r$ and the corresponding collection of models $\{S_m, m \in \mathcal{M}\}$, where for any $m \in \mathcal{M},$

$$S_m = \{\beta \in L_2(\mathbb{N}^r), \beta_\lambda = 0 \quad \forall \lambda \notin \Lambda_m\}.$$

Then we shall define appropriate penalty functions and consider the corresponding penalized estimators of $|\beta|^2$ as given by (2.6).

3.1. $l_p$-bodies for $p \geq 2$. The definition of the penalized estimator that we shall consider throughout this section is as follows.

**Definition 3.** Let $\mathcal{M} = \mathbb{N}^r$ and $K$ be some given real number, $K > 1$. For all $m \in \mathcal{M}$, we set $x_m = K \log(m + 1)$ and

$$n \text{ pen}(m) = m + 1 + 2\sqrt{(m + 1)x_m + 2x_m}.$$

We define $\hat{\theta}$ by

$$\hat{\theta} = \sup_{m \in \mathcal{M}} \left( \sum_{k=1}^{m} Y^2_{\lambda} - \text{pen}(m) \right).$$
We introduce a new body which will turn out to be convenient since it contains in some sense \( l_p \)-bodies for \( p \geq 2 \). Let \( \gamma = (\gamma_m)_{m \in \mathbb{N}^*} \) be some nonincreasing and nonnegative sequence and \( \mathcal{E}_\gamma \) be the subset of \( l_2(\mathbb{N}^*) \) defined by

\[
\mathcal{E}_\gamma = \left\{ \beta \in l_2(\mathbb{N}^*), \forall m \in \mathbb{N}^*, \sum_{\lambda > m} \beta_\lambda^2 \leq \gamma_m^2 \right\}.
\]

The following theorem gives a uniform risk bound for the penalized estimator of Definition 3 over the set \( \mathcal{E}_\gamma \).

**Theorem 2.** Assume that one observes \((Y_\lambda)_{\lambda \in \mathbb{N}^*}\) given by the Gaussian sequence model (2.3) and set \( \beta = (\beta_\lambda)_{\lambda \in \mathbb{N}^*}, \theta = \sum_{\lambda \in \mathbb{N}^*} \beta_\lambda^2 \), and \( L(\beta) = \sum_{\lambda \in \mathbb{N}^*} \beta_\lambda \epsilon_\lambda \). Let \( K \) be some constant such that \( K > 1 \) and \( \hat{\theta} \) be the corresponding penalized estimator given by Definition 3. Let \( \mathcal{E}_\gamma \) be defined by (3.1). For any \( r \) such that \( r < 2(K-1) \), the following inequality holds:

\[
\sup_{\beta \in \mathcal{E}_\gamma} \mathbb{E}_{\beta} \left[ \left( \hat{\theta} - \theta - \frac{2L(\beta)}{\sqrt{n}} \right)^r \right] \leq C(r) \inf_{m \in \mathbb{N}^*} \left( \gamma_m^{2r} + \left( \frac{m \log(m+1)}{n^2} \right)^{r/2} \right),
\]

where \( C(r) \) is some constant depending only on \( r \).

**Comments.** (i) Although the above result is not asymptotic, we can use it to derive asymptotic properties for our estimator: if the term

\[
\inf_{m \in \mathbb{N}^*} \left( \gamma_m^{2r} + \left( \frac{m \log(m+1)}{n^2} \right)^{r/2} \right)
\]

is negligible as compared to \( n^{-r/2} \), then \( \hat{\theta} \) is an efficient estimator of \( \theta \). This will depend on the structure of the sequence \( \gamma = (\gamma_m)_{m \in \mathbb{N}^*} \).

(ii) An ellipsoid \( \Theta_{2, c} \) defined by Definition 1 is included in the set \( \mathcal{E}_\gamma \) if we set \( \gamma_m = c_m \forall m \in \mathbb{N}^* \). This is also the case for a hyperrectangle \( \Theta_{\alpha, c} \) defined by Definition 1 if we set \( \gamma_m^2 = \sum_{\lambda > m} c_\lambda^2 \) and for an \( l_p \)-body \( \Theta_{p, c} \) with \( p > 2 \) and \( \sum_{\lambda \in \mathbb{N}^*} c_\lambda^{(1/2-1/p)-1} \) if we set \( \gamma_m = (\sum_{\lambda > m} c_\lambda^{(1/2-1/p)-1})^{1/2-1/p} \). This means that Theorem 2 can be used to analyze the behavior of our estimator on some arbitrary \( l_p \)-body with \( p \geq 2 \).

It is interesting to look at the particular situation where \( \gamma_m = R m^{-\alpha} \). Let us denote by \( \mathcal{E}_\gamma(R) \) the corresponding set \( \mathcal{E}_\gamma \). We derive from Comment (ii) above that the following \( l_p \)-bodies are all included in \( \mathcal{E}_\gamma(R) \):

\[
\mathcal{E}_{p, \alpha}(R') = \left\{ \gamma \in l_2(\mathbb{N}^*), \sum_{\lambda \in \mathbb{N}^*} |\gamma_\lambda|^p \leq (R')^p \right\} \quad \text{if} \quad 2 \leq p < \infty,
\]

\[
\mathcal{E}_{\infty, \alpha}(R') = \left\{ \gamma \in l_2(\mathbb{N}^*), \forall \lambda \in \mathbb{N}^*, |\gamma_\lambda| \leq R' \lambda^{-\alpha} \right\} \quad \text{if} \quad p = \infty,
\]

where \( \alpha' = 1/2 + \alpha - 1/p \), \( R' = R \) if \( p = 2 \) and \( R' = R/(1/2 - 1/p) \) otherwise.
It should be noticed that $\mathcal{S}(R)$ is included in $\mathcal{B}_{a,2,\infty}(R)$ which is easily seen to be included in $\mathcal{S}(R^{2a}/\sqrt{2^{a}-1})$. This allows us to derive the following corollary of Theorem 2 which provides uniform risk bounds for the penalized estimator given by Definition 3. Given $\alpha > 0$, $R > 0$, these risk bounds are uniform over the Besov body $\mathcal{B}_{a,2,\infty}(R)$, and therefore over the $l_p$-body $\mathcal{S}_{p,a}(R')$ for $p \geq 2$ and $a' = 1/2 + (\alpha - 1/p)$, where $R' = R$ if $p = 2$, and $R' = R(\alpha/(1/2 - 1/p))^{1/2-1/p}$ otherwise.

**Corollary 1.** Assume that one observes $(Y_{\lambda})_{\lambda \in \mathbb{N}}$ given by the Gaussian sequence model (2.3). Let $\beta = (\beta_{\lambda})_{\lambda \in \mathbb{N}}$ and $\theta = \sum_{\lambda \in \mathbb{N}} \beta_{\lambda}^2$. Let $K$ be some constant such that $K > 1$ and $\hat{\theta}$ be the corresponding penalized estimator given by Definition 3. Assume that $r$ is some positive real number which satisfies $r < 2(K - 1)$. For any $R > 0$ and $\alpha > 0$, let the Besov body $\mathcal{B}_{a,2,\infty}(R)$ be defined by Definition 2.

Assume that $nR^2 \geq 1$, then

$$\sup_{\beta \in \mathcal{B}_{a,2,\infty}(R)} \mathbb{E}_{\beta} \left[ |\hat{\theta} - \theta|^r \right] \leq C(r, \alpha) \left[ R^{2r/(1+4\alpha)} \left( \frac{\log(1 + nR^2)}{n^2} \right)^{2r/(1+4\alpha)} \right].$$

where $C(r, \alpha)$ depends only on $r$ and $\alpha$. This leads to:

(i) If $\alpha \leq 1/4$,

$$\sup_{\beta \in \mathcal{B}_{a,2,\infty}(R)} \mathbb{E}_{\beta} \left[ |\hat{\theta} - \theta|^r \right] \leq C'(r, \alpha) \left[ R^{2r/(1+4\alpha)} \left( \frac{\log(1 + nR^2)}{n^2} \right)^{2r/(1+4\alpha)} \right];$$

(ii) if $\alpha > 1/4$

$$\sup_{\beta \in \mathcal{B}_{a,2,\infty}(R)} \mathbb{E}_{\beta} \left[ |\hat{\theta} - \theta|^r \right] \leq C'(r, \alpha) \left( \frac{R^r}{n^{r/2}} \right),$$

where $C'(r, \alpha)$ depends only on $r$ and $\alpha$.

If the sequence $\beta = (\beta_{\lambda})_{\lambda \in \mathbb{N}}$ belongs to the Besov body $\mathcal{B}_{a,2,\infty}(R)$ for some $\alpha > 1/4$, then

$$\sqrt{n}(\hat{\theta} - \theta) \overset{D}{\rightarrow} \mathcal{N}(0, 4\theta) \quad \text{as } n \rightarrow \infty,$$

$$n^{r/2} \mathbb{E}_{\beta} \left[ |\hat{\theta} - \theta|^r \right] \rightarrow 2^{r/2} \mathbb{E}[|\xi|^r] \quad \text{as } n \rightarrow \infty \text{ if } r \geq 1,$$

where $\xi$ is a standard normal variable.

**Comments.** (i) When $R$ does not depend on $n$, the minimax rate of convergence of $\hat{\theta}$ is $(\log(n)/n^{2a/(1+4\alpha)})^{1/2}$ if $\alpha \leq 1/4$ while if $\alpha > 1/4$, (3.6) ensures that $\hat{\theta}$ is an efficient estimator of $\theta$. Efroimovich and Low (1996) have proved that the logarithmic factor which appears in the rate of convergence for $\alpha < 1/4$ cannot be avoided. Using Lepskii's method for adaptation, Efroimovich and Low (1996) have also built an estimator which is adaptive on the class of hyperrectangles $\mathcal{S}_{\infty,a}(R)$ with $a' = a + 1/2$ in the sense that it achieves the optimal rate $(\log(n)/n^{2a/(1+4\alpha)})$ for $\alpha < 1/4$ and it is $\sqrt{n}$ consistent whenever
\( \alpha \geq 1/4 \). Our estimator presents the theoretical advantage that it is, moreover, efficient whenever \( \alpha > 1/4 \) and that our risk bounds are valid for all \( l_p \)-bodies \( \mathcal{S}_{p, \alpha} (R) \) simultaneously and not only for hyperrectangles. The estimator given by Definition 3 is furthermore easily computable. Note also that results (3.4) and (3.5) are non-asymptotic and allow \( R \) to depend on \( n \).

(ii) If we modify the definition of the penalty function and take \( x_n = 1 \) instead of \( x_n = K \log(n+1) \) in Definition 3, it is easy to see that the resulting penalized estimator \( \hat{\theta} \) achieves the rate \( 1/\sqrt{n} \) instead of \( \log(n)/\sqrt{n} \) when \( \alpha = 1/4 \). Nevertheless, there is a price to pay for this: \( \hat{\theta} \) is no longer efficient for \( \alpha > 1/4 \) since the remainder term \( R_n = (1/n^r) \sum_{m \in \mathcal{M}} D_m^{r/2} e^{-x_m} \) is then of order \( n^{-r/2} \).

3.2. Arbitrary \( l_p \)-bodies. In this section, we shall propose an estimator of \( \theta \) with adaptivity properties over the set of \( l_p \)-bodies,

\[
\Theta_{p, c} = \left\{ \gamma \in l_p(\mathbb{N}^n), \sum_{\lambda \in \mathbb{N}^n} |\gamma_{\lambda}|^p \leq 1 \right\},
\]

where \( (c_\lambda)_{\lambda \in \mathbb{N}^n} \) is some positive and nonincreasing unknown sequence satisfying (2.18) if \( p > 2 \). If \( p \leq 2 \), \( \Theta_{p, c} \) is included in \( \Theta_{2, c} \), which is itself included in the set \( \mathcal{S}_c \) defined by (3.1). Hence, one could think of considering the estimator defined by Definition 3, which is furthermore known to be adaptive on the \( l_p \)-bodies for \( p \geq 2 \), as shown in the previous section. So, let us consider, for any \( m \in \mathbb{N}^n \),

\[
x_m = 3 \log(m+1) \quad \text{and} \quad n \ \text{pen}(m) = m + 1 + 2 \sqrt{(m+1)x_m + 2x_m}.
\]

We define

\[
\hat{\theta}^{(1)} = \sup_{m \in \mathbb{N}^n} \left[ \sum_{k=1}^m Y_k^2 - \text{pen}(m) \right].
\]

It follows from Theorem 1 that for any \( p \leq 2 \),

\[
\sup_{\beta \in \Theta_{p, c}} \mathbb{E}_\beta \left[ \left| \hat{\theta} - \theta - \frac{2L(\beta)}{\sqrt{n}} \right|^r \right] \leq C(r) \inf_{m \in \mathbb{N}^n} \left[ c_m^{2r} + \frac{(m \log(m+1))^{r/2}}{n^2} \right],
\]

where \( C(r) \) is some constant depending only on \( r \). It turns out that this result is too crude and that one can take advantage of the fact that, when \( p < 2 \), nonlinear approximations perform better than linear approximations. This invites us to consider collections of models where different models may have the same dimension. A typical strategy of this kind can be described as follows.

We set, for any \( (N, D) \in (\mathbb{N}^n)^2 \),

\[
x_{N, D} = 3D \left( 1 + \log \left( \frac{N}{D} \right) \right),
\]

and define

\[
nw(N, D) = D + 1 + 2 \sqrt{(D+1)x_{N, D} + 2x_{N, D}}.
\]
Let \( \hat{\Lambda}_{N,D} \) be a set of indices corresponding to the \( D \) largest elements of the set \( \{ |Y_\lambda|, \lambda = 1, \ldots, N \} \). We define

\[
(3.11) \quad \hat{\theta}^{(2)} = \sup_{N \in \mathbb{N}} \sup_{1 \leq D \leq N} \left[ \sum_{\lambda \in \hat{\Lambda}_{N,D}} Y^2_\lambda - w(N, D) \right].
\]

Here \( \hat{\theta}^{(2)} \) can indeed be interpreted as a conveniently penalized estimator over the collection of models defined from the collection of all finite subsets of \( \mathbb{N}^p \) (see the proof of Theorem 3). Since this collection involves an infinite number of models with the same dimension, the penalty function must be taken much larger than for the definition of \( \hat{\theta}^{(1)} \). This means that we have gained something for the control of the bias term in the risk bound of Theorem 1 but that simultaneously we have lost something in the variance term. The idea is therefore to combine the two estimators and consider \( \hat{\theta} = \hat{\theta}^{(1)} \lor \hat{\theta}^{(2)} \) which turns out to perform as well as \( \hat{\theta}^{(1)} \) and \( \hat{\theta}^{(2)} \).

**Theorem 3.** Assume that one observes \( (Y_\lambda)_{\lambda \in \mathbb{N}^p} \) given by the Gaussian sequence model (2.3). We set \( \beta = (\beta_\lambda)_{\lambda \in \mathbb{N}^p}, \theta = \sum_{\lambda \in \mathbb{N}^p} \beta^2_\lambda \) and \( L(\beta) = \sum_{\lambda \in \mathbb{N}^p} \beta_\lambda \varepsilon_\lambda \). Let \( \hat{\theta}^{(1)} \) and \( \hat{\theta}^{(2)} \) be defined by (3.8) and (3.11), respectively. We define \( \theta \) by

\[
\hat{\theta} = \hat{\theta}^{(1)} \lor \hat{\theta}^{(2)}.
\]

Let \( 0 < p \leq \infty \). We consider some nonincreasing and nonnegative sequence \( c = (c_\lambda)_{\lambda \in \mathbb{N}^p} \). There exists some absolute constant \( C \) such that the following inequalities hold:

(i) If \( p < 2 \),

\[
\sup_{\beta \in \mathcal{B}_{p,r}} \mathbb{E}_\beta \left[ (\hat{\theta} - \theta - \frac{2L(\beta)}{\sqrt{n}})^2 \right] \leq C \inf_D \left\{ \inf_{c_D} \left[ \frac{D \log(D + 1)}{n^2} \right] \right\} + \inf_{N \in \mathbb{N}^p} \left\{ \inf_{1 \leq B \leq N} \left[ (D^{1 - 2/p} c_D^2 + \frac{D(1 + \log(N/D))}{n})^2 + c_N^4 \right] \right\};
\]

(ii) if \( \gamma \) is a nonincreasing sequence, then

\[
(3.12) \quad \sup_{\beta \in \mathcal{B}_p} \mathbb{E}_\beta \left[ (\hat{\theta} - \theta - \frac{2L(\beta)}{\sqrt{n}})^2 \right] \leq C \inf_{D \in \mathbb{N}^p} \left[ \frac{D \log(D + 1)}{n^2} \right].
\]
Moreover, \( \Theta_{2,c} \subseteq \mathcal{S} \) and if \( p > 2 \), assuming that condition (2.18) holds, \( \Theta_{p,c} \subseteq \mathcal{S} \) where \( \gamma \) is given by \( \gamma_D = \left( \sum_{\lambda \in D} c_{\lambda}^{(1/2-1/p)^{-1}} \right)^{1/2-1/p} \).

**COMMENTS.** Instead of \( \hat{\theta}^{(2)} \) we could as well consider the adaptive threshold estimator \( \tilde{\theta}^{(2)} \) defined in the following way. For any \( (N, D) \in (\mathbb{N}^*)^2 \), we set \( x_{N,D} = 3D(1 + \log(N)) \), and we define

\[
n\tilde{w}(N,D) = 2D + 2\sqrt{2Dx_{N,D}^2 + 2x_{N,D}}.
\]

Let

\[
\tilde{\theta}^{(2)} = \sup_{N \in \mathbb{N}^*} \sup_{A \subseteq \{1,2,\ldots,N\}} \left[ \sum_{\lambda \in A} Y_\lambda^2 - \tilde{w}(N,|A|) \right].
\]

Since \( \tilde{w}(N,|A|) \) is proportional to the cardinality of \( A \), \( \tilde{\theta}^{(2)} \) turns out to be some adaptive threshold estimator. Namely,

\[
\tilde{\theta}^{(2)} = \sup_{N \in \mathbb{N}^*} \left( \sum_{\lambda = 1}^{N} Y_\lambda^2 - \frac{2}{n} \left( 1 + \sqrt{6(1+\log(N))} + 3(1+\log(N)) \right) \right)
\times \left[ Y_{x_{N,D}/2}^2 \left( 1 + 2^{1/2} \sqrt{6(1+\log(N))} + 3(1+\log(N)) \right) \right].
\]

If we replace \( \hat{\theta}^{(2)} \) by \( \tilde{\theta}^{(2)} \) in the definition of \( \hat{\theta} \) given in Theorem 3, then the properties of \( \hat{\theta} \) are not as good as the properties of the estimator defined in Theorem 3; more precisely, the term \( \log(N/D) \) appearing in the control of the quadratic risk has to be replaced by \( \log(N) \). However an advantage of the adaptive threshold estimator as compared with \( \tilde{\theta}^{(2)} \) could be its more explicit expression.

We shall now give a corollary of Theorem 3 when \( c_\lambda \) is a power of \( \lambda \). Let us therefore introduce, for any \( p > 0 \), \( \alpha' > 0 \) and \( R > 0 \), the \( l_{p'} \)-body

\[
E_{p,\alpha'}(R) = \left\{ \beta \in l_{p}(\mathbb{N}^*), \sum_{\lambda \in \mathbb{N}^*} \lambda^{p\alpha'} |\beta_\lambda|^p \leq R^p \right\}.
\]

The following corollary gives uniform risk bounds for the estimator \( \hat{\theta} \) of \( \theta \) defined in Theorem 3 over the sets \( E_{p,\alpha'}(R) \) which are included in \( l_2(\mathbb{N}^*) \); namely, this is the case if \( \alpha' > 0 \) and \( \alpha = \alpha' - 1/2 + 1/p > 0 \).

**Corollary 2.** One observes \( (Y_\lambda)_{\lambda \in \mathbb{N}^*} \) given by the Gaussian sequence model (2.3). We set \( \beta = (\beta_\lambda)_{\lambda \in \mathbb{N}^*} \), \( \theta = \sum_{\lambda \in \mathbb{N}^*} \beta_\lambda^2 \), and \( L(\beta) = \sum_{\lambda \in \mathbb{N}^*} \beta_\lambda \xi_\lambda \). Let \( \hat{\theta}^{(1)} \) and \( \hat{\theta}^{(2)} \) be defined by (3.8) and (3.11), respectively, and let

\[
\hat{\theta} = \hat{\theta}^{(1)} \vee \hat{\theta}^{(2)}.
\]
Let $p > 0$, $\alpha' > 0$ and $R > 0$. We define $\alpha = \alpha' - 1/2 + 1/p$ and assume that $\alpha > 0$. If $nR^2 \geq 1$, one has:

(i) If $p < 2$,

$$\sup_{\beta \in \mathcal{E}_{p,\alpha}(R)} \mathbb{E}_{\beta} \left[ \left( \hat{\theta} - \theta - \frac{2L(\beta)}{\sqrt{n}} \right)^2 \right] \leq C(p, \alpha) \inf \left\{ R^{4/(1+4\alpha)} \left( \frac{\log(1 + nR^2)}{n^2} \right)^{4\alpha/(1+4\alpha)}, \right.$$

$$\left. R^{4/(1+2\alpha)} \left( \frac{\log(1 + nR^2)}{n} \right)^{4\alpha/(1+2\alpha)} \right\},$$

where $C(p, \alpha)$ is a constant depending only on $p$ and $\alpha$.

(ii) Moreover,

$$\sup_{\beta \in \mathcal{B}_{2,\infty}(R)} \mathbb{E}_{\beta} \left[ \left( \hat{\theta} - \theta - \frac{2L(\beta)}{\sqrt{n}} \right)^2 \right] \leq C(\alpha) R^{4/(1+4\alpha)} \left( \frac{\log(1 + nR^2)}{n^2} \right)^{4\alpha/(1+4\alpha)}$$

where $C(\alpha)$ is a constant depending only on $\alpha$.

**Comments.**

(i) One can derive from (3.15) the same bounds as in Corollary 1.

(ii) If $1 < p < 2$, we obtain unusual rates of convergence, and we do not know whether these rates are optimal or not.

(iii) Let us now discuss the efficiency of $\hat{\theta}$. Comparing the right-hand side of (3.14) with $1/n$, one derives that if $4/3 \leq p \leq 2$, $\hat{\theta}$ is an efficient estimator of $\theta$ as soon as $\alpha' > 1/4$, while if $p \leq 4/3$, $\hat{\theta}$ is efficient whenever $\alpha' > 1 - 1/p$. In particular, for $p \leq 1$, $\hat{\theta}$ is always efficient.

(iv) One can also derive from (3.14) an upper bound for the uniform quadratic risk of $\hat{\theta}$. It suffices to notice that $|\beta|^2 \leq R^2$ whenever $\beta \in \mathcal{E}_{p,\alpha}(R)$ with $p < 2$. This leads via (3.14) to an upper bound for the quadratic risk which, up to some constant depending on $p$ and $\alpha$, is equal to

$$\inf \left\{ R^{4/(1+4\alpha)} \left( \frac{\log(1 + nR^2)}{n^2} \right)^{4\alpha/(1+4\alpha)}, \right.$$

$$\left. R^{4/(1+2\alpha)} \left( \frac{\log(1 + nR^2)}{n} \right)^{4\alpha/(1+2\alpha)} \right\} + \frac{R^2}{n}.$$
case where \( c_\lambda = R(\log(\lambda))^{-\eta} \) for some \( \eta > 0 \), we obtain

\[
\sup_{\beta \in \Theta_{p, c}} \mathbb{E} \left[ \left( \hat{\beta} - \beta - \frac{2L(\beta)}{\sqrt{n}} \right)^2 \right] \leq C(R, p, \eta) \inf \left\{ (\log(1 + n))^{-4}, n^{(2-p)((1/\eta)(1/p-1/2)-1)} \log^2(1 + n) \right\}.
\]

This bound shows that the rate of convergence of the estimator \( \hat{\beta}^{(1)} \) is always logarithmic; namely, it is equal to \( (\log(1 + n))^{-2\eta} \), while we obtain a rate which is a negative power of \( n \) for the estimator \( \hat{\beta}^{(2)} \), and hence for \( \hat{\theta} \), as soon as \( \eta > 1/p - 1/2 \).

### 3.3. Special strategy for Besov bodies.

We want to deal with the problem of estimating \( \sum_{\lambda \in \mathbb{N}^*} \beta_\lambda^2 \) provided that the sequence \( (\beta_\lambda)_{\lambda \in \mathbb{N}^*} \) belongs to some (unknown) Besov body \( \mathcal{B}_{p, \infty} \). We begin with the simplest case where \( p = 2 \), for which we have already proposed some adaptive estimators in Section 3.1 (see Corollary 1), our aim being here to show that the level thresholding estimators considered in Johnstone (1999) can be interpreted as penalized estimators.

#### 3.3.1. Level thresholding estimators.

For any \( j \in \mathbb{N}^* \), let \( \Lambda(j) = \{2^j, \ldots, 2^{j+1} - 1\} \). Then \( \mathbb{N}^* = \sum_{j \geq 0} \Lambda(j) \). We wish to define \( \mathcal{M} \) as a collection of subsets of \( \mathbb{N}^* \). Let \( \mathcal{J} \) be the family of all subsets of \( \{0, \ldots, J\} \) where \( J = \lfloor \log_2(n^2) \rfloor \).

We define for any \( \mathcal{J} \in \mathcal{J} \),

\[
m_\mathcal{J} = \sum_{j \in \mathcal{J}} \Lambda(j).
\]

Finally, let

\[
\mathcal{M} = \{ m_\mathcal{J}, \mathcal{J} \in \mathcal{J} \}.
\]

For any \( j \in \mathbb{N} \), let

\[
nw(j) = 2^j + 1 + 2\sqrt{(2^j + 1)2C \log(2^j)} + 4C \log(2^j),
\]

\( C \) being some numerical constant larger than 1. Then, we define for any \( \mathcal{J} \in \mathcal{J} \),

\[
\text{pen}(m_\mathcal{J}) = \sum_{j \in \mathcal{J}} nw(j).
\]

The resulting penalized estimator can be made explicit as a level thresholding estimator which is an analogue (up to numerical constants) of the estimator used in Donoho and Johnstone (1999). Indeed,

\[
\sup_{\mathcal{J} \in \mathcal{J}} \left[ \sum_{\lambda \in m_\mathcal{J}} Y_\lambda^2 - \text{pen}(m_\mathcal{J}) \right] = \sup_{\mathcal{J} \subset \{0, \ldots, J\}} \left[ \sum_{j \in \mathcal{J}} \left( \sum_{\lambda \in \Lambda(j)} Y_\lambda^2 - w(j) \right) \right] = \sum_{j=0}^J \left[ \sum_{\lambda \in \Lambda(j)} Y_\lambda^2 - w(j) \right] \mathbb{I}_{\sum_{\lambda \in \Lambda(j)} Y_\lambda^2 \geq w(j)}.
\]
On the other hand, the penalty defined by (3.17) satisfies condition (2.5) by setting for every \( m \in \mathcal{M} \), \( x_m = 2C \log(2^J) \).

It is easy to check that the results of Corollary 1 still hold for this level thresholding estimator. Note that a similar estimator has been introduced first by Gayraud and Tribouley (1999), the difference being that in their procedure one considers

\[
(3.18) \quad \sum_{\lambda \in \mathcal{M}} Y_\lambda^2 - \frac{D_\hat{m}}{n},
\]

where \( \hat{m} = \arg \max_{m \in \mathcal{M}} ( \sum_{\lambda \in m} Y_\lambda^2 - \text{pen}(m) ) \), instead of

\[
\sum_{\lambda \in \hat{m}} Y_\lambda^2 - \text{pen}(\hat{m})
\]

as above or in Johnstone (1999). Gayraud and Tribouley’s proof relies on asymptotic arguments and specifically deals with level thresholding estimators. We do not know if in the generality of Theorem 1 the estimator (3.18) would have the same properties as our estimator.

### 3.3. The Birgé–Massart algorithm.

Our purpose in this section is to design a new strategy which takes advantage of the fact that \( \beta \) belongs to some unknown Besov body. As compared to the strategy of the previous section, this prior information allows using a penalized estimator involving a smaller quantity of models. This leads to an improved risk bound. Our method relies on the compression algorithm proposed by Birgé and Massart (2000a). This algorithm provides for any \( J \in \mathbb{N} \) a nonlinear approximation of \( \beta \) that we denote by \( \hat{\beta}(J) \) such that

\[
(3.19) \quad |\beta - \hat{\beta}(J)|_2 \leq C(\alpha, p)R2^{-J^\alpha}
\]

provided that \( \beta \in \mathcal{B}_{a, p, \infty}(R) \) with \( \alpha > 1/p - 1/2 \). Setting \( \Lambda(j) = \{2^j, \ldots, 2^{j+1} - 1\} \), Birgé and Massart’s procedure consists of retaining for each level of resolution \( j \) a prescribed number \( K_{J}(j) \) of largest coefficients (in absolute value). For \( j \leq J \), one takes \( K_{J}(j) = 2^j \) that is, one keeps all the coefficients while, for \( j > J \), one defines \( K_{J}(j) = [2^j/(j - J)^2] \). Note that the number of coefficients which are kept is of order \( 2^J \). Let us now introduce the corresponding estimation procedure for \( \sum_{\lambda \in \mathcal{M}} \beta_\lambda^2 \).

We set, for any \( J \in \mathbb{N} \),

\[
nw^{(1)}(J) = 2^{J+1} + 1 + 2\sqrt{2(2^{J+1} + 1) \log(2^{J+1}) + 4 \log(2^{J+1})}.
\]

We define

\[
(3.20) \quad \hat{\theta}^{(1)} = \sup_{J \in \mathbb{N}} \left[ \left( \sum_{j=0}^{J} \sum_{\lambda \in \Lambda(j)} Y_\lambda^2 \right) - nw^{(1)}(J) \right].
\]

We denote by \( \hat{\Lambda}_J(j) \) a subset of \( \Lambda(j) \) which contains the \( K_{J}(j) \) indices corresponding to the largest values among the set \( \{|Y_\lambda|, \ \lambda \in \Lambda(j)\} \). Let
\[ \Delta_J = \sum_{j=0}^{+\infty} K_J(j). \]

We set
\[ n w^{(2)}(J) = 10.5(\Delta_J + 1) \]

and we define
\[ (3.21) \quad \hat{\theta}^{(2)} = \sup_{J \in \mathbb{N}} \left[ \sum_{j=0}^{+\infty} \sum_{\lambda \in \Lambda_J(j)} Y_j^2 \right]. \]

**Theorem 4.** Assume that one observes \((Y_\lambda)_{\lambda \in \mathbb{N}^p}\) given by the Gaussian sequence model (2.3) and set \( \beta = (\beta_\lambda)_{\lambda \in \mathbb{N}^p}, \theta = \sum_{\lambda \in \mathbb{N}^p} \beta_\lambda \epsilon_\lambda, \) and \( L(\beta) = \sum_{\lambda \in \mathbb{N}^p} \beta_\lambda \epsilon_\lambda. \)

Let \( \hat{\theta}^{(1)} \) and \( \hat{\theta}^{(2)} \) be defined by (3.20) and (3.21), respectively. We define
\[ \hat{\theta} = \hat{\theta}^{(1)} \lor \hat{\theta}^{(2)}. \]

Let \( 0 < p \leq +\infty, \alpha > 0, R > 0 \) and assume that \( \alpha' = 1/2 + \alpha - 1/p > 0. \) As soon as \( nR^2 \geq 1, \) the following inequalities hold:

(i) If \( p < 2, \)
\[ \sup_{\beta \in \mathcal{A}_{p,\infty}(R)} \mathbb{E}_{\beta} \left[ \left( \hat{\theta} - \theta - \frac{2L(\beta)}{\sqrt{n}} \right)^2 \right] \leq C(p, \alpha) \inf \left\{ R^{4/(1+4\alpha')} \left( \frac{\log(1+nR^2)}{n^2} \right)^{4\alpha/(1+4\alpha');} R^{4/(1+2\alpha)} n^{-4\alpha/(1+2\alpha)} \right\}, \]

where \( C(p, \alpha) \) is a constant depending on \( p \) and \( \alpha; \)

(ii) if \( p \geq 2, \mathcal{A}_{p, \infty}(R) \subseteq \mathcal{A}_{1, \infty}(R) \) and
\[ \sup_{\beta \in \mathcal{A}_{1, \infty}(R)} \mathbb{E}_{\beta} \left[ \left( \hat{\theta} - \theta - \frac{2L(\beta)}{\sqrt{n}} \right)^2 \right] \leq C(\alpha) R^{4/(1+4\alpha)} \left( \frac{\log(1+nR^2)}{n^2} \right)^{4\alpha/(1+4\alpha)}, \]

where \( C(\alpha) \) is a constant depending on \( \alpha. \)

**Comments.** (i) If \( p = q, \) the Besov body \( \mathcal{B}_{p, q}(R) \) coincides with the \( L_p \) body \( \Theta_{p, q}, \) if we set \( \forall j \in \mathbb{N}, \forall \lambda \in \Lambda(j), c_1 = 2^{-j \alpha}. \) It is therefore interesting to compare the results of Corollary 2 and Theorem 4 in this situation. Since \( \mathcal{B}_{p, p}(R) \subset \mathcal{B}_{p, \infty}(R), \) Theorem 4 ensures that, for \( p < 2, \)
\[ \sup_{\beta \in \mathcal{B}_{p, p}(R)} \mathbb{E}_{\beta} \left[ \left( \hat{\theta} - \theta - \frac{2L(\beta)}{\sqrt{n}} \right)^2 \right] \leq C(p, \alpha) \inf \left\{ R^{4/(1+4\alpha')} \left( \frac{\log(1+nR^2)}{n^2} \right)^{4\alpha/(1+4\alpha');} R^{4/(1+2\alpha)} n^{-4\alpha/(1+2\alpha)} \right\}, \]

while in Corollary 2, the term \( n^{-4\alpha/(1+2\alpha)} \) is replaced by \((n/\log(1+nR^2))^{-4\alpha/(1+2\alpha)}. \) Therefore, the rate obtained in Theorem 4 is a little bit better.
than the rate obtained in Corollary 2 since we save a logarithmic factor. Nevertheless, Corollary 2 is in some sense more general; for example, it allows considering situations where the sequence \((c_k)_{k \in \mathbb{N}}\) converges very slowly towards 0 as shown by (3.16).

(ii) Since there is no major difference of behavior (in terms of risk bound) between the estimator studied in Theorem 4 and the one studied in the previous section, the comments that we made about Corollary 2 are still valid here.

4. Proof of the main theorem. The key tool for proving Theorem 1 is an exponential inequality for chi-square distributions.

4.1. An exponential inequality for chi-square distributions. We indeed prove a slightly more general inequality than what is really necessary for the proof of Theorem 1. This generalization is painless and can prove to be helpful for other purposes.

**Lemma 1.** Let \((Y_1, \ldots, Y_D)\) be i.i.d. Gaussian variables, with mean 0 and variance 1. Let \(a_1, \ldots, a_D\) be nonnegative. We set

\[
|a|_\infty = \sup_{i=1, \ldots, D} |a_i|, \quad |a|_2^2 = \sum_{i=1}^D a_i^2.
\]

Then, the following inequalities hold for any positive \(x\):

\[
\mathbb{P}(Z \geq 2|a|_2 \sqrt{x} + 2|a|_\infty x) \leq \exp(-x),
\]

(4.1)

\[
\mathbb{P}(Z \leq 2|a|_2 \sqrt{x}) \leq \exp(-x).
\]

(4.2)

**Comments.** As an immediate corollary of Lemma 1, one obtains an exponential inequality for chi-square distributions. Let \(U\) be a \(\chi^2\) statistic with \(D\) degrees of freedom. For any positive \(x\),

\[
\mathbb{P}(U - D \geq 2\sqrt{D}x + 2x) \leq \exp(-x),
\]

(4.3)

\[
\mathbb{P}(D - U \geq 2\sqrt{D}x) \leq \exp(-x).
\]

(4.4)

**Proof of Lemma 1.** Let \(Y\) a random variable with \(\mathcal{N}(0, 1)\) distribution. Let \(\psi\) denote the logarithm of the Laplace transform of \(Y^2 - 1\),

\[
\psi(u) = \log \left[ \mathbb{E}[\exp(u(Y^2 - 1))] \right] = -u - \frac{1}{2} \log(1 - 2u).
\]

Then, for \(0 < u < 1/2\),

\[
\psi(u) \leq \frac{u^2}{(1 - 2u)}.
\]
Indeed,
\[
\psi(u) = 2u^2 \sum_{k \geq 0} \frac{(2u)^k}{k + 2} \quad \text{and} \quad \frac{u^2}{1 - 2u} = u^2 \sum_{k \geq 0} (2u)^k.
\]

Therefore,
\[
\log(\mathbb{E}[e^{uZ}]) = \sum_{i=1}^{D} \log(\mathbb{E}[\exp(a_i u(Y_i^2 - 1))]) \leq \sum_{i=1}^{D} \frac{a_i^2 u^2}{1 - 2a_i u} \leq \frac{|a|_2^2 u^2}{1 - 2|a|_{\infty} u}.
\]

We now refer to Birgé and Massart (1998), where it is proved that if
\[
\log(\mathbb{E}[e^{uZ}]) \leq \frac{vu^2}{2(1 - cu)},
\]
then, for any positive \(x\),
\[
\mathbb{P}(Z \geq cx + \sqrt{2vx}) \leq e^{-x}.
\]

Therefore (4.1) holds.

In order to prove (4.2), we just notice that for \(-1/2 < u < 0\), \(\psi(u) \leq u^2\).
This concludes the proof of Lemma 1. 

We are now in position to prove Theorem 1.

4.2. Proof of Theorem 1. The main issue is to prove inequality (2.8). Let \(V_m = \hat{\theta}_m - \theta - 2L(s)/\sqrt{n}\). By definition of \(\hat{\theta}\),
\[
\hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} = \sup_{m \in \mathcal{M}} V_m.
\]
Moreover, since
\[
\left| \sup_{m \in \mathcal{M}} V_m \right| \leq \left[ \sup_{m \in \mathcal{M}} (V_m)_+ \right] \vee \left[ \inf_{m \in \mathcal{M}} (V_m)_- \right],
\]
the following inequality holds:

\[
(4.5) \quad \mathbb{E}_s \left[ \sup_{m \in \mathcal{M}} V_m \right] \leq \sum_{m \in \mathcal{M}} \mathbb{E}_s [(V_m)_+] + \mathbb{E}_s [(V_m)_-].
\]

We turn now to the control of \(\mathbb{E}_s [(V_m)_+]\) for all \(m \in \mathcal{M}^*\). Let us consider an orthonormal basis of \(S_m\) denoted by \((\phi_{\lambda}, \lambda \in \Lambda_m)\) where the cardinality of \(\Lambda_m\) equals \(D_m\). Let, for \(\lambda \in \Lambda_m\), \(\beta_{\lambda} = \langle s, \phi_{\lambda} \rangle\). We recall that
\[
s_m = \sum_{\lambda \in \Lambda_m} \beta_{\lambda} \phi_{\lambda}, \quad \hat{s}_m = \sum_{\lambda \in \Lambda_m} Y(\phi_{\lambda}) \phi_{\lambda}.
\]
By orthogonality, we obtain
\[ V_m = \| \hat{s}_m - s_m \|^2 - \text{pen}(m) + 2 \langle s_m, \hat{s}_m - s_m \rangle - \frac{2}{\sqrt{n}} L(s) - \| s - s_m \|^2 \]
\[ = \frac{1}{n} \sum_{\lambda \in \Lambda_m} L^2(\phi_\lambda) - \text{pen}(m) + \frac{2}{\sqrt{n}} L(s_m - s) - \| s - s_m \|^2. \]

Using the inequality \(2ab \leq a^2 + b^2\) leads to
\[ V_m \leq \frac{1}{n} \sum_{\lambda \in \Lambda_m} L^2(\phi_\lambda) - \text{pen}(m) + \frac{L^2(s - s_m)}{n \| s - s_m \|^2}. \]

The variable \(Z_m = \sum_{\lambda \in \Lambda_m} L^2(\phi_\lambda)\) is a \(\chi^2\) statistic with \(D_m\) degrees of freedom. Let \(W_m = \frac{L(s - s_m)}{\| s - s_m \|}.\)

\(W_m\) has a \(\mathcal{N}(0, 1)\) distribution and is independent of \((L(\phi_\lambda), \lambda \in \Lambda_m)\); hence, if we set \(U_m = Z_m + W_m^2\), then \(U_m\) is a \(\chi^2\) statistic with \(D_m + 1\) degrees of freedom and \(V_m \leq U_m/n - \text{pen}(m)\). Therefore, it remains to control the deviations of \(U_m\). This can be performed via inequality (4.3) taking into account condition (2.5) which in turn yields
\[ \mathbb{P}(nV_m \geq h(\xi)) \leq e^{-\xi^2} e^{-\xi}, \]
where \(h(\xi) = 2\sqrt{(D_m + 1)}\xi + 2\xi\). Using the identity
\[ \mathbb{E}_x [(V_m)_+^r] = \frac{r}{n^r} \int_0^\infty t^{r-1} \mathbb{P}(nV_m \geq t) \, dt, \]
and the elementary inequality
\[ h^{-1}(t) \geq \frac{t^2}{4((D_m + 1) + t)} \geq \frac{t^2}{8(D_m + 1)^2}, \]
we obtain
\[ \int_0^\infty t^{r-1} \mathbb{P}(nV_m \geq t) \, dt \leq \exp(-x_m) \left[ (D_m + 1)^{r/2} \int_0^{r/2} y^{r-1} \exp(-y^2/8) \, dy + \int_r^{\infty} y^{r-1} \exp(-y/8) \, dy \right]. \]

Hence,
\[ \mathbb{E}_x [(V_m)_+^r] \leq \frac{C(r)}{n^r} e^{-x_m} D_m^{r/2}. \]

For \(m = 0\), we similarly get \(V_m \leq W_0^2/n\) where \(W_0\) is a standard Gaussian variable. Therefore, if we define \(\Gamma_r\) by \(\Gamma_r = (1/\sqrt{2\pi}) \int_0^\infty x^r \exp(-x^2/2) \, dx\), then
\[ \mathbb{E}_x [(V_0)_+^r] \leq \frac{\Gamma_{2r}}{n^r}, \]
which, by (4.5), concludes the proof of (2.8). Let us now prove (2.9). We recall that for all $m \in \mathcal{M}$,

$$-V_m = -\frac{Z_m}{n} + \text{pen}(m) + \|s - s_m\|^2 + \frac{2}{\sqrt{n}}(L(s - s_m)).$$

Using the convexity, or the subadditivity of the function $x \rightarrow x^r$, whether $r \geq 1$ or $r < 1$, we obtain

$$(V_m)^r \leq 4^{(r-1)} \left[\left(\frac{D_m - Z_m}{n}\right)^r + \left(\frac{\text{pen}(m) - D_m}{n}\right)^r\right] + 4^{(r-1)} \left[\|s - s_m\|^{2r} + \left(\frac{2}{\sqrt{n}}\right)^r \mathbb{E}_s \left[(L(s - s_m))^r\right]\right].$$

Using (4.4), we get

$$\mathbb{E}_s \left[(D_m - Z_m)^r\right] \leq \sqrt{2} \pi 2^r D_m^{r/2} r \Gamma_{r-1}.$$

Moreover,

$$\mathbb{E}_s \left[(L(s - s_m))^r\right] = \|s - s_m\|^r \Gamma_r.$$

Using again the inequality $2ab \leq a^2 + b^2$,

$$\left(\frac{2}{\sqrt{n}}\right)^r \mathbb{E}_s \left[(L(s - s_m))^r\right] \leq 2^{r-1} \Gamma_r \left[n^{-r} + \|s - s_m\|^{2r}\right]$$

and (2.9) follows. $\square$

5. Proofs of the results about the Gaussian sequence model. In order to prove Theorems 2, 3 and 4, we shall apply Theorem 1. We now introduce some notations that will be used throughout these proofs. We consider the Hilbert space $\mathbb{H} = l_2(\mathbb{N}^*)$ with its canonical basis $(\phi_\lambda, \lambda \in \mathbb{N}^*)$ and recall that when one observes $(Y_\lambda)_{\lambda \in \mathbb{N}^*}$ as defined by (2.3), one can define a Gaussian linear process $Y(\cdot)$ with mean $s = \beta = (\beta_\lambda)_{\lambda \in \mathbb{N}^*}$ and variance $1/n$ by setting $Y(t) = \sum_{\lambda \in \mathbb{N}^*} t_\lambda Y_\lambda$. When applying Theorem 1, we shall consider collections of models $(S_m)_{m \in \mathcal{M}}$ where $S_m$ is defined as the linear span of $(\phi_\lambda, \lambda \in \Lambda_m)$ for some subset $\Lambda_m$ of $\mathbb{N}^*$ and therefore has dimension $D_m = |\Lambda_m|$. The precise description of the collection of sets $(\Lambda_m)_{m \in \mathcal{M}}$ will depend on the theorem to be proved. It should be noticed that for every $m \in \mathcal{M}$, the orthogonal projection of $s$ over $S_m$ and accordingly, the projection estimator of $s$ over $S_m$, can be described by their expansions on the basis $(\phi_\lambda, \lambda \in \mathbb{N}^*)$ more precisely,

$$s_m = \sum_{\lambda \in \Lambda_m} \beta_\lambda \phi_\lambda, \quad \hat{s}_m = \sum_{\lambda \in \Lambda_m} Y_\lambda \phi_\lambda.$$

In the sequel, we shall denote by $C$ some constants whose values may vary from one line to another; we shall always mention the dependency of these constants with respect to the parameters involved in the problem, that is, $C(\alpha)$ stands for a constant depending only on $\alpha$. 
5.1. Proof of Theorem 2. We set here \( \mathcal{M} = \mathbb{N}^* \) and for every \( m \in \mathcal{M} \), \( \Lambda_m = \{1, 2, \ldots, m\} \). We consider the penalties \( \text{pen}(m) \) and the weights \( x_m \) of Definition 3 and apply Theorem 1 to the corresponding penalized estimator. We notice that
\[
\Sigma_r = \sum_{m \geq 1} m^{r/2} \exp(-K \log(m + 1)) \leq \sum_{m \geq 1} m^{-K + r/2} < \infty
\]
since \( K > 1 + r/2 \), and so assumption (2.7) is fulfilled.

It follows from (2.8) and (2.9) that for any \( r > 0 \), and for any \( s \in \mathcal{S} \),
\[
\mathbb{E}_s \left[ \left| \hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} \right|^r \right] \leq C(r) \left( T_n + \frac{\Sigma_r}{n^r} \right),
\]
where
\[
T_n = \inf_{m \in \mathbb{N}^*} \left[ \|s - s_m\|^2 + \left( \frac{m \log(m + 1)}{n^2} \right)^{r/2} \right].
\]
Assuming that the sequence \( s = (\beta_\lambda)_{\lambda \in \mathbb{N}^*} \) belongs to the set \( \mathcal{S} \) implies that
\[
\|s - s_m\|^2 = \sum_{\lambda > m} \beta_\lambda^2 \leq \gamma_m^2.
\]
This concludes the proof of Theorem 2 by possibly enlarging \( C(r) \). \( \square \)

5.2. Proof of Corollary 1. If the sequence \( s = (\beta_\lambda)_{\lambda \in \mathbb{N}^*} \) belongs to the Besov body \( \mathfrak{B}_{2, \infty}(R) \), then \( \forall m \in \mathbb{N}^* \),
\[
\sum_{\lambda > m} \beta_\lambda^2 \leq R^2 m^{-2\alpha} \frac{2^{4\alpha}}{2^{2\alpha} - 1}.
\]
Hence, by Theorem 2, \( \forall r \leq 2(K - 1) \),
\[
\sup_{s \in \mathfrak{B}_{2, \infty}(R)} \mathbb{E}_s \left[ \left| \hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} \right|^r \right] \leq C(r, \alpha) \inf_{m \in \mathbb{N}^*} \left[ R^{2r} m^{-2r\alpha} + \left( \frac{m \log(m + 1)}{n^2} \right)^{r/2} \right].
\]
We set
\[
m_n = \left[ \left( \frac{n^2 R^4}{\log(1 + n^2 R^4)} \right)^{1/1+4\alpha} \right].
\]
Since for every positive \( x \), \( x \geq \log(1 + x) \), \( m_n \geq 1 \lor (1/2)(n^2 R^4/\log(1 + n^2 R^4))^{1/1+4\alpha} \). Moreover, since \( nR^2 \geq 1 \), \( m_n \leq 2n^2 R^4 \) and
\[
\log(m_n + 1) \leq \log(1 + 2n^2 R^4) \leq 2 \log(1 + n^2 R^4).
\]
Therefore,
\[
\sup_{s \in \mathcal{A}_{\alpha, 2, \infty}(R)} \mathbb{E}_s \left[ \left| \hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} \right|^r \right] \leq C(r, \alpha) \left( R^{2r/(1+4\alpha)} \left( \frac{\log(1+n^2 R^4)}{n^2} \right)^{2r\alpha/(1+4\alpha)} \right)
\]

\[
\leq C(r, \alpha) \left( R^{2r/(1+4\alpha)} \left( \frac{\log(1+n R^2)}{n^2} \right)^{2r\alpha/(1+4\alpha)} \right),
\]

hence, (3.4) is proved. This implies that
\[
\sup_{s \in \mathcal{A}_{\alpha, 2, \infty}(R)} \mathbb{E}_s \left[ \left| \hat{\theta} - \theta \right|^r \right] \leq C(r, \alpha) \left( R^{2r/(1+4\alpha)} \left( \frac{\log(1+n R^2)}{n^2} \right)^{2r\alpha/(1+4\alpha)} \right) + R^n n^{-r/2}
\]
since for any \( s \in \mathcal{A}_{\alpha, 2, \infty}(R), \mathbb{E}_s (|L(s)/\sqrt{n}|^r) \leq C(r, \alpha) R^n n^{-r/2} \).

Conditions \( \alpha \leq 1/4 \) and \( n R^4 \geq 1 \) imply that
\[
R^n n^{-r/2} \leq C(r, \alpha) R^{2r/(1+4\alpha)} \left( \frac{\log(1+n R^2)}{n^2} \right)^{2r\alpha/(1+4\alpha)},
\]
hence, (3.4) holds.

If \( \alpha > 1/4 \) then
\[
R^{2r/(1+4\alpha)} \left( \frac{\log(1+n R^2)}{n^2} \right)^{2r\alpha/(1+4\alpha)} \leq C(r, \alpha) R^n n^{-r/2},
\]
and therefore (3.5) holds.

If \( R \) and \( \alpha \) are given with \( R > 0, \alpha > 1/4 \) and \( n \) goes to infinity, then
\[
(n^2/\log(n))^{-2r\alpha/(1+4\alpha)} = o(n^{-r/2});\text{ hence for any } s \in \mathcal{A}_{\alpha, 2, \infty}(R), \mathbb{E}_s (|\sqrt{n}(\hat{\theta} - \theta) - 2L(s)|^r) \to 0\text{ as } n \to \infty.\text{ Since } L(s) \text{ has a } \mathcal{N}(0, \theta) \text{ distribution, this implies that }
\]
\[
\sqrt{n}(\hat{\theta} - \theta) \overset{D}{\to} \mathcal{N}(0, 4\theta) \quad \text{as } n \to \infty.
\]

If \( r \geq 1 \), by the triangle inequality,
\[
n^{r/2} \mathbb{E}_s (|\hat{\theta} - \theta|^r) \to 2^r \mathbb{E}_s (|L(s)|^r) = 2^r \theta^r/2 \mathbb{E}(|\xi|^r) \quad \text{as } n \to \infty,
\]
where \( \xi \) is a standard normal variable. \( \square \)

5.3. Proof of Theorem 3. We define
\[
\mathcal{M}^{(1)} = [m],
\]
\[
\mathcal{M}^{(2)} = \{ m = (N, A_N), A_N \in \mathcal{P}(1, 2, \ldots, N), N \in \mathbb{N}^\ast \},
\]
where \( \mathcal{P}(1, 2, \ldots, N) \) denotes the set of all nonempty subsets of \{1, 2, \ldots, N\}.

Let \( \mathcal{M} = \mathcal{M}^{(1)} \times \{ 1 \} \oplus \mathcal{M}^{(2)} \times \{ 2 \} \). Let \( m \in \mathcal{M} \), if \( m = m_1 \times \{ 1 \} \), we set \( \Lambda_m = \Lambda_{m_1} = \{ 1, 2, \ldots, m_1 \} \), and if \( m = m_2 \times \{ 2 \} \), where \( m_2 = (N, A_N) \), we set \( \Lambda_m = \Lambda_{m_2} = A_N \). If \( m = m_1 \times \{ 1 \} \), we consider the penalty \( \text{pen}(m) = \text{pen}(m_1) \) and the weight \( x_m = x_{m_1} \) of Definition 3 with \( K = 3 \). If \( m = m_2 \times \{ 2 \} \), with \( m_2 = (N, A_N) \), we set \( x_m = x_{N, |A_N|} \) [where \( x_{N, D} \) is defined by (3.9)] and
pen$(m) = w(N, |A_N|)$ [where $w(N, D)$ is given by (3.10)]. It is clear that
\[
\hat{\theta}^{(1)} = \sup_{m_1 \in \mathcal{A}^{(1)}} \left[ \sum_{\lambda \in \Lambda_{m_1}} Y^2_\lambda - \text{pen}(m_1) \right]
\]
and since when $N$ is given, for $m_2 = (N, A_N) \in \mathcal{A}^{(2)}$, the penalty of $m_2$ depends on $A_N$ only through its cardinality, one has
\[
\hat{\theta}^{(2)} = \sup_{m_2 \in \mathcal{A}^{(2)}} \left[ \sum_{\lambda \in \Lambda_{m_2}} Y^2_\lambda - \text{pen}(m_2) \right]
\]
and therefore
\[
\hat{\theta} = \hat{\theta}^{(1)} \vee \hat{\theta}^{(2)} = \sup_{m \in \mathcal{A}} \left[ \sum_{\lambda \in \Lambda_m} Y^2_\lambda - \text{pen}(m) \right].
\]
Hence we can apply Theorem 1 to $\hat{\theta}$. To do so we have to check assumption (2.7) with $r = 2$. We note that $\Sigma_2 = S^{(1)} + S^{(2)}$ with
\[
S^{(i)} = \sum_{m \in \mathcal{A}^{(i)}} D_m e^{-x_m}.
\]
We have to control the series $S^{(i)}$ for $i = 1, 2$. We first note that
\[
S^{(1)} = \sum_{m \geq 2} m^{-2} \leq 1.
\]
Moreover,
\[
S^{(2)} \leq \sum_{N \in \mathbb{N}} \sum_{1 \leq D \leq N} \left( \frac{N}{D} \right) D \exp\left[ -3D \left( 1 + \log \left( \frac{N}{D} \right) \right) \right].
\]
Since
\[
\left( \frac{N}{D} \right) \leq \left( \frac{eN}{D} \right)^D,
\]
we derive that
\[
S^{(2)} \leq \sum_{N \in \mathbb{N}} \sum_{1 \leq D \leq N} D e^{-2D} \left( \frac{N}{D} \right)^{-2D}.
\]
Using the fact that $D e^{-2D} \leq 1$, for $D \leq N^{1/4}$ and $(N/D)^{-D} \leq 1$ for $N^{1/4} < D \leq N$, one has
\[
\sum_{1 \leq D \leq N} D e^{-2D} \left( \frac{N}{D} \right)^{-2D} \leq \sum_{1 \leq D \leq N^{1/4}} \left( \frac{N}{D} \right)^{-2D} + \sum_{N^{1/4} < D \leq N} D e^{-2D},
\]
which leads to
\[
\sum_{1 \leq D \leq N} D e^{-2D} \left( \frac{N}{D} \right)^{-2D} \leq \frac{N^{-3/2}}{1 - N^{-3/2}} + N^2 e^{-N/2}.
\]
Therefore the series $S^{(2)}$ is convergent.
It follows from Theorem 1 that for any $s \in \Theta_\beta$, 
\begin{equation}
\mathbb{E}_s \left[ \left( \hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} \right)^2 \right] \leq C \left( T_n^{(1)} + T_n^{(2)} + \frac{\sum_2}{n^2} \right) \tag{5.1}
\end{equation}
and for $i = 1, 2,$
\begin{equation}
T_n^{(i)} = \inf_{m \in \mathcal{M}_i} \left\{ \left( \sum_{\lambda \notin \lambda_m} \beta^2_\lambda \right)^2 + D_m \frac{n^2}{n^2} + \left( \text{pen}(m) - D_m \right)^2 \right\},
\end{equation}
(5.1) ensures that $\hat{\theta}$ performs as well as $\hat{\theta}_1$ and therefore (3.12) can be derived from Theorem 2 and Comment (ii) following Theorem 2.

Let $p < 2$; in order to control $T_n^{(1)}$, we notice that $s = \beta$ belongs to the $l_p$-body $\Theta_\beta$, which means that $\sum_{\lambda > D} |\beta_\lambda|^p \leq c_D^p$. Using the subadditivity of the function $x \mapsto x^{2/p}$ for $p \leq 2$, one derives that
\begin{equation}
\sum_{\lambda > D} \beta^2_\lambda \leq \left( \sum_{\lambda > D} |\beta_\lambda|^p \right)^{2/p} \leq c_D^2.
\end{equation}
Hence,
\begin{equation}
T_n^{(1)} \leq \inf_{D \in \mathbb{N}} \left[ c_D^4 + \left( \frac{D \log(D)}{n^2} \right)^2 \right].
\end{equation}
It remains to control $T_n^{(2)}$. For $D \in \mathbb{N}^*$ we define $\varepsilon_D = D^{-1/p} c_D$ and $G_D = \{ \lambda \in \{1, 2, \ldots, N\}, |\beta_\lambda| \geq \varepsilon_D \}$. Then, since $\sum_{\lambda > D} |\beta_\lambda|^p \leq c_D^p$,
\begin{align*}
\sum_{\lambda \notin G_D} \beta^2_\lambda & \leq \sum_{\lambda \notin G_D, \lambda \leq D} \beta^2_\lambda + \sum_{\lambda \notin G_D, \lambda > N} \beta^2_\lambda \\
& \leq D \varepsilon_D^2 + \varepsilon_D^{2-p} \sum_{\lambda > D} |\beta_\lambda|^p + c_N^2 \\
& \leq D \varepsilon_D^2 + \varepsilon_D^{2-p} c_D^p + c_N^2 \\
& \leq 2D^{1-\frac{2}{p}} c_D^2 + c_N^2
\end{align*}
by definition of $\varepsilon_D$. To bound the cardinality of $G_D$, we note that
\begin{equation}
c_D^p \geq \sum_{\lambda \notin G_D, \lambda > D} |\beta_\lambda|^p \geq \varepsilon_D^p |\{ G_D \cap \{ \lambda, \lambda > D \} \}|,
\end{equation}
which implies that $|\{ G_D \cap \{ \lambda, \lambda > D \} \}| \leq c_D^p c_D^{-p} = D$. Therefore, the cardinality of $G_D$ is bounded by $2D$. This leads to
\begin{equation}
T_n^{(2)} \leq C \inf_{D \in \mathbb{N}^*} \inf_{1 \leq D \leq N} \left\{ \left( D^{1-2/p} c_D^2 \right)^2 + \left( \frac{D (1 + \log(N/D))}{n} \right)^2 + c_N^4 \right\}.
\end{equation}
This concludes the proof of Theorem 3. □
5.4. Proof of Corollary 2. We first notice that (3.12) ensures that \( \hat{\theta} \) behaves as well as the estimator studied in Corollary 1; therefore (3.15) follows from (3.4). We turn now to the proof of (3.14).

Let \( p \leq 2 \); we derive from Theorem 3 that

\[
\sup_{s \in \mathcal{C}_{p, \alpha}(R)} E_s \left[ \left( \hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} \right)^2 \right] \leq C \inf \{ v_1(n); v_2(n) \},
\]

where

\[
v_1(n) = \inf_{N \in \mathbb{N}^+} \left\{ \inf_{D \in \mathbb{N}} \left[ \left( D^{1-1/(2p)} c_D^2 \right)^2 + \left( \frac{D(1 + \log(N/D))}{n} \right)^2 \right] + c_N^4 \right\},
\]

\[
v_2(n) = \inf_{D \in \mathbb{N}} \left[ c_D^4 + \frac{D \log(D + 1)}{n^2} \right].
\]

Here, \( c_\alpha = R^{1-\alpha} \). Let

\[
D_1(n) = \left[ \left( \frac{nR^2}{\log(1 + nR^2)} \right)^{1/(1+2\alpha)} \right] \quad \text{and} \quad N(n) = \left( nR^2 \right)^{2/(\alpha'(1+2\alpha))}.
\]

Note that \( D_1(n) \geq 1 \) and that \( N(n) \geq 1 \). Since for \( p \leq 2, \alpha > \alpha' \),

\[
\log \left( \frac{N(n)}{D_1(n)} \right) \leq C(p, \alpha) \log(1 + nR^2)
\]

which ensures that

\[
v_1(n) \leq C(p, \alpha) R^{4/(1+2\alpha)} \left( \frac{\log(1 + nR^2)}{n} \right)^{4\alpha/(1+2\alpha)}.
\]

Moreover, we set

\[
D_2(n) = \left[ \left( \frac{n^2R^4}{\log(1 + n^2R^4)} \right)^{1/(1+4\alpha')} \right].
\]

Since \( D_2(n) \geq 1 \), we obtain by similar computations as in the proof of Corollary 1 that

\[
v_2(n) \leq C(p, \alpha) R^{4/(1+4\alpha')} \left( \frac{\log(1 + nR^2)}{n^2} \right)^{4\alpha'/(1+4\alpha')}.
\]

This concludes the proof of Corollary 2. \( \square \)

**Proof of (3.16).** When \( c_\alpha = R(\log(\lambda))^{-\alpha'} \), let \( N \in \mathbb{N}^+ \) satisfy \( N n^{n^{(1/\alpha')/(1+p-1/2)}} \leq N \leq C n^{n^{(1/\alpha')/(1+p-1/2)}} \). Setting \( D_1(n) = \left[ n^{(p/2-p/2\alpha')/(1+p-1/2)} \right] \) leads to \( v_1(n) \leq C(R, p, \alpha) n^{(2-p/(1+\alpha')/(1+p-1/2)-1)} \log^2(1 + n) \). Moreover, let \( D_2(n) = \left[ n^2 / (\log(1 + n))^{1+4\alpha'} \right] \); we get \( v_2(n) \leq C(R, \alpha) (\log(1 + n))^{-4\alpha'} \).
5.5. Proof of Theorem 4. We set
\[ \mathcal{M}^{(1)} = \mathbb{N} \]
and for any \( J \in \mathbb{N} \),
\[ \mathcal{M}^{(2)}_J = \{ m \subset \mathbb{N}^+, \forall j \geq 0, |m \cap \Lambda(j)| = K_J(j) \} \]
which leads to the definition of \( \mathcal{M}^{(2)} \) as
\[ \mathcal{M}^{(2)} = \bigcup_{J \in \mathbb{N}} \mathcal{M}^{(2)}_J. \]
Let \( \mathcal{I} = \mathcal{M}^{(1)} \times \{1\} \oplus \mathcal{M}^{(2)} \times \{2\} \). Let \( m \in \mathcal{I} \).

(i) If \( m = J \times \{1\} \), with \( J \in \mathbb{N} \), we set \( \Lambda_m = \Lambda_J = \bigcup_{j=0}^{J} \Lambda(j) \), \( x_m = x_J = 2 \log(D_m) \) and \( \text{pen}(m) = \text{pen}(J) = w^{(1)}(J) \).

(ii) If \( m = m_2 \times \{2\} \) with \( m_2 \in \mathcal{M}^{(2)}_J \), we set \( \Lambda_m = \Lambda_{m_2} = m_2 \), \( x_m = x_{m_2} = 3D_m \) and \( \text{pen}(m) = \text{pen}(m_2) = w^{(2)}(J) \).

Note that with our definitions of the penalties and the weights, it is easy to check that for any \( m \in \mathcal{I} \),
\[ n \text{pen}(m) \geq D_m + 1 + 2\sqrt{(D_m + 1)x_m + 2x_m}, \]
which is the required assumption on the penalty function in Theorem 1. Moreover, by definition,
\[ \hat{\theta}^{(1)} = \sup_{m_1 \in \mathcal{M}^{(1)}} \left( \sum_{\lambda \in m_1} Y^2_{\lambda} - \text{pen}(m_1) \right) \]
and since, when \( J \) is given, for \( m_2 \in \mathcal{M}^{(2)}_J \) the supremum of \( \sum_{\lambda \in m_2} Y^2_{\lambda} \) is achieved for \( m_2 = \sum_{j=0}^{+\infty} \hat{\Lambda}_J(j) \), one has
\[ \hat{\theta}^{(2)} = \sup_{J \in \mathbb{N}} \sup_{m_2 \in \mathcal{M}^{(2)}_J} \left( \sum_{\lambda \in m_2} Y^2_{\lambda} - w^{(2)}(J) \right) \]
\[ = \sup_{m_2 \in \mathcal{M}^{(2)}} \left( \sum_{\lambda \in m_2} Y^2_{\lambda} - \text{pen}(m_2) \right). \]

Hence,
\[ \hat{\theta} = \sup_{m \in \mathcal{I}} \left( \sum_{\lambda \in m} Y^2_{\lambda} - \text{pen}(m) \right) \]
and therefore we can apply Theorem 1 to $\hat{\theta}$ provided that assumption (2.7) is fulfilled with $r = 2$. In order to check (2.7), we notice that $\Sigma_2 = S^{(1)} + S^{(2)}$ with

$$S^{(1)} = \sum_{m \in \#^{(i)}} D_m e^{-x_m},$$

(5.2)

$$S^{(1)} = \sum_{J \geq 0} (2^{J+1} - 1)^{-1} \leq 2,$$

$$S^{(2)} = \sum_{J \geq 0} \Delta_J |\mathcal{M}_J^{(2)}| e^{-3\Delta_J},$$

where we recall that $\Delta_J = \sum_{j=0}^{\infty} K_J(j)$. Now,

$$|\mathcal{M}_J^{(2)}| = \prod_{j > J} \left( \frac{2^j}{K_J(j)} \right),$$

where the product is indeed finite since $\left( \frac{2^j}{K_J(j)} \right) = 1$ for $j$ large enough. Using the inequality

$$\log \left( \frac{k}{|k|} \right) \leq k x \left( 1 + \log \left( \frac{1}{x} \right) \right),$$

which holds for any $x \in [0, 1]$ and $k \in \mathbb{N}$, we derive that

$$\log \left( |\mathcal{M}_J^{(2)}| \right) \leq \sum_{j > J} \frac{2^j}{(j - J)^3} \left[ 1 + \log \left( \frac{(j - J)^3}{2^{J-j}} \right) \right]$$

$$\leq 2^J \left[ \sum_{l \geq 1} \frac{1}{l^3} + \log(2) \sum_{l \geq 1} \frac{1}{l^2} + 3 \sum_{l \geq 1} \frac{\log(l)}{l^3} \right]$$

$$\leq C_3 2^J,$$

where

$$C_3 = \sum_{l \geq 1} \frac{1}{l^3} + \log(2) \sum_{l \geq 1} \frac{1}{l^2} + 3 \sum_{l \geq 1} \frac{\log(l)}{l^3} < 3.$$

Hence,

(5.3) $$|\mathcal{M}_J^{(2)}| \leq \exp(C_3 2^J).$$

Since $\Delta_J \geq 2^J$ and $x \to xe^{-3x}$ is decreasing on $[1, \infty[$, combining (5.2) and (5.3) yields

$$S^{(2)} \leq \sum_{J \geq 0} 2^J \exp(C_3 2^J) \exp(-32^J) < \infty.$$

It follows that the series $\Sigma_2$ is convergent. We get by Theorem 1 the following risk bound:

$$\mathbb{E}_s \left[ \left( \hat{\theta} - \theta - \frac{2L(s)}{\sqrt{n}} \right)^2 \right] \leq C \left[ T_n^{(1)} \wedge T_n^{(2)} + \frac{\Sigma_2}{n^2} \right],$$

where $T_n^{(1)} = \sum_{m \in \#^{(i)}} D_m e^{-x_m}$.
where

\[
T_n^{(1)} = \inf_{J \geq 0} \left[ \left( \sum_{\lambda \notin \Lambda_J} \beta_\lambda^2 \right)^2 + \left( w^{(1)}(J) - \frac{|\Lambda_J|}{n} \right)^2 \right],
\]

\[
T_n^{(2)} = \inf_{J \geq 0} \inf_{m \in \mathcal{M}} \left[ \left( \sum_{\lambda \notin m} \beta_\lambda^2 \right)^2 + \left( w^{(2)}(J) - \frac{\Delta_J}{n} \right)^2 \right].
\]

Let \( \beta \in \mathcal{B}_{\alpha, \infty}(R) \).

1. If \( p \geq 2 \), then by convexity of the function \( x \mapsto x^{p/2} \),

\[
\sum_{\lambda \in \Lambda_J} \beta_\lambda^2 \leq \left( \sum_{\lambda \in \Lambda_J} |\beta_\lambda|^p \right)^{2/p} \leq R^2 2^{-2 \alpha' j}
\]

which ensures that \( \mathcal{B}_{\alpha, \infty}(R) \subseteq \mathcal{B}_{\alpha, \infty}(R) \).

2. If \( p < 2 \), by subadditivity of the function \( x \mapsto x^{p/2} \),

\[
\sum_{\lambda \in \Lambda_J} \beta_\lambda^2 \leq \left( \sum_{\lambda \in \Lambda_J} |\beta_\lambda|^p \right)^{2/p} \leq R^2 2^{-2 \alpha' j'},
\]

where \( \alpha' = 1/2 + \alpha - 1/p \).

This implies that for every \( J \in \mathcal{A}^{(1)} = \mathbb{N} \) and any \( p > 0 \),

\[
\sum_{\lambda \in \Lambda_J} \beta_\lambda^2 \leq C(\alpha') R^2 2^{-2 J^{\alpha'}}.
\]

where \( \alpha'' = \inf(\alpha, \alpha') \) and since \( |\Lambda_J| \leq 2^{J+1} \),

\[
\left( w^{(1)}(J) - \frac{|\Lambda_J|}{n} \right)^2 \leq C \left( \frac{2^{J} (J + 1)}{n^2} \right).
\]

Hence

\[
T_n^{(1)} \leq C \inf_{J \geq 0} \left[ R^4 2^{-4 J^{\alpha''}} + \frac{2^{J} (J + 1)}{n^2} \right].
\]

Let

\[
J_n^{(1)} = \left[ \frac{1}{1 + 4 \alpha''} \log_2 \left( \frac{n^2 R^4}{\log(1 + n^2 R^4)} \right) \right].
\]

This leads to

\[
T_n^{(1)} \leq C(p, \alpha) R^{4/(1 + 4 \alpha'')} \left( \log(1 + n R^2) \right)^{4 \alpha''/(1 + 4 \alpha'')}.
\]

We now turn to the control of \( T_n^{(2)} \) for \( p < 2 \).
It follows from Birgé and Massart (2000a) that for any $J \in \mathbb{N}$ there exists $m \in \mathcal{M}$ such that $\sum_{\lambda \in m} \beta_{\lambda}^2 \leq C(p, \alpha)R^22^{-2J\alpha}$. Therefore, since $\Delta_J \leq \kappa 2^J$ where $\kappa$ is an absolute constant,

$$T^{(2)}_n \leq C(p, \alpha) \inf_{J \geq 0} \left( R^42^{-4J\alpha} + \frac{2^{2J}}{n^2} \right).$$

Let

$$J^{(2)}_n = \left[ \frac{1}{1 + 2\alpha} \log_2(nR^2) \right].$$

This leads to

$$T^{(2)}_n \leq C(p, \alpha)R^{4/(1+2\alpha)}n^{-4\alpha/(1+2\alpha)}.$$ This concludes the proof of Theorem 4. □
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