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ABSTRACT

In multiuser ultra-wideband (UWB) systems, a large number of multipath components
(MPCs) are introduced by the channel. One of the main challenges for the receiver is to
effectively suppress the interference with affordable complexity. In this thesis, we focus
on the linear adaptive interference suppression algorithms for the direct-sequence ultra-
wideband (DS-UWB) systems in both time-domain and frequency-domain.

In the time-domain, symbol by symbol transmission multiuser DS-UWB systems are
considered. We first investigate a generic reduced-rank scheme based on the concept
of joint and iterative optimization (JIO) that jointly optimizes a projection vector and
a reduced-rank filter by using the minimum mean-squared error (MMSE) criterion. A
low-complexity scheme, named Switched Approximations of Adaptive Basis Functions
(SAABF), is proposed as a modification of the generic scheme, in which the complexity
reduction is achieved by using a multi-branch framework to simplify the structure of the
projection vector. Adaptive implementations for the SAABF scheme are developed by
using least-mean squares (LMS) and recursive least-squares (RLS) algorithms. We also
develop algorithms for selecting the branch number and the model order of the SAABF
scheme. Secondly, a novel linear reduced-rank blind adaptive receiver based on JIO and
the constrained constant modulus (CCM) design criterion is proposed that offers higher
spectrum efficiency. Adaptive implementations for the blind JIO receiver are developed
by using the normalized stochastic gradient (NSG) and RLS algorithms. In order to obtain
a low-complexity scheme, the columns of the projection matrix with the RLS algorithm
are updated individually. Blind channel estimation algorithms for both versions (NSG
and RLS) are implemented. Assuming the perfect timing, the JIO receiver only requires
the knowledge of the spreading code of the desired user and the received data.

In the frequency-domain, we propose two adaptive detection schemes based on single-
carrier frequency domain equalization (SC-FDE) for the block by block transmission mul-
tiuser DS-UWB systems, which are termed structured channel estimation (SCE) and di-
rect adaptation (DA). Both schemes use the MMSE linear detection strategy and employ
a cyclic prefix. In the SCE scheme, we perform the adaptive channel estimation in the
frequency-domain and implement the despreading in the time-domain after the FDE. In



this scheme, the MMSE detection requires the knowledge of the number of users and the
noise variance. For this purpose, we propose low-complexity algorithms for estimating
these parameters. In the DA scheme, the interference suppression task is fulfilled with
only one adaptive filter in the frequency-domain and a new signal expression is adopted
to simplify the design of such a filter. LMS, RLS and conjugate gradient (CG) adaptive
algorithms are then developed for both schemes.

Another strand of investigation considers adaptive detectors and frequency domain
equalization for multiuser DS-UWB systems with block transmissions and biased esti-
mation methods. Biased estimation techniques can provide performance improvements
to the existing unbiased estimation algorithms. In this work, biased adaptive estimation
techniques based on shrinkage estimators are devised and incorporated into RLS-type al-
gorithms. For the SCE scheme, automatic shrinkage factor mechanisms are proposed and
incorporated into RLS estimators, obtaining a lower MSE of the channel estimation. For
the DA scheme, the automatic shrinkage factors are incorporated directly to the adaptive
receiver weights. The results show that a shorter data support is required by the proposed
biased DA-RLS technique. An analysis of fundamental estimation limits of the proposed
frequency domain biased estimators is included along with the derivation of appropriate
Cramér-Rao lower bounds (CRLB).
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1.1 UWB Systems

Ultra-wideband (UWB) technology is a promising short-range wireless communica-
tion technique. The research on impulse radio by Win and Scholtz [1]- [3], has placed
UWB as a potentially very fast communication scheme. In 2002, the Federal Commu-
nications Commission (FCC) in the US release a 7.5GHz (3.1GHz − 10.6GHz) huge
bandwidth for unlicensed use of UWB systems [4]- [10]. This permit boosts the develop-
ment of the UWB communications for commercial applications. Using extremely short
pulses, UWB can be considered as a multipath immunity communication. This is because
the multipath components (MPCs) in UWB systems whose path lengths differ by only
a few centimeters, e.g., 10 cm for a signal bandwidth of 3 GHz, are resolvable at the
receiver [10], [11].

The advantages of UWB systems on the aspect of engineering can be summarized by
examining Shannon’s capacity equation as shown in [6]- [10]. The channel capacity of
communications systems can be improved by increasing the channel bandwidth or the
signal to noise ratio (SNR). With the huge bandwidth, UWB communications could have
high capacity of the channel. Another way to summarize the benefits of UWB is to con-
sider the degree of diversity at the receiver [9]. For UWB systems, the huge transmission
bandwidths introduce a large number of resolvable MPCs at the receiver, and hence, a
high degree of diversity is available [11]. Receivers for UWB systems are required to



2

efficiently suppress the severe inter-symbol interference (ISI) that is caused by the dense
multipath channel and the multiple-access interference (MAI) that is caused by the lack
of orthogonality between signals at the receiver in multiuser communications.

In this section, some basic aspects of the UWB systems are introduced. Parameters
and the technologies that are adopted in our system model are presented and discussed.

1.1.1 UWB Pulse-Shaping
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Fig. 1.1: Typical UWB waveforms

The extremely short pulses make the UWB a unique technique, the pulse shaping is an
important aspect of designing a UWB communication systems. In the document [4], the
UWB signal has been described with the following characteristics: the maximum trans-
mission power is −41.3dBm/MHz; the minimum −10dB bandwidth is 500MHz and
the power level beyond −20dB bandwidth must at least 20dB lower than the maximum
transmission power.

It should be noted that due to the pressure from other wireless groups such as the
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global positioning system (GPS), the allowed maximum power level −41.3dBm/MHz

is a conservative limitation [10]. For example, in the UWB Friendly Zone (UFZ) of
Singapore, the maximum power level allowed is −35.3dB/MHz [7].

A typical class of UWB pulses is the Gaussian waveforms which consist of the Gaus-
sian pulse, the Gaussian monocycle and the Gaussian doublet [10]. Another class of
pulse shaping technology that is widely used is the raised-cosine pulse shaping and the
root-raised cosine (RRC) pulse shaping [7], [12]. The traditional rectangular waveform
which is used for code-division multiple access (CDMA) systems cannot be adopted for
UWB systems since the power level of the sidelobe of this kind of pulse is too high. In this
thesis, the pulse waveform is modeled as the RRC pulse with a roll-off factor of 0.5 [12].
Fig.1.1 shows the Gaussian waveforms and the RRC waveform. The main advantage of
these typical UWB pulses is that they can be generated easily [10], the main drawback of
them is the poor fitness of the spectral mask [14].

The design of orthogonal waveforms have been described in [10] and some new wave-
forms that can fit the FCC spectral mask have been proposed in [13] and [14]. These
waveforms could improve the performance of the UWB communications. However, the
adoption of these technologies will increase the complexity of the hardware design.
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Fig. 1.2: Time window of transmitted data bit ’1’ in a BPSK DS-UWB system.
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Fig. 1.3: Time window of transmitted data bits in a BPSK TH-UWB system.

1.1.2 Spread-Spectrum Techniques in UWB

There are two popular spread-spectrum techniques in UWB communications, namely
Direct-sequence UWB (DS-UWB) and Time-hopping UWB (TH-UWB) [6]. In the DS-
UWB system, the information symbols are spread by a pseudo-random (PR) code and the
pulses are transmitted continuously [6]. In Fig.1.2, the transmitted data bit ’1’ in a BPSK
DS-UWB system is presented. The spreading code is s = [1, 1,−1,−1, 1,−1, 1, 1,−1, 1]

and the spreading gain equals to 10. The TH-UWB uses a PR code to define the pulse
transmitting time [3]. In Fig. 1.3, the transmitted data bits in a BPSK TH-UWB system
are presented. In this example, the number of frames is set to 5 and the number of chips in
each frame is set to 2. The spreading gain equals to 10 which is the same as the example
in Fig. 1.2.

The TH-UWB has been chosen for low-data rate applications such as ranging and
localization [15]. Due to the sensitiveness of the synchronization in TH-UWB system,
DS-UWB performs better for high-speed indoor links [16]. In 2005, direct-sequence DS-
UWB was proposed as a possible standard physical layer technology for wireless personal
area networks (WPANs) and it has the potential to provide high data rates ranging from
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28Mbps to 1.32Gbps [12], [17]. In this thesis, the target operate environment is assumed
to be non-line of sight (NLOS) indoor links with high data rate, so the DS-UWB system
is adopted. We remark that the adaptive receivers proposed in this thesis are general
schemes, which means they can work not only in the DS-UWB systems, but also in the
TH-UWB systems and other wireless communication systems.

1.1.3 UWB Modulation

−0.2 −0.1 0 0.1 0.2
−1

−0.5

0

0.5

1
BPAM

Time [ns]

A
m

pl
itu

de

 

 

Bit 1
Bit 0

−0.2 −0.1 0 0.1 0.2
−0.2

0

0.2

0.4

0.6

0.8

OOK

Time [ns]

A
m

pl
itu

de

−0.2 −0.1 0 0.1 0.2
−0.2

0

0.2

0.4

0.6

0.8

PPM

Time [ns]

A
m

pl
itu

de

−0.2 −0.1 0 0.1 0.2
−1

−0.5

0

0.5

1
PSM

Time [ns]

A
m

pl
itu

de

Fig. 1.4: UWB modulation schemes

In Binary Pulse Amplitude Modulation (BPAM), the data bits are represented by using
different amplitudes [6]. Let us denote the pulse waveform as pt(t). If we use +pt(t) and
−pt(t) to represents the data bit of +1 and 0 respectively, then the BPAM is equivalent
to the Binary Phase-Shift Keying (BPSK) [7]. On-Off Keying (OOK), using +pt(t) and
0 to represents the data bit of +1 and 0 respectively. It is a simple scheme but requires
higher accuracy on the synchronization. The Pulse Position Modulation (PPM), which
distinguishes data bits by adding different time shifts on the same pulse waveform, is a
kind of modulation which is very sensitive to the synchronization of the communication
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systems. The Pulse shape modulation (PSM) uses different waveforms to presents differ-
ent data bits. This scheme require more than one pulse generater and hence has higher
complexity.

The pulse shapes for these four typical data modulation schemes are shown in Fig.1.4
[6]. It should be noted that these schemes could change to M-ary modulation schemes
to improve power efficiency or increase the data rate, but the systems complexity will
become higher. The comparison of performance of BPAM, OOK and PPM in AWGN
channel in presence of jamming is shown in [18], where BPAM outperforms OOK and
PPM in both TH-UWB and DS-UWB systems. In [19], BPAM (or BPSK) is preferred for
its high power efficiency and smooth spectrum. It should be noted that as required in [12],
the high data rate of the DS-UWB systems is achieved with BPSK and 4-ary bi-orthogonal
keying (4BOK) modulation. All the compliant devices of DS-UWB communications
must support BPSK modulation, while the 4BOK modulation scheme is optional [17]. In
this thesis, we will focus on the BPSK modulation.

1.1.4 UWB Channel Model

The first work on statistical UWB channel models came out in 2001 [20], [21], and the
standardized channel models of IEEE 802.15.3a and 802.15.4a groups were developed in
2003 and 2005, respectively [22], [23].

The standard channel model developed by the IEEE 802.15.3a group was the first
standard model for UWB communications. However, this model only considered the
office and residential indoor environments with a range of less than 10m [25]. With more
measurements, a more general standard channel model was determined by the 802.15.4a
group [24]. The 4a model was proposed for UWB systems in more operate environments
such as office indoor, residential indoor, industrial, outdoor, and farm environments [23].
It should be noted that the IEEE 802.15.4a group was established to recognize some low
(< 1Mbps) data rates applications such as the UWB sensor networks, but the 4a standard
channel model is valid for UWB systems irrespective of the data rate and the modulation
format [25]. In this thesis, we adopt the more flexible IEEE 802.15.4a standard channel
model for the indoor residential non-line of sight (NLOS) environment. An example
realization of the 4a channel model is shown in Fig 1.5. This realization is adopted in
Chapter 3 for the desired user. It should be noted that for a wireless communication
system, the channel changes as a function of time and frequency. Coherence time and
coherence bandwidth indicate how quickly the channel changes in time and frequency,
respectively [9]. In this thesis, the focus is on the development of the adaptive algorithms
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Fig. 1.5: One realization of the IEEE 8020.15.4a channel model

and it is assumed the transmission time for each experiment is smaller than the coherence
time, hence the channel is assumed to be static or constant during the transmission.

1.2 Adaptive Filtering and Estimation Algorithms

An estimator or filter is known as the system that can be employed to infer or extract
information from the noisy received data [26]. In this thesis, the linear filter is designed
by applying the criteria of the minimum mean square error (MMSE) and the constrained
constant modulus (CCM). Assuming that the received signal is stationary, the optimum
designs require the statistics information of the received signal. However, when the in-
formation of the statistics is unavailable or the signal to be processed is nonstationary,
the design of the optimum filters become impossible. In these situations, adaptive filter-
ing technologies must be employed in order to learn about the statistics of the environ-
ment [26].
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In this section, the MMSE design criterion based adaptive algorithms such as the least-
mean square (LMS), recursive least-squares (RLS) and the conjugate gradient (CG) are
introduced.

1.2.1 The Least-Mean Square Algorithm

The major advantage of the LMS algorithm is its simplicity and this feature makes the
LMS as a standard against other linear adaptive algorithms [26]. The LMS algorithm can
be developed from the MSE cost function:

JMSE = E[|e(i)|2], (1.1)

where the error signal e(i) equals to the difference between the desired signal d(i) and
the output signal is y(i). The output signal y(i) = wH(i)r(i), where w(i) is the filter
represented by a M -by-1 weight vector and r(i) is the M -by-1 received signal. The
gradient vector of JMSE with respect to w(i) can be expressed as:

g(i) = −p + Rw(i), (1.2)

where R = E[r(i)rH(i)] is the correlation matrix of the received signal and p =

E[r(i)d∗(i)] is the cross-correlation vector between the received signal and the desired
signal. The optimum solution of such a linear filter is known as the Wiener solution that
is given by

wo = R−1p. (1.3)

Since R and p are statistics of the received signal and are not given for the adaptive
algorithms, these information must be estimated. LMS algorithms adopt the simplest
estimator that use the instantaneous estimates for R and p [26], which can be expressed
mathematically as R̂(i) = r(i)rH(i) and p̂(i) = r(i)d∗(i). The basic idea behind the
LMS adaptive method is to approach the optimum filter solution by adjusting the filter
weight vector in the direction of the inverse of the gradient vector. Hence, the adaptation
of weight vector of LMS can be expressed as

w(i + 1) = w(i) + µ(−ĝ(i)) = w(i) + µ(−p̂(i) + R̂(i)w(i))

= w(i) + µr(i)[d∗(i)− rH(i)w(i)] = w(i) + µr(i)e∗(i),
(1.4)

where µ is known as the step-size parameter. A necessary and sufficient condition for the
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convergence of the LMS algorithms is given in [26] as:

0 < µ <
2

MSmax

, (1.5)

where M is the length of the filter and Smax is the maximum value of the power spectral
density (PSD) of the received vector. The complexity of the LMS algorithm is O(M).

1.2.2 The Recursive Least-Squares Algorithm

The advantage of the RLS algorithms is its faster convergence rate than the LMS algo-
rithms. However, the RLS algorithms have higher computational complexity. The RLS
algorithms use a recursive strategy to compute the LS estimators for the correlation matrix
R and the cross-correlation vector p, and adopt the matrix inversion lemma to compute
the inverse of the estimate of correlation matrix.

We can develop a RLS adaptive algorithm via the cost function:

JLS =
i∑

j=1

λi−j|d(i)−wH(i)r(i)|2,

where w(i) is the filter represented by a M -by-1 weight vector and r(i) is the M -by-1
received signal. The forgetting factor λ is a positive constant which is smaller but close
to 1 [26]. The optimum LS solution of the filter weight vector is

wLS(i) = R−1
rls(i)prls(i), (1.6)

where Rrls(i) =
∑i

j=1 λi−jr(j)rH(j) and prls(i) =
∑i

j=1 λi−jd∗(j)r(j). We use the ma-
trix inversion lemma to computer the term of R−1

rls(i) and obtain an recursive expression
for the filter weight vector. The adaption equations of RLS algorithms are summarized as
follows:

Mrls(i) = R−1
rls(i− 1)r(i),

Krls(i) =
Mrls(i)

λ + rH(i)Mrls(i)
,

e(i) = d(i)−wH(i− 1)r(i),

w(i) = w(i− 1) + Krls(i)e
∗(i),

R−1
rls(i) =

R−1
rls(i− 1)−Krls(i)r

H(i)R−1
rls(i− 1)

λ
.
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The complexity of the RLS algorithm is O(M2).

1.2.3 Conjugate Gradient Algorithm

The conjugate gradient (CG) algorithm is well known for its faster convergence rate
than the LMS algorithm and lower computational complexity than the RLS algorithm [27]
- [31]. For the adaptive filtering technique, the CG algorithm is developed to solve the
problem

Rw = p, (1.7)

where R is the M -by-M correlation matrix of the received signal and p is the M -by-
1 cross-correlation vector. The CG algorithm provide an iterative way to calculate w

without inverting R. The basic CG algorithm can be expressed as follows [29], [31] by
defining c as the index of the iterations

Initialization:

w0 = 0 ; d0 = g0 = p ; ρ0 = gH
0 g0.

For c = 1, 2, . . . , cmax

αc = ρc−1/d
H
c Rdc,

wc = wc−1 + αcdc,

gc = gc−1 − αcRdc,

ρc = gH
c gc,

βc = ρc/ρc−1,

dc+1 = gc + βcdc,

c = c + 1.

End

w = wcmax ,

where αc is the step size that minimizes the cost function (1.1), dc is the direction vectors
and gc is defined as the inverse of the gradient vector of the cost function with respect to
w.
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The adaptive CG algorithms require several iterations for each input data vector, but the
adaptation time approaches 1 as the index of data vector increases [28]. The CG adaptive
algorithm can also be used in block-by-block transmission systems. Assuming that a set
of linearly independent direction vectors d0,d1, . . . ,dN−1 is given, where N is the block
length. And these vectors are mutually conjugate with respect to the correlation matrix R

[28], that means the scalar term of dH
i Rdj is larger than zero only in the case when i = j,

otherwise the value of this term is 0. For each iteration, the filter weight vector is adapted
along the corresponding direction vector and the convergence can be obtained with at most
N iterations [27]. The complexity of the CG algorithm is O(M2). Note that although the
complexity is at the same level as the RLS algorithm, the number of operations measured
in terms of arithmetic of the CG algorithm is lower than the traditional RLS algorithm
[29].

1.3 Motivation

In UWB communications, the major challenges include the interference mitigation,
synchronization and network design [6]- [8]. In this thesis, we focus on the linear adap-
tive solutions for the interference mitigation problem in multiuser DS-UWB systems. In
time-domain symbol by symbol transmission systems, novel reduced-rank receivers are
proposed. We also develop the adaptive receivers for single-carrier frequency domain
equalization (SC-FDE) in the block by block transmission systems. It should be noted
that the techniques developed for SC-FDE can also be used for multiband UWB systems
that are based on orthogonal frequency-division multiplexing (OFDM) [67].

1.3.1 Motivation for Time-Domain Signal Processing

For DS-UWB communications, the major challenge for the adaptive interference sup-
pression schemes is to achieve the robustness against narrow band interference and obtain
fast convergence with satisfactory steady state performance in dense-multipath environ-
ments. Due to the long channel delay spread in UWB systems, the received signal length
is large and the interference sensitive full-rank adaptive schemes experience slow con-
vergence rate and are subject to significant performance degradation in the presence of
interference that can be of various types, namely, multiple access interference (MAI),
inter-symbol interference (ISI) and narrow band interference (NBI). Reduced-rank algo-
rithms can be adopted to accelerate the convergence and provide an increased robustness
against interference and noise. Recently, reduced-rank schemes have been considered
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for UWB systems in [32]- [37]. A reduced-order finger selection linear MMSE receiver
with RAKE-based structures have been proposed in [32], which requires the knowledge
of the channel and the noise variance. Solutions for reduced-rank channel estimation and
synchronization in single-user UWB systems have been proposed in [33]. For multiuser
detection in UWB communications, reduced-rank schemes have been developed in [34]-
[36] requiring knowledge of the multipath channel. In [37], the reduced-rank multiuser
detector is proposed for hybrid direct-sequence time-hopping ultrawide bandwidth (DS-
TH UWB) systems. The reduced-rank filtering techniques have faster convergence and
increased robustness than the full-rank algorithms [38]- [51]. The well-known reduced-
rank techniques include the eigen-decomposition methods such as the principal compo-
nents (PC) [40] and the cross-spectral metric (CSM) [41], the Krylov subspace methods
such as the powers of R (POR) [39], the multistage Wiener filter (MSWF) [42], [44] and
the auxiliary vector filtering (AVF) [46]. Eigen-decomposition methods are based on the
eigen-decomposition of the estimated covariance matrix of the received signal. The op-
timal representation of the input data can be obtained by the eigen-decomposition of the
covariance matrix R [44]. However, R is unknown and must be estimated. In addition,
these methods have very high computational complexity and the performance is often
poor in heavily loaded communication systems [42]. Compared with the full-rank linear
filtering techniques, the MSWF and AVF methods have faster convergence speed with a
much smaller filter size. However, their computational complexity is still very high. In
Chapter 3, we firstly investigate a generic reduced-rank scheme with joint and iterative
optimization (JIO) of a projection vector and a reduced-rank linear estimator to minimize
the MSE cost function. Since information is exchanged between the projection vector and
the reduced-rank filter for each adaptation, this generic scheme outperforms other exist-
ing reduced-rank schemes. However, in this generic scheme, a large projection vector is
required to be updated for each time instant and hence introduces high complexity. In
order to obtain a low-complexity configuration of the generic scheme and maintain the
performance, we propose the novel switched approximation of adaptive basis functions
(SAABF) scheme. The basic idea of the SAABF scheme is to simplify the design of the
projection vector by using a multiple-branch framework such that the number of coeffi-
cients to be adapted in the projection vector is reduced and hence achieve the complexity
reduction. The LMS and RLS adaptive algorithms are then developed for the joint adap-
tation of the shortened projection vector and the reduced-rank filter. We also propose
adaptive algorithms for branch number selection and model order adaptation.

Blind adaptive linear receivers [52]- [58] are efficient schemes for interference sup-
pression as they offer higher spectrum efficiency than the adaptive schemes that require a
training stage. Low complexity blind receiver designs can be obtained by solving con-
strained optimization problems based on the constrained constant modulus (CCM) or
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constrained minimum variance (CMV) criterion [56], [59]. The blind receiver designs
based on the CCM criterion have shown better performance and increased robustness
against signature mismatch over the CMV approaches [56], [58]. Recently, blind full-
rank SG and RLS adaptive filters based on the constrained optimization have been pro-
posed for multiuser detection in DS-UWB communications [59], [60]. In [61], a blind
subspace multiuser detection scheme is proposed for UWB systems which requires the
eigen-decomposition of the covariance matrix of the received signal. In chapter 4, a novel
CCM based joint iterative optimization (JIO) blind reduced-rank receiver is proposed. A
projection matrix and a reduced-rank filter construct the proposed receiver and they are
updated jointly and iteratively to minimize the CM cost function subject to a constraint.
Note that the constraint is necessary since it enables us to avoid the undesired local min-
ima. The adaptive NSG and RLS algorithms are developed for the JIO receiver. In the
NSG version, a low-complexity leakage SG channel estimator that was proposed in [64]
is adopted. Applying an approximation to the covariance matrix of the received signal,
the RLS channel estimator proposed in [64] is modified for the proposed JIO-RLS with
reduced complexity. Since each column of the projection matrix can be considered as
a direction vector on one dimension of the subspace, we update the projection matrix
column by column to achieve a better representation of the projection procedure in the
JIO-RLS.

1.3.2 Motivation for Frequency-Domain Signal Processing

Compared to time-domain equalization techniques, the frequency-domain equalizers
are able to provide better tradeoffs between the performance and complexity [65], [66].
It should be noted that in the frequency-domain, a single MMSE filter can be used for all
bits in a transmitted block while in the time-domain, different set of equalizer parameters
can be used for each bit. This feature of the frequency-domain equalizers leads to lower
computational complexity but also introduces some performance degradation [65]. In
addition, a cyclic prefix is included in the SC-FDE systems to avoid the IBI which will
reduce the bandwidth efficiency compare to the time-domain detectors.

In order to operate in dense multipath environments with low complexity, SC-FDE sys-
tems with a cyclic prefix have been recently applied to DS-UWB communications [65]-
[71]. In [65], frequency-domain minimum mean-square error (MMSE) turbo equalization
scheme is proposed for single-user DS-UWB systems. For multiuser communications, the
frequency-domain detector is obtained by combining the turbo equalizer with a soft in-
terference canceller. In [66], the performance of the linear MMSE detector in SC-FDE
and OFDM systems are compared over UWB channels and the simulation results show
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that the SC-FDE system is reasonably robust in the presents of carrier frequency off-
set and sampling time offset. In [67], a low-complexity channel estimation algorithm is
proposed for single user communication. A new SC block transmission structure was pro-
posed in [68], where a novel despreading scheme was employed in the frequency-domain
before channel estimation and equalization. In [69]- [71], frequency-domain linear mul-
tiuser detection and channel estimation was performed and a linear MMSE equalization
scheme was described. However, in [65]- [71], prior knowledge of the channel and the
received signal is required and the parameter estimation problem was not considered in
detail.

Adaptive techniques are effective tools for estimating parameters and are able to deal
with channel variations [26]. In the frequency-domain, adaptive algorithms are usually
more stable and converge faster than in the time-domain [72]. To the best of our knowl-
edge, these techniques have not been thoroughly investigated for UWB communications
yet. In this thesis, adaptive algorithms based on LMS, RLS and CG techniques are devel-
oped for frequency-domain detectors in multiuser DS-UWB communications. The major
advantage of the LMS algorithm is its simplicity and this feature makes the LMS a stan-
dard against other linear adaptive algorithms [26]. The RLS algorithm converges faster
than the LMS algorithm but usually requires much higher computation complexity. The
CG method is the most important conjugate direction (CD) method that is able to gener-
ate the direction vectors simply and iteratively [73]. With faster convergence speed than
stochastic gradient techniques and lower complexity than recursive least squares (RLS)
algorithms, CG methods are known as powerful tools in computational systems [27]- [31]
and hence, suitable for the DS-UWB communications.

In chapter 5, we present two adaptive detection schemes in the frequency-domain and
apply them to SC-FDE in multiuser DS-UWB systems. In the first scheme, a structured
channel estimation (SCE) approach that extends [72] to multiuser UWB systems is car-
ried out separately in the frequency-domain and the estimated channel impulse response
(CIR) is substituted into the expression of the MMSE detector to suppress the ISI. Af-
ter the frequency-domain processing, the despreading is performed in the time-domain
to eliminate the MAI. The LMS and RLS adaptive algorithms for the SCE with single
user SC systems were proposed in [72] and we extend them to multiuser scenarios. How-
ever, the SCE-RLS has very high complexity because there is an inversion of matrix that
must be computed directly [72]. This problem motivates us to develop the SCE-CG al-
gorithm, which will be shown later, has much lower complexity than the SCE-RLS while
performing better than the SCE-LMS and comparable to the SCE-RLS. In this scheme,
the MMSE detector requires the knowledge of the noise variance and the number of ac-
tive users. We estimate the noise variance via the maximum likelihood (ML) method.
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With a relationship between the input signal power and the number of users, we propose
a simple and effective approach to estimating the users number. In the second scheme,
which is termed direct adaptation (DA), only one filter is implemented in the frequency-
domain to suppress the interference. It is important to note that with the traditional sig-
nal expression for the multiuser block transmission systems, the DA scheme requires a
matrix-structured adaptive filter in the frequency-domain which leads to prohibitive com-
plex solutions. In the literature, the adaptive DA scheme in multiuser UWB systems has
not been investigated in detail. Prior work on adaptive frequency-domain algorithms is
limited to single-user systems [74] and do not exploit the structure created by multiuser
UWB systems with a cyclic prefix. In order to obtain a simplified filter design, we adopt
the signal expression described in [68] and extend it into an adaptive parameter estimation
implementation. After obtaining the matrix form of the MMSE design of such a filter, we
convert it into a vector form and develop LMS, RLS and CG algorithms in the frequency-
domain that enables the linear suppression of ISI and MAI. In our proposed DA scheme,
a low complexity RLS algorithm, termed DA-RLS, is obtained with the new signal ex-
pression. The proposed DA-RLS algorithm is suitable for multiuser block transmission
systems. With faster convergence rate than the DA-LMS and DA-CG, the complexity
of the DA-RLS in the multiuser cases is comparable to the DA-CG. In the single user
scenario, the complexity of the DA-RLS is reduced to the level of the DA-LMS.

The RLS versions that are developed in chapter 5 estimate the least-square (LS) so-
lutions, which are minimum variance unbiased estimators (MVUE) [84]. However, the
MSE performance of the LS solution can be improved in certain scenarios by adding
appropriately chosen bias to the conventional LS estimators [85]- [92]. The biased esti-
mation has shown its ability to outperform the existing estimators especially in the low
signal-to-noise ratios (SNR) and/or short data records [86]. In chapter 6, biased adaptive
estimation techniques based on shrinkage estimators are devised and incorporated into
RLS versions that are developed in chapter 5. For the SCE scheme, automatic shrinkage
factor mechanisms are proposed and incorporated into RLS estimators, obtaining a lower
MSE of the channel estimation. For the DA scheme, the automatic shrinkage factors are
incorporated directly to the adaptive receiver weights. The results show that a shorter data
support is required by the proposed biased DA-RLS technique. An analysis of fundamen-
tal estimation limits of the proposed frequency domain biased estimators is included along
with the derivation of appropriate Cramér-Rao lower bounds (CRLB).
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1.4 Thesis Outline

The structure of the thesis is as follows:

• In Chapter 2, the time-domain and the frequency-domain DS-UWB system models
are detailed.

• In Chapter 3, a generic reduced-rank scheme based on the joint and iterative opti-
mization (JIO) and the novel low-complex SAABF scheme are proposed for inter-
ference suppression for DS-UWB systems in the time-domain.

• In Chapter 4, blind reduced-rank adaptive receivers based on JIO and CCM design
criterion are proposed for DS-UWB Systems in the time-domain.

• In Chapter 5, we develop the frequency-domain adaptive detectors for SC-FDE
in multiuser DS-UWB systems based on structured channel estimation and direct
adaptation.

• In Chapter 6, biased estimators with shrinkage factors are developed to improve the
RLS schemes that are proposed in Chapter 5.

• In Chapter 7, conclusions and a discussion on possibilities for future work are pre-
sented.
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2. DS-UWB SYSTEM AND SIGNAL MODELS

Contents
2.1 Time-Domain System and Signal Model . . . . . . . . . . . . . . . . 19

2.2 Frequency-Domain System and Signal Model . . . . . . . . . . . . . 22

In this chapter, the DS-UWB system and signal models in both time-domain and fre-
quency domain are detailed. It should be noted that, the novel adaptive reduced-rank
algorithms that will be presented in Chapter 3 and Chapter 4 use the same time-domain
system model, while the frequency-domain signal processing algorithms developed in
Chapter 5 and Chapter 6 share the same frequency-domain model.

2.1 Time-Domain System and Signal Model
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Fig. 2.1: Block diagram of the time-domain system model.

For the time-domain adaptive interference suppression, we consider the uplink of a
synchronous binary phase-shift keying (BPSK) DS-UWB system with K users. The block
diagram of the system model is shown in Fig. 2.1, in which user 1 is assumed to be the
desired user. A random spreading code sk is assigned to the k-th user. The spreading
gain is Nc = Ts/Tc, where Ts and Tc denote the symbol duration and chip duration,
respectively. The transmit signal of the k-th user, k = 1, 2, . . . , K, can be expressed as

x(k)(t) =
√

Ek

∞∑
i=−∞

Nc−1∑
j=0

pt(t− iTs − jTc)sk(j)bk(i), (2.1)
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where bk(i) ∈ {±1} denotes the BPSK symbol for the k-th user at the i-th time instant,
sk(j) denotes the j-th chip of the spreading code sk. Ek denotes the transmission en-
ergy. pt(t) is the pulse waveform of width Tc. The target data rate for the DS-UWB
communication systems are in the range of 28Mbps to 1.32Gbps [12]. In this thesis, the
data rate for the time-domain DS-UWB systems is set to 83 Mbps. For UWB commu-
nications, widely used pulse shapes include the Gaussian waveforms, raised-cosine pulse
shaping and root-raised cosine (RRC) pulse shaping [7], [12]. Throughout this thesis, the
pulse waveform pt(t) is modeled as the RRC pulse with a roll-off factor of 0.5 [12], [17]
and [67].

The channel model considered is the IEEE 802.15.4a standard channel model for the
indoor residential non-line of sight (NLOS) environment [23]. This standard channel
model includes some generalizations of the Saleh-Valenzuela model and takes the fre-
quency dependence of the path gain into account [25]. In addition, the 15.4a channel
model is valid for both low-data-rate and high-data-rate UWB systems [25]. For the k-th
user, the channel impulse response (CIR) of the standard channel model is

hk(t) =
Lc−1∑
u=0

Lr−1∑
v=0

αu,ve
jφu,vδ(t− Tu − Tu,v), (2.2)

where Lc denotes the number of clusters, Lr is the number of multipath components
(MPCs) in one cluster. αu,v is the fading gain of the v-th MPC in the u-th cluster, φu,v is
uniformly distributed in [0, 2π). Tu is the arrival time of the u-th cluster and Tu,v denotes
the arrival time of the v-th MPC in the u-th cluster. For the sake of simplicity, we express
the CIR as

hk(t) =
L−1∑

l=0

hk,lδ(t− lTτ ), (2.3)

where hk,l and lTτ present the complex-valued fading factor and the arrival time of the
l-th MPC (l = uLc + v), respectively. L = TDS/Tτ denotes the total number of MPCs
where TDS is the channel delay spread. Note that, in order to achieve high data-rate
communications, the channel delay spread is assumed significantly larger than one symbol
duration. Hence, the received signal encounters severe ISI.

Assuming that the timing is acquired, the received signal can be expressed as

z(t) =
K∑

k=1

L−1∑

l=0

hk,lx
(k)(t− lTτ ) + n(t),

where n(t) is the additive white gaussian noise (AWGN) with zero mean and a variance
of σ2

n. The received signal is first passed through a chip-matched filter (CMF) and then

Sheng Li, Ph.D. Thesis, Department of Electronics, University of York 2010



21

sampled at the chip rate. For high data rate UWB systems, the pulse width is typically
on the order of 1ns or less [76]. In this thesis, Tc is set to 0.375ns and the sampling
frequency at the receiver is 2.67GHz. This sampling rate is lower than 4GHz and cheap
Analog-to-Digital Converters (ADC) can be implemented [77]. We select a total number
of M = (Ts + TDS)/Tc observation samples for the detection of each data bit, where
Ts is the symbol duration, TDS is the channel delay spread and Tc is the chip duration.
Assuming the sampling starts at the zero-th time instant, then the m-th sample can be
expressed as

rm =

∫ (m+1)Tc

mTc

z(t)pr(t) dt, (2.4)

where m = 1, 2, . . . , M , pr(t) = p∗t (−t) denotes the CMF and (·)∗ denotes the complex
conjugation. After the chip-rate sampling, the discrete-time received signal for the i-th
data bit can be expressed as r(i) = [r1(i), r2(i), . . . , rM(i)]T , where (·)T is the transposi-
tion. We can further express it in a matrix form as

r(i) =
K∑

k=1

√
EkPrHkPtskbk(i) + η(i) + n(i), (2.5)

where Hk is the Toeplitz channel matrix for the k-th user with the first column being the
CIR of hk = [hk(0), hk(1), . . . , hk(L− 1)]T zero-padded to length MH = (Ts/Tτ ) +L−
1. Matrix Pr represents the CMF and chip-rate sampling with the size M -by-MH . Pt

denotes the (Ts/Tτ )-by-Nc pulse shaping matrix. The vector η(i) denotes the ISI from
2G adjacent symbols, where G denotes the minimum integer that is larger than or equal
to the scalar term TDS/Ts. Here, we express the ISI vector in a general form that is given
by

η(i) =
K∑

k=1

G∑
g=1

√
EkPrH

(−g)
k Ptskbk(i− g)

+
K∑

k=1

G∑
g=1

√
EkPrH

(+g)
k Ptskbk(i + g),

(2.6)

where the channel matrices for the ISI are given by

H
(−g)
k =

[
0 H

(u,g)
k

0 0

]
; H

(+g)
k =

[
0 0

H
(l,g)
k 0

]
. (2.7)

Note that the matrices H
(u,g)
k and H

(l,g)
k have the same size as Hk, which is MH-by-

(Ts/Tτ ), and can be considered as the partitions of an upper triangular matrix Hup and a
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lower triangular matrix Hlow, respectively, where

Hup =




hk(L− 1) . . . hk(L− TDS−(g−1)Ts

Tτ
)

. . . ...
hk(L− 1)


 ;

Hlow =




hk(0)
... . . .

hk(
TDS−(g−1)Ts

Tτ
− 2) . . . hk(0)


 .

These triangular matrices have the row-dimension of [TDS − (g − 1)Ts]/Tτ − 1 = L −
(g − 1)Ts/Tτ − 1. Note that when the channel delay spread is large, the row-dimension
of these triangular matrices could surpass the column dimension of the matrix Hk, which
is Ts/Tτ . Hence, in case of

L− (g − 1)Ts/Tτ − 1 > Ts/Tτ ,

i.e. L > gTs/Tτ + 1,
(2.8)

the matrix H
(u,g)
k is the last Ts/Tτ columns of the upper triangular matrix Hup and H

(l,g)
k

is the first Ts/Tτ columns of the lower triangular matrix Hlow. When L < gTs/Tτ + 1,
H

(u,g)
k = Hup and H

(l,g)
k = Hlow. It is interesting to review the expression of the ISI vector

via its physical meaning, since the row-dimension of the matrices H
(u,g)
k and H

(l,g)
k , which

is L − (g − 1)Ts/Tτ − 1, reflects the time-domain overlap between the data symbol b(i)

and the adjacent symbols of b(i− g) and b(i + g).

The time-domain interference suppression adaptive algorithms are required to recover
the data bit from the noisy received signal that is given in (2.5). The full-rank adaptive
filters experience slow convergence rate in DS-UWB systems because of the long channel
delay spread. In order to accelerate the convergence and increase the robustness against
interference, in Chapter 3 and Chapter 4, novel reduced-rank adaptive algorithms are
proposed based on the MMSE design criterion and the CCM design criterion, respectively.

2.2 Frequency-Domain System and Signal Model

For the frequency-domain adaptive interference suppression,we consider a syn-
chronous downlink block-by-block transmission BPSK DS-UWB system with K users.
The block diagram of the frequency-domain system model is shown in Fig. 2.2, where
user 1 is assumed to be the desired user. An Nc-by-1 Walsh spreading code sk is assigned
to the k-th user. The spreading gain is Nc = Ts/Tc, where Ts and Tc denote the symbol
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Fig. 2.2: Block diagram of the frequency-domain system model.

duration and chip duration, respectively. At each time instant, an N -dimensional data
vector bk(i) is transmitted by the k-th user. The target data rate for the DS-UWB com-
munication systems are in the range of 28Mbps to 1.32Gbps [12]. In this thesis, the data
rate for the frequency-domain DS-UWB systems is set to 293 Mbps. We define the signal
after spreading as xk(i) and express it in a matrix form as

xk(i) = Dkbk(i), (2.9)

where the M -by-N (M = N×Nc) block diagonal matrix Dk is performing the spreading
of the data block and can be expressed as

Dk =




sk

sk

. . .

sk




. (2.10)

In order to prevent inter block interference (IBI), a cyclic-prefixed (CP) guard interval
is added and the length of the CP is assumed larger than the CIR. With the insertion of
the CP at the transmitter and its removal at the receiver, the Toeplitz channel matrix could
be transformed into an equivalent circulant channel matrix [70]. We adopt the IEEE
802.15.4a standard channel model for the indoor residential non-line of sight (NLOS)
environment [23]. This standard channel model is valid for both low-data-rate and high-
data-rate UWB systems [25]. We assume that the timing is perfect and focus on the
channel estimation and interference suppression tasks. At the receiver, a CMF is applied
and the received sequence is then sampled at chip-rate and organized in an M -dimensional
vector y(i). For high data rate UWB systems, the pulse width is typically on the order
of 1ns or less [76]. In this thesis, Tc is set to 0.375ns and the sampling frequency at the
receiver is 2.67GHz. The equivalent channel is denoted as an M -by-M circulant Toeplitz
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matrix Hequ, whose first column is structured with hequ zero-padded to length M , where
hequ = [h(0), h(1), . . . , h(L−1)] is the equivalent CIR. The time-domain received signal
at the i-th time instant can be expressed as

y(i) =
K∑

k=1

Hequxk(i) + n(i), (2.11)

where n(i) denotes the additive white Gaussian noise (AWGN). After the discrete Fourier
transform (DFT), the frequency-domain received signal z(i) is expressed as

z(i) = Fy(i), (2.12)

where F represents the M -by-M DFT matrix and its (a, b)-th entry can be expressed as

Fa,b = (1/
√

M)exp{−j(2π/M)ab}, (2.13)

where a, b ∈ {0,M − 1}.

Given the frequency-domain received signal as shown in (2.12), the frequency-domain
detectors are implemented to recover the original data vector. In Chapter 5, we propose
two MMSE based detection schemes, named structured channel estimation (SCE) and
direct adaptation (DA), respectively. The SCE scheme explicitly perform the channel es-
timation in the frequency-domain, the detection with the estimated channel coefficients,
and finally carry out despreading in the time-domain. The DA scheme implicitly esti-
mates the channel and suppresses the ISI and MAI together with only one filter and has
simpler structure than the SCE scheme. In Chapter 6, the RLS versions of the SCE and
DA schemes will be equipped with adaptive shrinkage factors to improve the MSE per-
formance.
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3.1 Introduction

In this chapter, we firstly investigate a generic reduced-rank scheme with joint and iter-
ative optimization of a projection vector and a reduced-rank linear estimator to minimize
the mean square error (MSE) cost function. Since information is exchanged between the
projection matrix and the reduced-rank filter for each adaptation, this generic scheme out-
performs other existing reduced-rank schemes. However, in this generic scheme, a large
projection vector is required to be updated for each time instant and hence introduces
high complexity. In order to obtain a low-complexity configuration of the generic scheme
and maintain the performance, we propose the novel switched approximation of adaptive
basis functions (SAABF) scheme. The basic idea of the SAABF scheme is to simplify
the design of the projection vector by using a multiple-branch framework such that the
number of coefficients to be adapted in the projection vector is reduced and hence achieve
the complexity reduction. The LMS and RLS adaptive algorithms are then developed for
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the joint adaptation of the shortened projection vector and the reduced-rank filter. We also
propose adaptive algorithms for branch number selection and model order adaptation.

The main contributions of this chapter are listed below.

• A novel low-complexity reduced-rank scheme is proposed for interference suppres-
sion in DS-UWB system.

• LMS and RLS adaptive algorithms are developed for the proposed scheme.

• Algorithms for selecting the scheme parameters are proposed.

• The relationships between the proposed SAABF scheme, the generic scheme and
the full-rank scheme are established.

• Simulations are performed with the IEEE 802.15.4a channel model and severe ISI
and MAI are assumed for the evaluation of the proposed scheme.

The rest of this chapter is structured as follows. Section 3.2 presents the full-rank
MMSE design and the problem statement. In Section 3.3, the design of the generic
reduced-rank scheme is detailed. The proposed SAABF scheme is described in Section
3.4 and the adaptive algorithms and the complexity analysis are presented in Section 3.5.
The proposed adaptive algorithms for selecting the key parameters of the SAABF scheme
are described in Section 3.6. Simulations results are shown in Section 3.7 and conclusions
are drawn in Section 3.8.

3.2 Problem Statement

Recalling the time-domain DS-UWB system model described in Section 2.1. In order
to estimate the data bit from the noisy received signal r(i) which is shown in (2.5), an
M -dimensional full-rank filter w(i) can be employed to minimize the MSE cost function:

JMSE(w(i)) = E[|d(i)−wH(i)r(i)|2], (3.1)
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where d(i) is the desired signal, (·)H denotes the Hermitian transpose and E[·] represents
the expected value. Without loss of generality, we consider user 1 as the desired user and
omit the subscript of this user for simplicity. The optimal solution that minimizes (3.1) is
given by

wo = R−1p, (3.2)

where R = E[r(i)rH(i)] is the correlation matrix of the discrete-time received signal r(i)
and p = E[d∗(i)r(i)] is the cross-correlation vector between r(i) and d(i). Assuming that
r(i), η(i) and n(i) are uncorrelated to each other, we have

R =
K∑

k=1

PrHkPtsks
H
k PH

t HH
k PH

r

+
K∑

k=1

G∑
g=1

PrH
(−g)
k Ptsks

H
k PH

t

(
H

(−g)
k

)H

PH
r

+
K∑

k=1

G∑
g=1

PrH
(+g)
k Ptsks

H
k PH

t

(
H

(+g)
k

)H

PH
r + σ2IM ,

p = PrHPts,

(3.3)

where IM denotes the M -by-M identity matrix.

The corresponding MMSE can be expressed as:

MMSEf = σ2
d − pHR−1p, (3.4)

where σ2
d is the variance of the desired signal. Full-rank adaptive algorithms can update

w(i) to approach the optimal solution in (3.2). The final decision is made by b̂(i) =

sign(<[wH(i)r(i)]), where sign(·) is the algebraic sign function and <(·) represents the
real part of a complex number. The full-rank adaptive filters experience slow convergence
rate in DS-UWB systems because of the long channel delay spread. In order to accelerate
the convergence and increase the robustness against interference, we propose a generic
reduced-rank scheme in what follows.

3.3 Generic Reduced-Rank Scheme and Problem Statement

Reduced-rank signal processing can be divided into two parts: an M -by-D projection
matrix that projects the M -dimensional received signal onto a D-dimensional subspace
(where D ¿ M ), and a D-dimensional reduced-rank linear filter that produces the output.
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The projection stage of the reduced-rank schemes is given by

r̄(i) = TH(i)r(i), (3.5)

where r̄(i) is the reduced-rank signal and T(i) is the projection matrix that can be ex-
pressed as

T(i) = [φ1(i), · · · , φd(i), · · ·φD(i)], (3.6)

where {φd(i)| d = 1, . . . , D} are the M -dimensional basis vectors. The vector r̄(i) is
then passed through a D-dimensional linear filter. The MMSE solution of such a filter is

w̄o = R̄−1p̄, (3.7)

where R̄ = E[r̄(i)r̄H(i)] and p̄ = E[d∗(i)r̄(i)].

In reduced-rank schemes, the main challenge is how to effectively design the projec-
tion matrix T(i). In order to simplify the expression of the proposed SAABF scheme in
later sections, the reduced-rank signal is expressed as

r̄(i) = TH(i)r(i) =




rT (i)

rT (i)
. . .

rT (i)




D×MD




φ1(i)

φ2(i)
...

φD(i)




∗

MD×1

= Rin(i)t(i),

(3.8)
where the projection matrix is transformed into a vector form, and t(i) is called projection
vector in what follows. It can be shown that the d-th element in the reduced-rank signal is
r̄d(i) = rT (i)φ∗

d(i), where d = 1, . . . , D. The generic reduced-rank scheme is proposed
to jointly and iteratively adapt the projection vector and the reduced-rank linear estimator
to minimize the MSE cost function

JMSE(w̄(i), t(i)) = E[|d(i)− w̄H(i)Rin(i)t(i)|2]. (3.9)

The MMSE solution of the reduced-rank filter in the generic scheme has the same form
as (3.7). By setting the gradient vector of (3.9) with respect to t(i) to a null vector, The
optimum projection vector is given by

topt = R−1
w pw. (3.10)

where Rw = E[RH
in(i)w̄(i)w̄H(i)Rin(i)] and pw = E[d(i)RH

in(i)w̄(i)]. The MMSE of
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the generic scheme can be expressed as:

MMSEg = σ2
d − p̄HR̄−1p̄. (3.11)

Note that when adaptive algorithms are implemented to estimate w̄o and topt, w̄(i) is a
function of t(i) and t(i) is a function of w̄(i). Thus, the joint MMSE design is not in
a closed form and one possible solution for such optimization problem is to jointly and
iteratively adapt these two parts with an initial guess. The joint-adaptation is operated
as follow: for the i-th time instant, w̄(i) is obtained with the knowledge of t(i − 1) and
w̄(i− 1), then t(i) is updated with t(i− 1) and w̄(i). The iterative-adaptation is to repeat
the joint-adaptation until the satisfactory estimates are obtained. Hence, the number of
iterations are environment dependent. Compared with existing reduced-rank schemes
such as the MSWF [45] and the AVF [47], this generic scheme enables the projection
vector and the reduced-rank filter to exchange information at each iteration. This feature
leads to a more effective operation of the adaptive algorithms. However, the drawback
of such a feature is that we cannot obtain a closed form design. It will be illustrated by
the simulation results that this generic scheme outperforms the MSWF [45] and AVF [47]
with a few iterations.

Note that in DS-UWB systems where the length of the full-rank received signal M is
large, the complexity of updating the MD-dimensional projection vector is very high. In
order to reduce the complexity of this generic scheme,we propose the following switched
approximation of adaptive basis functions (SAABF) scheme.

3.4 Proposed SAABF Scheme and Filter Design
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Fig. 3.1: Block diagram of the proposed reduced-rank linear receiver using the SAABF scheme.
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In this section we detail the proposed SAABF scheme, whose primary idea is to con-
strain the structure of the MD-dimensional projection vector t(i), using a multiple-branch
framework such that the number of coefficients to be computed is substantially reduced.
The block diagram of the proposed SAABF scheme is shown in Fig.3.1. There are C

branches in the SAABF scheme. For each branch, a projection vector is equivalent to
a projection matrix Tc(i) = [φc,1(i), · · · , φc,d(i), · · ·φc,D(i)], where c = [1, 2, · · · , C],
d = [1, 2, · · · , D] and the M -dimensional adaptive basis function is given by

φc,d(i) =




0zc,d×q

Iq

0(M−q−zc,d)×q




M×q

ϕd(i) = Zc,dϕd(i), (3.12)

where zc,d is the number of zeros before the q-by-1 function ϕd(i) (where q ¿ M ), which
is called the inner function in what follows. The matrix Zc,d consists of zeros and ones.
With a q-by-q identity matrix Iq in the middle, the zero matrices have the size of zc,d-by-q
and (M − q − zc,d)-by-q, respectively. Hence, we can express the projection vector as

tc(i) =
[
φT

c,1(i), φ
T
c,2(i), · · · , φT

c,D(i)
]H

=




Zc,1

Zc,2

. . .

Zc,D







ϕ1(i)

ϕ2(i)
...

ϕD(i)




∗

= Pcψ(i),

(3.13)
where the MD-by-qD block diagonal matrix Pc is called position matrix which de-
termines the positions of the q-dimensional inner functions and ψ(i) denotes the qD-
dimensional projection vector which is constructed by the inner functions. For each
time instant, the rank-reduction in the SAABF scheme is achieved by selecting the po-
sition matrix P(i) instantaneously from a set of pre-stored position matrices Pc, where
c = 1, . . . , C, and updating the ψ(i). Compared with (3.8), equation (3.13) shows the
constraint we use in the SAABF scheme. With the multi-branch structure, the dimension
of the projection vector is shortened from MD to qD.

For simplicity, we denote the proposed scheme with its main parameters as ’SAABF
(C,D,q)’, where C is the number of branches, D is the length of the reduced-rank filter and
q is the length of the inner function. Note that in the case of the SAABF (1,D,M), where
C = 1 and q = M , the proposed scheme is equivalent to the generic scheme described
in Section 3.3. For the SAABF (1,1,M), where C = 1, D = 1 and q = M , the proposed
scheme can be considered to be a full-rank scheme. All these equivalences are proved in
the appendix A, which shows that the optimal solutions in these scenarios will lead to the
same MMSE.
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It is interesting to note that the adaptation in the proposed SAABF scheme can be
considered a hybrid adaptive technique, which includes a discrete parameter optimization
for choosing the instantaneous position matrix and a continuous filter design for adapting
the projection vector and the reduced-rank filter. In what follows, we detail the discrete
parameter optimization and the filter design.

3.4.1 Discrete Parameter Optimization

In this section, the selection rule for choosing P(i) is introduced and the designs of the
pre-stored position matrices Pc are detailed. The problem of computing the optimal P(i)

is a discrete optimization problem since P(i) can be considered as a time independent
parameter which is selected from a set of pre-stored matrices at each time instant for
minimizing the instantaneous squared error. The output signal of each branch is given by

yc(i) = w̄H(i)Rin(i)tc(i) = w̄H(i)Rin(i)Pcψ(i),

where the corresponding error signal is ec(i) = d(i)− yc(i). Hence, the selection rule can
be expressed as

copt = arg min
c∈{1,...,C}

|ec(i)|2, e(i) = ecopt(i), P(i) = Pcopt . (3.14)

As shown in (3.12) and (3.13), the position matrices are distinguished by the values of zc,d.
The optimal way for selecting zc,d is to test all the possibilities of the position matrices
and choose a structure which corresponds to the minimum squared error. However, in
the DS-UWB system, the number of possible positions is (M − q)D, where M is much
larger than q and D, say M = 112 and q = D = 3. Therefore, it is too expensive to find
the optimal position matrix from such a huge number of possibilities. Hence, we design
a small number of C pre-stored position matrices that enables us to find a sub-optimum
instantaneous position matrix that provides an attractive tradeoff between performance
and complexity. Note that the number C can be considered as a system parameter for the
designer, increasing the number of position matrices will benefit the performance but also
increase the complexity. In section 3.6.1, we propose a branch number selection algorithm
to determine the C within a given range to decrease the averaged required number of
branches while maintaining the performance.

For designing the pre-stored matrices, we propose a simple deterministic way to set
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the values of zc,d as follows

zc,d = bM
D
c × (d− 1) + (c− 1)q, (3.15)

where c = 1, . . . , C and d = 1, . . . , D. Bearing in mind the matrix form shown in (3.12)
and (3.13), the first MD-by-qD position matrix P1 can be expressed as

P1 =




Iq

0M−q

0bM
D
c

Iq

0M−q−bM
D
c

. . .

0bM
D
c(D−1)

Iq

0M−q−bM
D
c(D−1)




, (3.16)

where all the zero and identity matrices have q columns and the subscripts denote the
number of rows of these matrices. We remark that the proposed approach arranges the
q-by-q identity matrices in a simple fixed sliding pattern. This then allows efficient gen-
eration of the remaining position matrices. For example, the second projection matrix
P2 can be considered as a shifted version of P1, in which each column has been shifted
down by q elements. It should be noted that the pre-stored position matrices can also be
generated randomly, in which approach the values of zc,d are set randomly. However, the
random method will require extra storage space for all the pre-stored matrices and the
performance of this method is inferior to the proposed deterministic method.

3.4.2 Filter Design

After determining the position matrix P(i), the LS design of the reduced-rank filter
and the projection vector can be developed to minimize the following cost function

JLS(w̄(i), ψ(i)) =
i∑

j=1

λi−j|d(j)− w̄H(i)Rin(j)P(i)ψ(i)|2, (3.17)

where λ is a forgetting factor. Firstly, we calculate the gradient of (3.17) with respect to
w̄(i), which is

gLSw̄∗(i) = −p̄wLS
(i) + R̄wLS

(i)w̄(i), (3.18)
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where p̄wLS
(i) =

∑i
j=1 λi−jd∗(j)r̄(j) and R̄wLS

(i) =
∑i

j=1 λi−j r̄(j)r̄H(j). Assuming
that ψ(i) is fixed, the LS solution of the reduced-rank filter is

w̄LS(i) = R̄−1
wLS

(i)p̄wLS
(i). (3.19)

Secondly, we examine the gradient of (3.17) with respect to ψ(i), which is

gLSψ∗(i) = −pψLS
(i) + RψLS

(i)ψ(i), (3.20)

where pψLS
(i) =

∑i
j=1 λi−jd(j)rψ(j), RψLS

(i) =
∑i

j=1 λi−jrψ(j)rH
ψ (j)ψ(i) and

rψ(j) = PH(j)RH
in(j)w̄(j). With the assumption that w̄(i) is fixed, the LS solution

of the projection vector is
ψLS(i) = R−1

ψLS
(i)pψLS

(i). (3.21)

Finally, (3.19) and (3.21) summarize the LS design of the reduced-rank filter and the
projection vector in the SAABF scheme. A discussion on the optimization of the SAABF
scheme is presented in appendix B.

3.5 Adaptive Algorithms

In this section, joint LMS and RLS algorithms are developed for estimating the
reduced-rank filter and the projection vector. The complexity analysis is also given to
compare the computational load of existing and the proposed algorithms. We remark that
in the SAABF scheme, when a number of branches are implemented, the joint adaptation
only requires one iteration for each time instant.

3.5.1 The LMS Version

The joint LMS version of the SAABF scheme is developed to minimize the MSE cost
function:

JMSE(w̄(i), ψ(i)) = E[|d(i)− w̄H(i)Rin(i)P(i)ψ(i)|2], (3.22)

where P(i) is the instantaneous position matrix. The MMSE solution of the SAABF
scheme is shown in the appendix A.

At the i-th time instant, we firstly determine the instantaneous position matrix with
the selection rule (3.14). Then, the reduced-rank filter weight vector w̄(i) can be updated
with the LMS algorithm [26]. Taking the gradient vector of (3.22) with respect to w̄(i)
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and using the instantaneous values of the gradient vector, the adaptation equation for the
reduced-rank filter is given by

w̄(i + 1) = w̄(i) + µwRin(i)P(i)ψ(i)e∗(i), (3.23)

where µw is the step size. With the knowledge of the updated reduced-rank filter, the
projection vector can be adapted to minimize the cost function (3.22). Taking the gradient
vector of (3.22) with respect to ψ(i) and using the instantaneous estimate of the gradient
vector, the adaptation equation for the projection vector is obtained as

ψ(i + 1) = ψ(i) + µψPH(i)RH
in(i)w̄(i + 1)e(i), (3.24)

where µψ is the step size. We summarize the LMS version of the SAABF scheme in Table
3.1.

Tab. 3.1: Proposed adaptive algorithms for SAABF scheme.

LMS :

Step 1: Initialization:
ψ(0)=ones(qD, 1) and w̄(0)=zeros(D, 1)
Set values for µw and µψ

Generate the position matrices P1, . . . , PC

Step 2: For i=0, 1, 2, . . . .
(1) Compute the error signals ec(i) for each branch,
(2) Select the branch copt = arg minc∈{1,...,C} |ec(i)|2,
(3) Set the instantaneous position matrix P(i)=Pcopt ,
(4) Update w̄(i + 1) using (3.23)
(5) Update ψ(i + 1) using (3.24).

RLS :

Step 1: Initialization:
ψ(0)=ones(qD, 1) and w̄(0)=zeros(D, 1)
R̄−1

wLS
(0)=ID/δw and R−1

ψLS
(0)=IqD/δψ

Set values for λ, δw and δψ

Generate the position matrices P1, . . . , PC

Step 2: For i=1, 2, . . . .
(1) Compute the error signals ec(i) for each branch,
(2) Select the branch copt = arg minc∈{1,...,C} |ec(i)|2,
(3) Set the instantaneous position matrix P(i)=Pcopt ,
(4) Update w̄(i) = w̄(i− 1) + Kw(i)e∗(i),
(5) Update R̄−1

wLS
(i) using (3.25),

(6) Update ψ(i) = ψ(i− 1) + Kψ(i)e(i),
(7) Update R−1

ψLS
(i) using (3.30).
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3.5.2 The RLS Version

Let us consider the RLS design of the SAABF scheme, which can be developed to min-
imize the cost function shown in (3.17). The instantaneous position matrix is determined
with the selection rule (3.14). The reduced-rank filter will be updated first. The gradient
of (3.17) with respect to w̄(i) is shown in (3.18). By applying the matrix inversion lemma
to R̄wLS

(i), we obtain its inverse matrix in a recursive way as

R̄−1
wLS

(i) = λ−1R̄−1
wLS

(i− 1)− λ−1Kw(i)r̄H(i)R̄−1
wLS

(i− 1), (3.25)

where

Kw(i) =
R̄−1

wLS
(i− 1)r̄(i)

λ + r̄H(i)R̄−1
wLS

(i− 1)r̄(i)
. (3.26)

In order to obtain a recursive update equation, we express the vector p̄wLS
(i) as

p̄wLS
(i) = λp̄wLS

(i− 1) + d∗(i)r̄(i). (3.27)

By substituting (3.25) and (3.27) into (3.18) and setting the gradient to zero, we obtain
the RLS adaptation equation for the reduced-rank filter as

w̄(i) = w̄(i− 1) + Kw(i)e∗(i). (3.28)

With the knowledge of the updated reduced-rank filter, we can adapt the projection vector
to minimize the cost function (3.17). The gradient of (3.17) with respect to ψ(i) is shown
in (3.20).

In order to obtain the recursive update equation for the projection vector, we express
pψLS

(i) in a recursive form as:

pψLS
(i) = λpψLS

(i− 1) + d(i)rψ(i), (3.29)

where rψ(j) = PH(j)RH
in(j)w̄(j).

Applying the matrix inversion lemma to RψLS
(i), we obtain its inverse recursively

R−1
ψLS

(i) = λ−1R−1
ψLS

(i− 1)− λ−1Kψ(i)rH
ψ (i)R−1

ψLS
(i− 1), (3.30)

where

Kψ(i) =
R−1

ψLS
(i− 1)rψ(i)

λ + rH
ψ (i)R−1

ψLS
(i− 1)rψ(i)

, (3.31)

By substituting (3.29) and (3.30) into (3.20) and setting the gradient to zero, we obtain
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Tab. 3.2: Complexity analysis for the MMSE based algorithms

Algorithm Complex Additions Complex Multiplications

Full-Rank LMS 2M 2M + 1

Full-Rank RLS 3M2 + M 4(M2 + M)

MSWF-LMS DM2 + (D + 2)M (D + 1)M2 + (3D + 2)M
+2D + 1

MSWF-RLS DM2 + (D + 2)M (D + 1)M2 + (3D + 2)M
+3D2 −D +4(D2 + D)

AVF (3D + 1)M2 + M (5D + 2)M2 + (D + 1)M
−2D − 1

SAABF(C,D,q)-LMS qD(C + 1)− CD DM + 2Dq(C + 1) + D + 2
+C + D

SAABF(C,D,q)-RLS 4(qD)2 + CD(q − 1) DM + 5(qD)2 + 2CDq + 4D2

+3D2 + C + D +3Dq + 3D

the RLS adaptation equation for the projection vector

ψ(i) = ψ(i− 1) + Kψ(i)e(i). (3.32)

The RLS version of the SAABF scheme is summarized in Table 3.1.

3.5.3 Complexity Analysis

The computational complexity for different adaptive algorithms with respect to the
number of complex additions and complex multiplications for each processed data bit is
shown in Table 3.2. We compare the complexity of the full-rank LMS and RLS, the LMS
and RLS versions of the MSWF, the AVF and the proposed SAABF scheme. The quantity
M is the length of the full-rank filter, D is the dimension of the subspace, C is the number
of branches in the SAABF scheme and q is the length of the inner function. In Fig.3.2,
the number of complex multiplications of the linear adaptive algorithms are shown as a
function of M . We remark that the complexity of the receiver with the proposed SAABF
scheme is linearly proportional to the length of the received signal and is much lower
than the existing reduced-rank schemes in the large signal length scenarios. It should be
noted that for each time instant the SAABF scheme requires one simple search procedure,
which will select the minimum squared-error from a C-dimensional error vector.

There is an extremely simple configuration of the proposed scheme that can be ex-
pressed as SAABF (C,D,1), in which the length of the inner function is only 1 and the
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Fig. 3.2: The computational complexity of the linear adaptive algorithms.

projection vector ψ(i) is fixed to its initial value of ψ(i) = ones(D, 1). This feature
significantly reduces the complexity of the SAABF scheme and the performance of this
configuration will be illustrated with simulation results.

3.6 Model Order and Parameter Adaptation

In the SAABF (C,D,q) scheme, the computational complexity and the performance
are highly dependent on the values of the parameter C and the model order D and q. Al-
though we can set suitable values for these parameters in a specific operation environment
with some performance requirements, the best tradeoffs between the complexity and per-
formance usually can not be obtained. In order to choose these parameters automatically
and effectively in different environments, we propose adaptive algorithms as follows.
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3.6.1 Branch Number Selection

The algorithm for selecting the most appropriate branch number is developed with
the observations: all the branches will be used at least once but there are some branches
that are more likely to be selected; for a target squared-error, with a given number of
branches, it is unnecessary to test all of them at each time instant, we can choose the first
one that assures the target. With these observations and assuming that D and q are fixed,
we propose an algorithm to select the number of branches. Firstly, we set a minimum
and a maximum number of branches, denoted as Cmin and Cmax, respectively. Then, we
define a threshold γ that is related to the MMSE. For each time instant, we test the first
Cmin branches, if the MSE target is not assured, we test the (Cmin + 1)-th branch and so
on. We stop the search when the target is achieved or the maximum allowed number of
branches Cmax is reached. The proposed algorithm can be expressed as

Cr(i) = arg min
c∈{Cmin,...,Cmax}

[|e2
c(i)− e2

MMSE| < γ], (3.33)

where ec(i) = d(i) − w̄H(i)Rin(i)Pcψ(i) is the error signal corresponding to the c-th
branch and Cr(i) represents the required number of branches at the i-th time instant. Note
that the eMMSE is the ideal minimum error signal and we can replace it with a given value
for the target environment. The aim of this selection algorithm is to reduce the average
number of used branches while maintaining the BER (or MSE) performance.

3.6.2 Rank Adaptation

The computational complexity and the performance of the novel SAABF reduced-rank
scheme is sensitive to the determined rank D. Unlike prior work that used the approach
proposed in [42], we develop a rank adaptation algorithm based on the a posteriori LS
cost function to estimate the MSE, which is a function of the parameters w̄H

D(i), Rin,D(i),
PD(i) and ψD(i)

CD(i) =
i∑

n=0

λi−n
D |d(i)− w̄H

D(i)Rin,D(i)PD(i)ψD(i)|2, (3.34)

where λD is a forgetting factor. Since the optimal rank can be considered as a function of
the time index i [42], the forgetting factor is required and allows us to track the optimal
rank. We assume that the number of branches C and the length of the inner function q

are fixed. For each time instant, we update a reduced-rank filter w̄M(i) and a projection
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vector ψM(i) with the maximum rank Dmax, which can be expressed as

w̄M(i) = [w̄M,1(i), . . . , w̄M,D(i), . . . , w̄M,Dmax(i)]
T

ψM(i) = [ψM,1(i), . . . , ψM,qD(i), . . . , ψM,qDmax
(i)]T .

(3.35)

After the adaptation, we test values of D within the range Dmin to Dmax. For each tested
rank, we use the following estimators

w̄D(i) = [w̄M,1(i), . . . , w̄M,D(i)]T

ψD(i) = [ψM,1(i), . . . , ψM,qD(i)]T .
(3.36)

The position matrices for different model orders can be pre-stored and the instantaneous
position matrix PD(i) can be determined by the decision rule as shown in (3.14). After se-
lecting the position matrix and given the input data matrix, we substitute (4.60) into (4.58)
to obtain the value of CD(i), where D ∈ {Dmin, . . . , Dmax}. The proposed algorithm can
be expressed as

Dopt(i) = arg min
D∈{Dmin,...,Dmax}

CD(i). (3.37)

We remark that the complexity of updating the reduced-rank filter and the projection
vector in the proposed rank adaptation algorithm is the same as the SAABF (C,Dmax,q),
since we only adapt the w̄M(i) and ψM(i) for each time instant. However, additional
computations are required for calculating the values of CD(i) and selecting the minimum
value of a (Dmax−Dmin +1)-dimensional vector that corresponds to a simple search and
comparison.

3.6.3 Inner Function Length Selection

In the SAABF scheme, the length of the inner function is also a sensitive parameter
that affects the complexity and the overall performance. In this work, we apply a similar
idea used for the rank adaptation, to select the optimal value of q. The criterion to choose
qopt is that it minimizes the following cost function

Cq(i) =
i∑

n=0

λi−n
q |d(i)− w̄H(i)Rin(i)Pq(i)ψq(i)|2, (3.38)

where the forgetting factor λq is applied, since we observe that in the SAABF scheme, the
length of q plays a similar role as the rank D and the optimal q can change as a function
of the time index i.

When the model order D and the branch number C are fixed, for each time instant,
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we adapt a D-by-1 reduced-rank filter w̄(i) jointly with a Dqmax-by-1 projection vector
ψQ(i) = [ψQ,1(i), . . . , ψQ,Dq(i), . . . , ψQ,Dqmax

(i)]T . For different values of q, we use the
estimate

ψq(i) = [ψT
q,1(i), . . . , ψ

T
q,D(i)]T , (3.39)

where the vectors of ψq,d(i), d = 1, . . . , D, can be expressed as

ψq,d(i) = [ψQ,(d−1 )qmax+1 (i), . . . , ψQ,(d−1 )qmax+q(i)]
T . (3.40)

At the i-th moment, we search from qmin to qmax and determine the qopt using the following
algorithm

qopt(i) = arg min
q∈{qmin,...,qmax}

Cq(i). (3.41)

The computational complexity of updating the reduced-rank filter and the projection vec-
tor in this algorithm is the same as the SAABF (C,D,qmax). Since we only adapt a D-by-1
reduced-rank filter and a Dqmax-by-1 projection vector for all tested values of q. Addi-
tional computations are needed to compute the values of Cq(i) and search the minimum
value in a (qmax − qmin + 1)-dimensional vector.

3.7 Simulations

In this section, we apply the proposed generic and SAABF schemes to the uplink
of a multiuser BPSK DS-UWB system and evaluate their performance against existing
reduced-rank and full-rank methods. In all numerical simulations, all the users are as-
sumed to be transmitting continuously at the same power level. The pulse shape adopted is
the RRC pulse with the pulse-width 0.375ns. The spreading codes are generated randomly
for each user in each independent simulation with a spreading gain of 32 and the data rate
of the communication is approximately 83Mbps. The standard IEEE 802.15.4a channel
model for the NLOS indoor environment is employed [23] and we assume that the channel
is constant during the whole transmission. The channel delay spread is TDS = 30ns that
is much larger than the symbol duration, which is Ts = 12ns. Hence, the severe ISI from
2G = 6 neighbor symbols are taken into the account for the simulations. The sampling
rate at the receiver is assumed to be 2.67GHz and the length of the discrete time received
signal is M = 112. For all the simulations, the adaptive filters are initialized as null
vectors. This allows a fair comparison between the analyzed techniques for their conver-
gence performance. In practice, the filters can be initialized with prior knowledge about
the spreading code or the channel to accelerate the convergence. In this work, we present
the uncoded bit error rate (BER) for all the comparisons. All the curves are obtained by
averaging 200 independent simulations.
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Fig. 3.3: BER performance of different algorithms for a SNR=20dB and 8 users. The following
parameters were used: full-rank LMS (µ = 0.075), full-rank RLS (λ = 0.998, δ = 10),
MSWF-LMS (D = 6, µ = 0.075), MSWF-RLS (D = 6, λ = 0.998), AVF (D = 6),
SAABF (1,3,M)-LMS (µw = 0.15, µψ = 0.15, 3 iterations) and SAABF (1,3,M)-RLS
(λ = 0.998, δ = 10, 3 iterations).

The first experiment we perform is to compare the uncoded BER performance of the
generic reduced-rank scheme, which is denoted as SAABF (1,D,M), with the full-rank
LMS and RLS algorithms, the LMS and RLS versions of the MSWF, and the AVF method.
We consider the scenario with a signal-to-noise ratio (SNR) of 20dB, 8 users. Fig.3 shows
the BER performance of different schemes as a function of training symbols transmitted.
The proposed generic scheme outperforms all the other methods with 3 iterations. In
the generic scheme, the joint RLS algorithm could converge faster than the joint LMS
algorithm with the same number of iterations. However, in the SAABF (C,D,q) scheme,
when a sufficient number of branches are employed, both versions of the joint adaptive
algorithm can achieve excellent performance with only one iteration for each input data.

Fig.3.4 shows the uncoded BER performance of the RLS version of the novel SAABF
scheme with different number of branches in the same scenario as in the first experiment.
In this experiment, the performance of the simple configuration SAABF (C,D,1) is com-
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Fig. 3.4: BER performance of the proposed SAABF scheme versus the number of training sym-
bols for a SNR=20dB. The number of users is 8 and the following parameters were used:
SAABF-RLS (λ = 0.998, δ = 10).

pared with SAABF (C,D,q), where q = 4. Note that, in SAABF (C,D,1), the projection
vector ψ(i) is no longer updated, we use its initial value for the whole transmission. In
the SAABF (C,D,q) scheme, when a sufficient number of branches are employed, both
versions of the joint adaptive algorithm can achieve excellent performance with only one
iteration for each input data. It is shown that increasing the number of branches, the per-
formance approaches that of the full-rank MMSE filter that assumes given the knowledge
of the noise variance, the channels and the spreading codes for all the users. The SAABF
(C,D,1) scheme can achieve a similar convergence speed to the SAABF (C,D,q), but the
steady-state performance of the SAABF (C,D,q) is better than the SAABF (C,D,1). The
RLS version of the SAABF scheme performs slightly better than the LMS version. The
results of the LMS version are not included in the figure for the sake of clarity.

Fig.3.5 (a) and (b) show the uncoded BER performances of algorithms with different
SNRs in a 8 users communication and with different numbers of users in a 18dB scenario,
respectively. It should be noted that if the number of training symbols is sufficient, the
performance of the full-rank algorithms and the reduced-rank algorithms will approach
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Fig. 3.5: BER performance of the proposed scheme with different SNRs and number of users.

the performance of the full-rank MMSE filter. However, for short data support the reduced
rank algorithms outperform the full-rank algorithms due to their faster training. In these
experiments, 500 symbols are transmitted for each tested environment in each indepen-
dent simulation. The SAABF (C,3,3)-RLS is employed with C in the range of 2 to 12. For
different scenarios, the minimum number of branches that enables the proposed scheme
to approach the linear MMSE performance is chosen. We remark that in this experiment,
the number of coefficients required to be updated in the SAABF scheme is significantly
smaller than the received signal length. The novel SAABF scheme outperforms all other
schemes in all the simulated scenarios. In the scenario with 8 users, the SAABF-RLS
can save over 1dB in comparison with the AVF scheme and save approximately 4dB in
comparison with the full-rank LMS algorithm for a BER around 0.02. When the SNR
is 18dB, the SAABF-RLS scheme can support 1 additional user in comparison with the
AVF and up to 7 additional users in comparison with the full-rank LMS algorithm for a
BER of 0.01.

The uncoded BER performance of the proposed RLS version of the SAABF scheme
with the implementation of the branch number selection algorithm is shown in Fig.3.6.
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Fig. 3.6: BER performance of the SAABF scheme with branch-number selection. The scenario
of 20dB and 8 users are considered. The parameters used: SAABF-RLS (λ = 0.998,
δ = 10). For branch-number selection algorithm: Cmin = 6 and Cmax = 12, threshold γ
is in the unit of dB.

The proposed algorithm instantaneously chooses the number of branches Cr using (3.33),
from the range Cmin = 6 to Cmax = 12. As the threshold γ increasing, the average
required number of branches Cr and the overall complexity are reducing, but the perfor-
mance degrading. For a 1dB threshold, the performance of the branch number selection
SAABF (Cr,D,q) is very close to the SAABF (Cmax,D,q), while the average branch num-
ber Cr is only 9.3, which is considerably lower than the Cmax = 12. Hence, with the
branch number selection algorithm we obtain a solution which has lower complexity and
similar performance to that when the Cmax is used.

Fig.3.7 compares the BER performance of the SAABF-LMS using the rank-adaptation
algorithm with C = 5 and q = 3. The results using a fixed-rank of 3 and 8 are also
shown in Fig.3.7 for comparison purposes and illustration of the sensitivity of the SAABF
scheme to the rank D. The rank-adaptation solution selects the optimal rank Do(i) using
(4.61) for each time instant, from the range Dmin = 3 to Dmax = 8. The BER performance
of the SAABF scheme with the rank-adaptation algorithm outperforms the fixed-rank
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Fig. 3.7: BER performance of the SAABF scheme with rank adaptation. The scenario of 16dB and
8 users are considered. The parameters used: SAABF-LMS (µw = 0.15, µψ = 0.15).
For rank-adaptation algorithm: Dmin = 3, Dmax = 8 and λD = 0.998.

SAABF scheme with Dmin or Dmax. In this environment, D = 8 has better steady-state
performance than D = 3, with both cases showing the same convergence speed.The
rank-adaptation algorithm provides a better tradeoff between the convergence speed and
the steady-state performance.

Fig.3.8 shows the BER behavior of the SAABF-RLS scheme with the adaptive algo-
rithm determining q, which is the length of the inner function. The value of qo(i) for each
time instant is determined by (3.41), we set qmin = 3 and qmax = 8 and the forgetting
factor is set to λq = 0.998. A clear improvement is shown when the algorithm that selects
q is used. It also can be seen that, in the cases with fixed q, smaller values of q could lead
to faster convergence, however it introduces losses to the steady-state performance.

In the last experiment, we conduct a comparison of the proposed and existing linear
receiver structures as shown in Fig. 3.9. In a system with 8 users, we examine the per-
formance of the traditional RAKE receiver with the maximal-ratio combining (MRC), the
reduced-order multiuser detection (RMUD) [36] with 15 taps, the generic algorithm (GA)

Sheng Li, Ph.D. Thesis, Department of Electronics, University of York 2010



46

0 100 200 300 400 500
10

−2

10
−1

10
0

Number of symbols

B
E

R

 

 
SAABF(5,3,3)−RLS
SAABF(5,3,8)−RLS
SAABF(5,3,q

o
)−RLS

MMSE

Fig. 3.8: BER performance of the SAABF scheme with adaptive short function length. The
scenario of 16dB and 8 users are considered. The parameters used: SAABF-RLS
(λ = 0.998, δ = 10). qmin = 3, qmax = 8 and λq = 0.998.

based RAKE-MMSE receiver [32] with 25 fingers and 20 iterations and the proposed
SAABF-RLS scheme (the parameters are the same as in Fig.3.5). For each independent
run, 500 symbols are transmitted. The receiver with the SAABF-RLS scheme outper-
forms other receiver structures especially in high SNR scenarios. Compared with the
GA-RAKE-MMSE scheme, a 2dB gain is obtained for a BER around 10−2. The proposed
SAABF scheme is able to suppress the interference efficiently without the knowledge of
the channel, the noise variance and the spreading codes.

3.8 Conclusions

In this chapter, we have introduced a generic reduced-rank scheme for interference
suppression, which jointly updates the projection vector and the reduced-rank filter. Then,
by constraining the design of the projection vector in the generic scheme, we investigated
a novel reduced-rank interference suppression scheme based on switched approximations
of adaptive basis function (SAABF) for DS-UWB system. LMS and RLS algorithms were
developed for adaptive estimation of the parameters of the SAABF scheme. The uncoded
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Fig. 3.9: BER performance against SNR of different receiver structures in a system with 8 users.

BER performance of the novel receiver structure was then evaluated in various scenar-
ios with severe MAI and ISI. With a low complexity, the SAABF scheme outperforms
other reduced-rank schemes and full-rank schemes. A discussion of the global optimal-
ity of the reduced-rank filter was presented, and the relationships between the SAABF
and the generic scheme and the full-rank scheme were established and are shown in the
Appendices A and B.
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4.1 Introduction

Blind adaptive linear receivers have high spectrum efficiency and low complexity de-
signs can be obtained by solving constrained optimization problems based on the CCM
or CMV criterion [56], [59]. The CCM criterion-based receivers have shown better per-
formance and increased robustness against signature mismatch over the CMV based ap-
proaches [56], [58]. Recently, CCM based blind full-rank SG and RLS adaptive filters
have been proposed for multiuser detection in DS-UWB communications [59], [60]. In
order to achieve faster convergence and increase the robustness against the interference,
reduced-rank filtering techniques can be implemented. In [61], a blind subspace mul-
tiuser detection scheme is proposed for UWB systems which requires the expensive eigen-
decomposition of the covariance matrix of the received signal.

In this chapter, a low-complexity CCM based joint iterative optimization (JIO) blind
reduced-rank receiver is proposed. A projection matrix and a reduced-rank filter construct
the proposed receiver and they are updated jointly and iteratively to minimize the CM
cost function subject to a constraint. The constraint is adopted to avoid the undesired
local minima. Adaptive NSG and RLS algorithms are developed for the JIO receiver.
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In the NSG version, a low-complexity leakage SG channel estimator that was proposed
in [64] is adopted. Applying an approximation of the covariance matrix of the received
signal, the RLS channel estimator proposed in [64] is modified for the proposed JIO-RLS
with reduced complexity. Since each column of the projection matrix can be considered
as a direction vector on one dimension of the subspace, we update the projection matrix
column by column to achieve a better representation of the projection procedure in the
JIO-RLS. The main contributions of this chapter are summarized as follows:

• A novel linear blind JIO reduced-rank receiver based on the CCM criterion is pro-
posed for interference suppression in DS-UWB systems.

• NSG algorithms, which are able to facilitate the setting of step sizes in multiuser
scenarios, are developed for the proposed reduced-rank receivers.

• RLS algorithms are developed to jointly update the columns of the projection matrix
and the reduced-rank filter with low complexity.

• A rank adaptation algorithm is developed to achieve a better tradeoff between the
convergence speed and the steady state performance.

• The convergence properties of the CM cost function with a constraint are discussed.

• Simulations are performed with the IEEE 802.15.4a channel model and severe ISI
and MAI are assumed for the evaluation of the proposed scheme against existing
techniques.

The rest of this chapter is structured as follows. The design of the JIO CCM blind
receiver is detailed in Section 4.2. The proposed NSG and RLS versions of the blind JIO
receiver are described in Section 4.3 and 4.4, respectively. In Section 4.5, a complexity
analysis for the proposed receiver versions is detailed and a rank adaptation algorithm is
developed for the JIO receiver. Simulation results are shown in Section 4.6 and conclu-
sions are drawn in Section 4.7.
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Fig. 4.1: Block diagram of the proposed blind reduced-rank receiver.

4.2 Proposed Blind JIO Reduced-Rank Receiver Design

In this section, we firstly detail the design of the proposed JIO reduced-rank receiver
that is able to recover the data symbol from the noisy received signal as shown in (2.5)
with only the knowledge of the spreading code of the desired user and the timing. Then,
a blind channel estimation algorithm is detailed.

4.2.1 Blind JIO Reduced-Rank Receiver

The block diagram of the proposed receiver is shown in Fig.4.1. In the JIO blind linear
receiver, the reduced-rank received signal can be expressed as

r̄(i) = TH(i)r(i), (4.1)

where T(i) is the M -by-D (where D ¿ M ) projection matrix. After the projection, r̄(i)
is fed into the reduced-rank filter w̄(i) and the output signal is given by

y(i) = w̄H(i)r̄(i). (4.2)

The decision of the desired data symbol is defined as

b̂(i) = sign(R[y(i)]). (4.3)

where sign(·) is the algebraic sign function and R(·) represents the real part of a complex
number.
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The optimization problem to be solved can be expressed as

[w̄(i),T(i)] = arg min
w̄(i),T(i)

JJIO

(
w̄(i),T(i)

)
, (4.4)

subject to the constraint
w̄H(i)TH(i)p = �, (4.5)

where p = PrSeh is defined as the effective signature vector for the desired user and � is
a real-valued constant to ensure the convexity of the CM cost function

JJIO

(
w̄(i),T(i)

)
=

1

2
E

[
(|y(i)|2 − 1)2

]
. (4.6)

The convergence properties of the CM cost function subject to a constraint are discussed
in Appendix C.

Let us now consider the problem through the Lagrangian

LJIO

(
w̄(i),T(i)

)
=

1

2
E

[
(|y(i)|2 − 1)2

]
+ R[λ(i)(w̄H(i)TH(i)p− �)], (4.7)

where λ(i) is a complex-valued Lagrange multiplier. In order to obtain the adaptation
equation of T(i), we firstly assume that w̄(i) is fixed and the gradient of the Lagrangian
with respect to T(i) is given by

∇TLJIO = E
[
e(i)y∗(i)r(i)w̄H(i)

]
+

λT (i)

2
pw̄H(i), (4.8)

where λT (i) is the complex-valued Lagrange multiplier for updating the projection matrix
and e(i) = |y(i)|2 − 1 is defined as a real-valued error signal. Recalling the relationship
y∗(i) = rH(i)T(i)w̄(i) and setting (4.8) to a zero matrix, we obtain

Topt = R−1
Y

(
DT − λT (i)

2
pw̄H(i)

)
R−1

w , (4.9)

where RY = E[|y(i)|2r(i)rH(i)], DT = E[y∗(i)r(i)w̄H(i)] and Rw = E[w̄(i)w̄H(i)].
Using the constraint w̄H(i)TH

optp = �, we obtain the Lagrange multiplier

λT (i) = 2

(
w̄H(i)R−1

w DTR−1
Y p− �

w̄H(i)R−1
w w̄(i)pHR−1

Y p

)∗
. (4.10)

Finally, the expression for Topt is given by

Topt = R−1
Y

(
DT −

(
w̄H(i)R−1

w DTR−1
Y p− �

w̄H(i)R−1
w w̄(i)pHR−1

Y p

)∗
pw̄H(i)

)
R−1

w . (4.11)
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Now, we assume that T(i) is fixed in (4.7) and calculate the gradient of the Lagrangian
with respect to w̄(i) which is given by

∇wLJIO = E
[
e(i)TH(i)r(i)y∗(i)

]
+

λw(i)

2
TH(i)p, (4.12)

where λw(i) is the complex-valued Lagrange multiplier for updating the reduced-rank
filter. Rearranging the terms, we obtain

w̄opt = R−1
ȳ

(
dr̄ − λw(i)

2
TH(i)p

)
, (4.13)

where Rȳ = E[|y(i)|2r̄(i)r̄H(i)] and dr̄ = E[y∗(i)r̄(i)]. Using the constraint
w̄H

optT
H(i)p = �, we obtain the Lagrange multiplier

λw(i) = 2

(
dH

r̄ R−1
ȳ TH(i)p− �

pHT(i)R−1
ȳ TH(i)p

)∗
. (4.14)

Finally, the expression for w̄opt is given by

w̄opt = R−1
ȳ

(
dr̄ −

(
dH

r̄ R−1
ȳ TH(i)p− �

pHT(i)R−1
ȳ TH(i)p

)∗
TH(i)p

)
. (4.15)

With the solutions of Topt and w̄opt, the NSG and RLS adaptive versions of the JIO
receiver will be developed in the following sections, in which the direct matrix inversions
are not required and the computational complexity is reduced. Note that when adaptive
algorithms are implemented to estimate Topt and w̄opt, T(i) is a function of w̄(i) and
w̄(i) is a function of T(i). Thus, the optimal CCM design is not in a closed form and one
possible solution for such optimization problem is to jointly and iteratively adapt these
two quantities. The joint update means for the i-th time instant, T(i) is updated with the
knowledge of T(i− 1) and w̄(i− 1), then w̄(i) is updated with T(i) and w̄(i− 1). Each
iterative update can be considered as one repetition of the joint update.

4.2.2 Blind Channel Estimation

It should also be noted that the blind JIO receiver design requires the knowledge of the
effective signature vector of the desired user, or equivalently, the channel parameters. In
this work, the channel coefficients are not given and must be estimated.

In order to facilitate the development of the blind channel estimation, we rearrange the

Sheng Li, Ph.D. Thesis, Department of Electronics, University of York 2010



53

term and express the received signal as

r(i) =
K∑

k=1

√
EkPrSe,khkbk(i) + η(i) + n(i) =

K∑

k=1

xk(i) + η(i) + n(i), (4.16)

where Se,k is the Toeplitz matrix with the first column being the vector se,k = Ptsk zero-
padded to length MH . The matrix Pr represents the MF and chip-rate sampling with the
size M -by-MH . Pt denotes the (Ts/Tτ )-by-Nc pulse shaping matrix.

Let us perform singular value decomposition (SVD) on the covariance matrix R as
in [62]:

R = E[r(i)rH(i)] = [Vs Vn]

[
Λs + σ2I 0

0 σ2I

]
[Vs Vn]H (4.17)

where Vs and Vn are the signal (includes the ISI) and the noise subspaces, respectively.
Because of the orthogonality of the signal subspace and the noise subspace [63], [64], we
have VH

n xk(i) = VH
n PrSe,khk = 0 and hence we have

Υ = hH
k SH

e,kP
H
r VnV

H
n PrSe,khk = 0. (4.18)

Assuming that Vn is given, it suffices to consider only Υ, which allows the recov-
ery of hk as the eigenvector corresponding to the smallest eigenvalue of the matrix
SH

e,kP
H
r VnV

H
n PrSe,k. A traditional approach to obtain the noise subspace Vn and its

rank is to do the SVD on the covariance matrix R, which is computational expensive. To
avoid the SVD on R, the following lemma is adopted [62]:

Lemma: Consider the SVD on R as in (4.17), then we have:

lim
p→∞

(R/σ2)−m = VnV
H
n . (4.19)

Hence, the channel coefficients for the desired user can be obtained by the optimization:

ĥ(i) = arg min
ĥ(i)

ĥH(i)SH
e PH

r R̂−mPrSeĥ(i), (4.20)

subject to ‖ĥ(i)‖ = 1, where m is an integer and R̂(i) is the estimated covariance matrix.
The solution of the ĥ(i) is the eigenvector corresponding to the minimum eigenvalue of
the matrix SH

e PH
r R̂−mPrSe that can be obtained using SVD. Note that the scalar quantity

(σ2)m is discarded in this optimization problem because it does not affect the subspace
determination problem [64]. The performance of the estimator can be improved by in-
creasing m even though our studies reveal that it suffices to use powers up to m = 3. In
order to achieve further complexity reduction, we employ the variant of the power method
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introduced in [64] to avoid the SVD of the matrix SH
e PH

r R̂−mPrSe. Hence, we have

ĥ(i) =
(
I− V̂(i)/tr[V̂(i)]

)
ĥ(i− 1), (4.21)

where the L-by-L matrix is defined as

V̂(i) = SH
e PH

r R−m(i)PrSe, (4.22)

and I is the identity matrix, tr[·] stands for trace and we make ĥ(i) ← ĥ(i)/‖ĥ(i)‖
to normalize the channel. R(i) =

∑i
j=1 αi−jr(j)rH(j) and m is a finite power. The

estimate of the matrix R−1(i) is obtained recursively via the matrix inversion lemma [26]
and is given by

R̂−1(i) =
1

α

(
R̂−1(i− 1)− (φ(i)κ(i))κH(i)

)
, (4.23)

where α is the forgetting factor, κ(i) = R̂−1(i − 1)r(i) and φ(i) =
(
α + rH(i)κ(i)

)−1.
The estimator of the inversion of the covariance matrix requires 3M2 + 2M + 1 mul-
tiplications and 2M2 additions. Equation (4.22) requires (m + 1)M2L multiplications
and (m + 1)M2L − (m + 1)ML additions, while equation (4.21) requires L2 multipli-
cations and L2 + L− 1 additions (the multiplications and additions in this work are both
complex-valued operations). Note that, the matrix PrSe is assumed given at the receiver.

The estimate of the effective signature vector can be finally obtained as

p̂(i) = PrSeĥ(i), (4.24)

where ĥ(i) is given in (4.21).

4.3 Proposed JIO-NSG Algorithms

In this section, we develop the NSG algorithm to jointly and iteratively update T(i)

and w̄(i). The blind channel estimator based on the leakage SG algorithm that is proposed
in [64] is implemented to provide the channel coefficients.
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4.3.1 JIO-NSG Algorithms

The optimization problem to be solved in the NSG version is given by

[w̄(i),T(i)] = arg min
w̄(i),T(i)

JJIO

(
w̄(i),T(i)

)
, (4.25)

subject to w̄H(i)TH(i)p̂(i) = �, where p̂(i) is the estimated signature vector obtained
via blind channel estimation that will be detailed in Section 4.3.2 and � is a real-valued
constant to ensure the convexity of the cost function

JJIO−NSG

(
w̄(i),T(i)

)
=

1

2
E

[
(|y(i)|2 − 1)2

]
. (4.26)

Here, we consider the problem through the Lagrangian

LJIO−NSG

(
w̄(i),T(i)

)
=

1

2
E

[
(|y(i)|2 − 1)2

]
+R[λN(i)(w̄H(i)TH(i)p̂(i)−�)], (4.27)

where λN(i) is a complex-valued Lagrange multiplier. For each time instant, we firstly
update T(i) while assuming that w̄(i) is fixed. Then we adapt w̄(i) with the updated
T(i).

The gradient of the Lagrangian with respect to T(i) is given by

∇TLJIO−NSG = E
[
e(i)y∗(i)r(i)w̄H(i)

]
+

1

2
λNT (i)p̂(i)w̄H(i),

where λNT (i) is the complex-valued Lagrange multiplier for updating the projection ma-
trix and e(i) = |y(i)|2−1 is defined as a real-valued error signal. Using the instantaneous
estimator to the gradient vector, the SG update equation is given by

T(i + 1) = T(i)− µT

(
e(i)y∗(i)r(i) +

λNT (i)

2
p̂(i)

)
w̄H(i), (4.28)

where µT is the step size for the SG algorithm that updates the projection matrix. Using
the constraint of w̄H(i)TH(i + 1)p̂(i) = �, we obtain that

λNT (i) = 2
p̂H(i)T(i)w̄(i)− µT e(i)y∗(i)‖w̄(i)‖2p̂H(i)r(i)− �

µT‖w̄(i)‖2‖p̂(i)‖2
. (4.29)

The NSG algorithm aims at minimizing the cost function

JJIO−NSG(µT ) =
1

2

[∣∣w̄H(i)TH(i + 1)r(i)
∣∣2 − 1

]2

. (4.30)

Substituting (4.28) and (4.29) into (4.30) and setting the gradient vector of (4.30) with
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respect to µT to zeros, we obtain the solutions

µT,1 =
|y(i)| − 1

|y(i)|e(i)AT,1

, µT,2 =
|y(i)|+ 1

|y(i)|e(i)AT,1

,

µT,3 = µT,4 =
1

e(i)AT,1

,

where the real-valued scale term AT,1 is defined as

AT,1 = ‖w̄(i)‖2

[
‖r(i)‖2 − |rH(i)p̂(i)|2

‖p̂(i)‖2

]
.

By examining the second derivative of (4.30) with respect to µT , we conclude that µT,1

and µT,2 are the solutions that correspond to the minima. In this work, the µT,1 is used
and a positive real scaling factor µT,0 is implemented that will not change the direction of
the tap-weight vector. Finally, the NSG update function of T(i) is given by

T(i + 1) = T(i)− y∗(i)µT,0AT,2 − AT,3p̂(i)w̄H(i). (4.31)

where

AT,2 =
|y(i)| − 1

|y(i)|AT,1

(
r(i)w̄H(i)− p̂H(i)r(i)

‖p̂(i)‖2
p̂(i)w̄H(i)

)
,

AT,3 =
(‖w̄(i)‖2‖p̂(i)‖2

)−1(
p̂H(i)T(i)w̄(i)− �

)
.

Now, let us adapt w̄(i) while assuming T(i) is fixed. The gradient of the Lagrangian with
respect to w̄(i) is given by∇wLJIO−NSG = E

[
e(i)y∗(i)TH(i)r(i)

]
+ 1

2
λNw(i)p̂(i)w̄H(i),

where λNw(i) is the complex-valued Lagrange multiplier for updating the reduced-rank
filter. By using the instantaneous estimator of the gradient vector, the SG adaptation
equation is given by

w̄(i + 1) = w̄(i)− µwe(i)y∗(i)TH(i)r(i)− µw
λNw(i)

2
TH(i)p̂(i). (4.32)

Using the constraint w̄H(i + 1)TH(i)p̂(i) = �, we have

λNw(i) = 2
p̂H(i)T(i)w̄(i)− µwe(i)y∗(i)p̂H(i)T(i)TH(i)r(i)− �

µw‖TH(i)p̂(i)‖2
. (4.33)

The NSG algorithm for updating the reduced-rank filter aims at minimizing the cost func-
tion

JJIO−NSG(µw) =
1

2

[∣∣w̄H(i + 1)TH(i)r(i)
∣∣2 − 1

]2

. (4.34)

Substituting (4.32) and (4.33) into (4.34), the solutions of µw that correspond to a null
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gradient vector of (4.34) are given by

µw,1 =
|y(i)| − 1

|y(i)|e(i)Aw,1

, µw,2 =
|y(i)|+ 1

|y(i)|e(i)Aw,1

,

µw,3 = µw,4 =
1

e(i)Aw,1

,

where the scale term is given by

Aw,1 = ‖TH(i)r(i)‖2 − |rH(i)T(i)TH(i)p̂(i)|2
‖TH(i)p̂(i)‖2

By examining the second derivative of (4.34) with respect to µw, only µw,1 and µw,2

correspond to the minima of the cost function (4.34). Finally, by applying a positive real
scaling factor µw,0 to control the tap-weight vector, the adaptation equation by using µw,1

is given by
w̄H(i + 1) = w̄H(i)− y∗(i)µw,0Aw,2 − Aw,3T

H(i)p̂(i). (4.35)

where

Aw,2 =
|y(i)| − 1

|y(i)|Aw,1

(
TH(i)r(i)− p̂H(i)T(i)TH(i)r(i)

‖TH(i)p̂(i)‖2
TH(i)p̂(i)

)
,

Aw,3 =
(‖TH(i)p̂(i)‖2

)−1(
p̂H(i)T(i)w̄(i)− �

)
.

In the proposed JIO-NSG scheme, T(i) and w̄(i) are computed jointly and iteratively.
Let c denote the iteration number and define cmax as the total number of iterations for
each time instant. We have T0(i) = Tcmax(i− 1) and w̄0(i) = w̄cmax(i− 1). For the c-th
iteration, Tc(i) is updated with Tc−1(i) and w̄c−1(i) using (4.31), then w̄c(i) is trained
with Tc(i) and w̄c−1(i) via (4.35).

It is interesting to note that the complexity of the JIO-NSG scheme could be lower than
the full-rank NSG algorithm because there are many entries that are frequently reused in
the update equations, for example, the scalar term p̂H(i)r(i), the vectors of TH(i)p̂(i) and
TH(i)r(i). However, the price we pay for the complexity reduction is the requirement of
extra storage space at the receiver.
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4.3.2 Blind Channel Estimator for the NSG Version

For the JIO-NSG receiver, we rearrange the equation (4.22) as

V̂(i) = SH
e PH

r Ŵ(i) (4.36)

where Ŵ(i) = R−m(i)PrSe. Here, we implement the Leakage SG algorithm to estimate
Ŵ(i), which can be expressed as [64]

Ŵl(i) = λvŴl(i− 1) + µv(Ŵl−1(i)− r(i)rH(i)Ŵl(i− 1)), (4.37)

where l = 1, . . . , m is defined as the iteration index, λv is the leakage factor and µv is the
step size. Using (4.36), we obtain the leakage SG blind channel estimator that is given by

ĥ(i) = ĥ(i− 1)−
(
V̂(i)ĥ(i− 1)

)
/tr[V̂(i)], (4.38)

Finally, the effective signature vector of the desired user is given by

p̂(i) = PrSeĥ(i) (4.39)

In terms of the computational complexity, we need 4mML multiplications and 3mML−
mL additions for all the recursions in (4.37); L2M multiplications and L2M − L2 addi-
tions for (4.36).

The JIO-NSG version is summarized in Table. 4.1.

4.4 Proposed JIO-RLS Algorithms

In this section we detail the RLS version of the proposed JIO scheme. In the JIO
scheme, the M -by-D (where D ¿ M ) projection matrix can be expressed as

T(i) = [t1(i), t2(i), . . . , tD(i)]. (4.40)

Note that the reduced-rank received signal can be expressed as r̄(i) = TH(i)r(i), whose
d-th element is r̄d(i) = tH

d (i)r(i). Since the projection matrix projects the received signal
onto a small-dimensional subspace, these vectors td(i) can be considered as the direction
vectors on each dimension of the subspace. For each time instant, we compute these M -
dimensional vectors td(i) (where d = 1, 2, . . . , D) one by one. One of the advantages
of this method in the RLS version is that the complexity of training the projection ma-
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Tab. 4.1: NSG version of the Proposed JIO-CCM Receiver.

NSG version:

Initialization:
w̄(1) = [1, 1, 1, . . . , 1], D-by-1 vector ; T(1) = [ID | 0]T , M -by-D matrix.

for i = 1, 2, . . .
1: Pre-adaptation:
r̄(i) = TH(i)r(i), y(i) = w̄H(i)r̄(i),
Calculate V̂(i) and ĥ(i) using (4.36) and (4.38), respectively,
Calculate p̂(i) using (4.39),
Set T0(i + 1) = Tcmax(i) and w̄0(i + 1) = w̄cmax(i).

2: Adaptation of T(i + 1) and w̄(i + 1):
for c = 1, 2, . . . , cmax

Update Tc(i + 1) using (4.31) with Tc−1(i + 1) and w̄c−1(i + 1),
Update w̄c(i + 1) using (4.35) with Tc(i + 1) and w̄c−1(i + 1),
end
Set T(i + 1) = Tcmax(i + 1) and w̄(i + 1) = w̄cmax(i + 1)

3: Make Decision for the i-th data bit:
b̂(i) = sign(R(y(i)))

trix could be reduced with an approximation which will be shown soon. In addition, this
method provides a better representation of the projection matrix and leads to better perfor-
mance than the approach that updates all the columns of the projection matrix together. It
should be noted that, the NSG version can also be modified to update the columns of the
projection matrix one by one, but the limited improved performance in the NSG version
is not worth the payment of the increased complexity.

After the projection, r̄(i) is fed into the reduced-rank filter w̄(i) and the output signal
is given by

y(i) = w̄H(i)TH(i)r(i) = w̄H(i)
D∑

d=1

tH
d (i)r(i)qd,

where qd (where d = 1, 2, . . . , D) are the vectors whose d-th elements are ones, while
all the other elements are zeros. In this section, an adaptive blind channel estimation is
employed and td(i) are optimized jointly and iteratively with w̄(i) via RLS algorithms.
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4.4.1 JIO-RLS Algorithms

In the JIO-RLS scheme, we need to solve the optimization problem

[w̄(i), t1(i), . . . , tD(i)] = arg min
w(i),t1(i),...,tD(i)

JJIO−RLS

(
w̄(i), t1(i), . . . , tD(i)

)
, (4.41)

subject to the constraint w̄H(i)
∑D

d=1 tH
d (i)p̂(i)qd = �, where p̂(i) is the estimated sig-

nature vector obtained via blind channel estimation that will be detailed in Section 4.4.2,
and � is a real-valued constant to ensure the convexity of the CM cost function given by

JJIO−RLS

(
w̄(i), t1(i), . . . , tD(i)

)
=

1

2

i∑
j=1

αi−j
(|y(j)|2 − 1

)2
,

where 0 < α ≤ 1 is the forgetting factor and y(i) is the output signal at the i-th time
instant. Let us now consider the problem through the Lagrangian

LJIO−RLS

(
w̄(i), t1(i), . . . , tD(i)

)
=

1

2

i∑
j=1

αi−j
(|y(j)|2 − 1

)2

+ R

[
λR(i)

(
w̄H(i)

D∑

d=1

tH
d (i)p̂(i)qd − �

)
]

,

(4.42)

where λR(i) is a complex-valued Lagrange multiplier. In the proposed JIO-RLS scheme,
for each time instant, we firstly update the vectors td(i) (where d = 1, 2, . . . , D) while
assuming that w̄(i) and other column vectors are fixed. Then we adapt the reduced-rank
filter with the updated projection matrix.

For the update of the column vectors of the projection matrix, we can divide the output
signal as follows

y(i) = w̄H(i)
D∑

d=1

tH
d (i)r(i)qd = w̄∗

d(i)r̄d(i) + w̄H(i)r̄e(i),

where the D-dimensional vector r̄e(i) can be obtained by calculating the reduced-rank
received signal r̄(i) and setting its d-th element to zero. By computing the gradient term
of (4.42) with respect to td(i) and setting it to a null vector, we have

∇tdLJIO−RLS

=
i∑

j=1

αi−je(j)r(j)
(|w̄d(j)|2rH(j)td(i) + w̄∗

d(j)r̄
H
e (j)w̄(j)

)
+

1

2
λt,d(i)w̄

∗
d(i)p̂(i) = 0,
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where e(i) = |y(i)|2− 1 and λt,d(i) is the complex-valued Lagrange multiplier for updat-
ing the d-th column vector in the projection matrix. Rearranging the terms we obtain

td(i) = −R−1
d (i)

(
λt,d(i)

2
w̄∗

d(i)p̂(i) + vr(i)

)
, (4.43)

where we define the M -dimensional vector

vr(i) =
i∑

j=1

αi−jw̄∗
d(j)r(j)

(
e(j)rH

e (j)w̄(j)− w̄d(j)r̄
∗
d(j)

)
(4.44)

and the M -by-M matrix

Rd(i) =
i∑

j=1

αi−j|w̄d(j)|2|y(j)|2r(j)rH(j). (4.45)

Note that, Rd(i) is dependent on w̄d(i), which is the d-th element of the reduced-rank
filter. Hence, for updating each td(i), we need to calculate the corresponding R−1

d (i) and
that leads to high computational complexity. Assuming that w̄d(i) ≈ w̄d(i+1), we devise
an approximation

Rd(i) ≈ |w̄d(i)|2
i∑

j=1

αi−j|y(j)|2r(j)rH(j) = |w̄d(i)|2Ry(i). (4.46)

Then we adopt the matrix inversion lemma [26] to recursively estimate R−1
y (i) as follows

κy(i) = R̂−1
y (i− 1)y(i)r(i),

φy(i) =
1

α + y∗(i)rH(i)κy(i)
,

R̂−1
y (i) =

1

α

(
R̂−1

y (i− 1)− (φ(i)κy(i))κ
H
y (i)

)
,

(4.47)

where R̂−1
y (i) is the estimate of R−1

y (i). We use R̂−1
y (i) for all the adaptations of td(i) to

avoid the estimation of the R−1
d (i) (where d = 1, 2, . . . , D) and the new update equation

is given by

td(i) = − R̂−1
y (i)

|w̄d(i)|2
(

λt,d(i)

2
w̄∗

d(i)p̂(i) + vr(i)

)
. (4.48)

Using the constraint w̄H(i)
∑D

d=1 tH
d (i)p̂(i)qd = �, we obtain the expression of the La-

grange multiplier as

λt,d(i) = 2

[
w̄∗

d(i)v
H
r (i)R̂−1

y (i)p̂(i) +
(
�− w̄H(i)p̂d(i)

)|w̄d(i)|2
−|w̄d(i)|2p̂H(i)R̂−1

y (i)p̂(i)

]∗
, (4.49)
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where p̂d(i) can be obtained by calculating the vector TH(i)p̂(i) and setting its d-th ele-
ment to zero. Note that in the update equation (4.48), small values of |w̄d(i)|2 may cause
numerical problems for the later calculation. This issue can be addressed by normalizing
the column vector after each adaptation, which is given by td(i) ← td(i)/‖td(i)‖.

After updating the projection matrix column by column, now we are going to adapt the
reduced-rank filter w̄(i). By assuming that the projection matrix is fixed, we can express
the output signal in a simpler way as

y(i) = w̄H(i)TH(i)r(i), (4.50)

where T(i) = [t1(i), . . . , tD(i)] and the constraint can be expressed as
w̄H(i)TH(i)p̂(i) = �. Hence, the Lagrangian becomes

LJIO−RLS

(
w̄(i),T(i)

)
=

1

2

i∑
j=1

αi−j
(|y(j)|2 − 1

)2
+ R[λR(i)

(
w̄H(i)TH(i)p̂(i)− �

)
].

(4.51)
By taking the gradient term of (4.51) with respect to w̄(i) and setting it to a null vector,
we have

∇wLJIO−RLS =
i∑

j=1

αi−je(j)TH(j)r(j)rH(j)T(j)w̄(i) +
1

2
λRw(i)TH(i)p̂(i) = 0,

where the real-valued error is e(i) = (|y(i)|2 − 1) and λRw(i) is the complex-valued
Lagrange multiplier for updating the reduced-rank filter, rearranging the terms we obtain

w̄(i) = R−1
T (i)

(
−λRw(i)

2
TH(i)p̂(i) + d̄(i)

)
, (4.52)

where RT(i) =
∑i

j=1 αi−j|y(j)|2r̄(j)r̄H(j) and d̄(i) =
∑i

j=1 αi−j r̄(j)y∗(j) = d̄(i −
1) + αr̄(i)y∗(i). The matrix inversion lemma [26] is used again to recursively estimate
the inversion matrix R−1

T (i) as follows

κT(i) = R̂−1
T (i− 1)r̄(i)y(i),

φT(i) =
1

α + y(i)∗r̄H(i)κT(i)
,

R̂−1
T (i) =

1

α

(
R̂−1

T (i− 1)− (φT(i)κT(i))κH
T (i)

)
,

(4.53)

where R̂−1
T (i) is the estimate of R−1

T (i). For calculating the Lagrange multiplier, we use
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Tab. 4.2: RLS version of the Proposed JIO-CCM Receiver.

RLS version:

Initialization:
w̄(1) = [1, 1, 1, . . . , 1], D-by-1 vector ; R̂−1

T (0) = ID/δ, D-by-D matrix;
td(1) = [1, 0, 0, . . . , 0] (d = 1, 2, . . . , D), D-by-1 vectors;
d̄(0) = [0, 0, . . . , 0], D-by-1 vector ; R̂−1

y (0) = IM/δ, M -by-M matrix;

for i = 1, 2, . . .
1: Pre-adaptation:
r̄(i) = TH(i)r(i), y(i) = w̄H(i)r̄(i), d̄(i) = d̄(i− 1) + αr̄(i)y∗(i),
Estimate R̂−1

y (i) and R̂−1
T (i) using (4.47) and (4.53), respectively,

Calculate V̂(i) and ĥ(i) using (4.56) and (4.55), respectively,
Calculate p̂(i) using (4.57).

2: Adaptation of td(i):
for d = 1, 2, · · · , D
Calculate λt,d(i) using (4.49), Update td(i) using (4.48),
Normalize td(i) ← td(i)/ ‖ td(i) ‖.

3: Adaptation of w̄(i):
Calculate λRw(i) using (4.54), Update w̄(i) using (4.52),

4: Make Decision for the i-th data bit:
b̂(i) = sign(R(y(i)))

the constraint w̄H(i)TH(i)p̂(i) = � and obtain

λRw(i) = 2

[
d̄H(i)R−1

T (i)TH(i)p̂(i)− �
p̂H(i)T(i)R−1

T (i)TH(i)p̂(i)

]∗
. (4.54)

4.4.2 Blind Channel Estimator for the RLS version

In the JIO-RLS algorithm, the estimation of the covariance matrix Ry(i) =∑i
j=1 αi−j|y(j)|2r(j)rH(j) and its inversion are obtained in the stage of adapting the

projection matrix. It should be noted that |y(j)|2 tends to 1 as the number of received
signal increasing. Hence, by replacing the inverse matrix R−1(i) in (4.22) with R−1

y (i),
we obtain

ĥ(i) = ĥ(i− 1)−
(
V̂(i)ĥ(i− 1)

)
/tr[V̂(i)], (4.55)
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where the L-by-L matrix is defined as

V̂(i) = SH
e PH

r R−m
y (i)PrSe, (4.56)

and the effective signature vector of the desired user is given by

p̂(i) = PrSeĥ(i) (4.57)

Using R−1
y (i) instead of R−1(i) can save O(M2) in terms of computational complexity

for the JIO-RLS version and simulation results will demonstrate later that the performance
will not be degraded with this replacement. The JIO-RLS version is summarized in Table.
4.2.

4.5 Complexity Analysis and Rank Adaptation Algorithm

In this section, a complexity analysis is presented to compare the two versions of the
JIO receiver, the full-rank NSG and RLS schemes, the NSG and RLS versions of the
MSWF. The computational complexity of the blind channel estimators that are imple-
mented in this work are also analyzed. A rank adaptation algorithm is detailed in this
section which is able to select the rank adaptively and can achieve better tradeoffs be-
tween the convergence speed and the steady state performances.

4.5.1 Complexity Analysis

As shown in Table. 4.3, the complexity of the analyzed blind CCM full-rank NSG and
RLS, MSWF-NSG and MSWF-RLS [56] and the proposed NSG and RLS versions of the
JIO scheme is compared with respect to the number of complex additions and complex
multiplications for each time instant. The complexity of the conventional blind channel
estimator (BCE) that is described in Section 4.2 is compared with the BCEs for the JIO-
NSG and JIO-RLS that are described in Section 4.3.2 and Section 4.4.2, respectively.

For the analysis of the adaptive algorithms, the quantity M is the length of the full-rank
filter, D is the dimension of reduced-rank filter and cmax is the number of iterations for
the JIO-NSG version in each time instant. Note that, only one iteration is required in the
JIO-RLS version for each time instant. For the analysis of the BCEs, the quantity L is the
length of the CIR and m is the power of the inverse covariance matrix. In this work, M is
the minimum integer that is larger than the scalar term (Ts/Tτ +TDS/Tτ − 1)/(Tc/Tτ ) =
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Tab. 4.3: Complexity analysis for the blind algorithms

Complex Additions Complex Multiplications

Full-Rank NSG M2 + 3M − 1 2M2 + 4M + 5

Full-Rank RLS 5M2 + 2M + 1 5M2 + 3M + 1

MSWF-NSG DM2 + (2D + 2)M (D + 1)M2 + (4D + 2)M
−2D2 − 2 −2D2 + 4D + 5

MSWF-RLS DM2 + (2D + 2)M (D + 1)M2 + (4D + 2)M
+2D2 −D +2D2 + 3D + 1

JIO-NSG cmax(6DM + 3M + 4D − 2) cmax(8DM + 4M + 7D + 11)

JIO-RLS DM2 + 3DM + 4D2 − 4D DM2 + 6DM + 4D2

+15D + 1

Conventional BCE (m + 1)M2L− (m + 1)ML (m + 1)M2L + 3M2 + L2

+2M2 + L2 + L− 1 +2M + 1

BCE for JIO-NSG L2M + 3mML− (m− 1)L− 1 L2M + 4mML + L2

BCE for JIO-RLS (m + 1)M2L− (m + 1)ML (m + 1)M2L + L2

+L2 + L− 1

(Ts + TDS − Tτ )/Tc and L = TDS/Tτ . Since Tτ is set to 0.125ns as for the standard
IEEE802.15.4a channel model, symbol duration Ts and chip duration Tc are assumed
given for the designer. Hence, M and L are both related to the channel delay spread
TDS . In this work, the parameters are set as follows: Ts = 12ns, Tc = 0.375ns, m = 3

and cmax = 3. As shown in Fig. 4.2, the number of complex multiplications required
for different algorithms are compared as a function of channel delay spread TDS . The
JIO-RLS algorithm with D = 3 has lower complexity than the MSWF algorithms and
the full-rank RLS. It will be demonstrated by the simulation results that the JIO-RLS
algorithm can achieve fast convergence with a very small rank (D < 5). The proposed
JIO-NSG algorithm has lower complexity than the full-rank NSG algorithm in the long
channel delay spread scenarios. As discussed in Section 4.3.1, the price we pay for such
a complexity reduction is the extra storage space at the receiver.

The complexity of the BCEs for the JIO versions is shown in Fig. 4.3, in which the
number of complex multiplications is shown as a function of channel delay spread TDS .
The complexity of the BCE for the JIO-NSG version has lower complexity than the BCE
for the JIO-RLS version in all the analyzed scenarios.

Sheng Li, Ph.D. Thesis, Department of Electronics, University of York 2010



66

5 10 15 20 25 30 35 40 45
10

3

10
4

10
5

T
DS

 (ns)

N
um

be
r 

of
 c

om
pl

ex
 m

ul
tip

lic
at

io
ns

 

 

Full−rank NSG
Full−rank RLS
MSWF−NSG,D=6
MSWF−RLS,D=8
JIO−NSG,D=4
JIO−RLS,D=3

Fig. 4.2: Number of multiplications required for different blind algorithms.

4.5.2 Rank Adaptation

In the proposed blind JIO reduced-rank receiver, the computational complexity and
the performance are sensitive to the determined rank D. In this section, a rank adaptation
algorithm is employed to achieve better tradeoffs between the performance and the com-
plexity of the JIO receiver. The rank adaptation algorithm is based on the a posteriori LS
cost function to estimate the MSE, which is a function of w̄D(i) and TD(i) and can be
expressed as

CD(i) =
i∑

n=0

λi−n
D

(|w̄H
D(n)TH

D(n)r(n)|2 − 1
)2

, (4.58)

where λD is a forgetting factor. Since the optimal rank can be considered as a function of
the time interval i [42], the forgetting factor is required and allows us to track the optimal
rank. For each time instant, we update a projection matrix TM(i) and a reduced-rank filter
w̄M(i) with the maximum rank Dmax, which can be expressed as

TM(i) = [tM,1(i), . . . , tM,D(i), . . . , tM,Dmax(i)]
T

w̄M(i) = [w̄M,1(i), . . . , w̄M,D(i), . . . , w̄M,Dmax(i)]
T

(4.59)
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Fig. 4.3: Number of multiplications required for BCEs.

After the adaptation, we test values of D within the range Dmin to Dmax. For each tested
rank, we use the following estimators

TD(i) = [tM,1(i), . . . , tM,D(i)]T

w̄D(i) = [w̄M,1(i), . . . , w̄M,D(i)]T
(4.60)

and substitute (4.60) into (4.58) to obtain the value of CD(i), where D ∈
{Dmin, . . . , Dmax}. The proposed algorithm can be expressed as

Dopt(i) = arg min
D∈{Dmin,...,Dmax}

CD(i). (4.61)

We remark that the complexity of updating the reduced-rank filter and the projection ma-
trix in the proposed rank adaptation algorithm is the same as the receiver with rank Dmax,
since we only adapt the TM(i) and w̄M(i) for each time instant. However, additional
computations are required for calculating the values of CD(i) and selecting the minimum
value of a (Dmax−Dmin +1)-dimensional vector that corresponds to a simple search and
comparison.
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4.6 Simulations

In this section, the proposed NSG and RLS versions of the blind JIO adaptive receivers
are applied to the uplink of a multiuser BPSK DS-UWB system. The uncoded BER per-
formance of the proposed receivers are compared with the NSG and RLS versions of the
full-rank schemes and the MSWF. The RAKE receiver with the maximal-ratio combining
(MRC) is also included for comparison. Note that, the blind channel estimation described
in 4.2.2 is implemented to provide channel coefficients to the RAKE receiver and its BER
performance is averaged for comparison purposes. In all simulations, all the users are
assumed to be transmitting continuously at the same power level as the desired user. The
pulse shape adopted is the RRC pulse with the pulse-width 0.375ns. The spreading codes
are generated randomly for each user with a spreading gain of 32 and the data rate of the
communication is approximately 83Mbps. The standard IEEE 802.15.4a channel model
for the NLOS indoor environment is employed [23] and we assume that the channel is
constant during the whole transmission. The channel delay spread is TDS = 10ns and the
ISI from 2 neighbor symbols are taken into account for the simulations. The sampling
rate at the receiver is assumed to be 2.67GHz and the length of the discrete time received
signal is M = 59. For all the experiments, all the adaptive receivers are initialized as vec-
tors with all the elements equal to 1. This allows a fair comparison between the analyzed
techniques for their convergence performance. In practice, the filters can be initialized
with prior knowledge about the spreading code or the channel to accelerate the conver-
gence. In all the simulations, the phase h(0) is used as a reference to remove the phase
ambiguity derived from the blind channel estimates. All the curves shown in this section
are obtained by averaging 200 independent runs.

The first experiment we perform is to compare the uncoded BER performance of the
proposed JIO receivers with the full-rank NSG and RLS algorithms the MSWF-NSG
and MSWF-RLS. We consider a 7-user scenario with a signal-to-noise ratio (SNR) of
20dB. For each independent simulation, 2000 symbols are transmitted. Fig.4.4 shows
the BER performance of different algorithms as a function of symbols transmitted. The
proposed JIO-RLS algorithm converges faster than other algorithms. The JIO-NSG algo-
rithm outperforms the MSWF versions and the full-rank versions with a low-complexity.
A noticeable improvement on the BER performance is obtained for the JIO receivers.

Fig.4.5 and Fig. 4.6 show the uncoded BER performances of algorithms with different
SNRs in a 7-user scenario and with different number of users in a 20dB SNR scenario,
respectively. The parameters set for all the adaptive algorithms are the same as in the
first experiment. For all the tested environments, 2000 symbols are transmitted for each
independent run. The proposed JIO versions show better MAI and ISI canceling capabil-
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Fig. 4.4: BER performance of different algorithms. For full-rank NSG: µ = 0.025, full-rank RLS:
δ = 10, λ = 0.9998. For MSWF-NSG, D = 6, µ = 0.025; MSWF-RLS: D = 8,
λ = 0.998. For JIO-NSG D = 4, cmax = 3, � = 1, µT,0 = 0.075, µw,0 = 0.005;
JIO-RLS: D = 3, λ = 0.9998, δ = 10, � = 0.5.

ity in all the simulated scenarios. In Fig.4.5, for a BER around 0.02, JIO-RLS can save
around 3dB in comparison with the MSWF-RLS and the JIO-NSG can save about 2dB
in comparison with the MSWF-NSG. In Fig.4.6, the JIO-RLS scheme can support about
3 additional users in comparison with the MSWF-RLS and around 7 additional users in
comparison with the full-rank LMS algorithm for a BER of 0.03.

Fig.4.7 compares the BER performance of the JIO-RLS using the rank-adaptation al-
gorithm given by (4.61) with Dmax = 8 and Dmin = 3. The results using a fixed-rank
of 3 and 8 are also shown for comparison purposes and illustration of the sensitivity of
the JIO scheme to the rank D. The forgetting factor is λD = 0.998. It can be seen that
the BER performance of the JIO-RLS scheme with the rank-adaptation algorithm outper-
forms the fixed-rank scenarios with Dmin = 3 and Dmax = 8. In this experiment, D = 3

has better steady state performance than D = 8, with both cases showing the similar con-
vergence speed. The rank-adaptation algorithm provides a better solution than the fixed
rank approaches.
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Fig. 4.5: BER performance of the proposed JIO-CCM scheme with different SNRs.

In the last experiment, we examine the blind adaptive algorithms with an additional
narrow band interference (NBI), which is modeled as a single-tone signal (complex base-
band) [79]:

J(t) =
√

Pje
(2πfdt+θj), (4.62)

where Pj is the NBI power, fd is the frequency difference between the carrier frequency
of the UWB signal and the one of the NBI and θj is the random phase which is uniformly
distributed in [0, π). Here, the received signal can be expressed as

z(t) =
K∑

k=1

L−1∑

l=0

hk,lx
(k)(t− lTτ ) + n(t) + J(t). (4.63)

Note that, in this experiment, the receivers are required to suppress the ISI, MAI and NBI
together blindly. In Fig. 4.8, in a 7-user system with SNR=20dB, the BER performance
of the RLS versions are compared with different signal to NBI ratio (SIR). The algorithms
are set with the same parameters as in the first experiment and 2000 symbols are transmit-
ted in each tested point for each independent run. With the NBI, the eigenvalue spread of
the covariance matrix of the received signal is increased and this change slows down the
convergence rate of the full-rank scheme. However, the proposed JIO receiver shows a
better ability to cope with this change and the performance gain over the full-rank scheme
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Fig. 4.6: BER performance of the proposed JIO-CCM scheme with different number of users.

is increased compared to the NBI free scenarios.

4.7 Conclusion

A novel blind reduced-rank receiver is proposed based on JIO and the CCM criterion.
The novel receiver consists of a projection matrix and a reduced-rank filter. The NSG and
RLS adaptive algorithms are developed for updating its parameters. In DS-UWB systems,
both versions (NSG and RLS) of the proposed blind reduced-rank receivers outperform
the analyzed CCM based full-rank and existing reduced-rank adaptive schemes with a
low complexity. The robustness of the proposed receivers has been demonstrated in the
scenario that the blind receivers are required to suppress the ISI, MAI and NBI together.
Note that the proposed blind receivers can be employed in spread-spectrum systems which
encounter large filter problems and suffer from severe interferences.
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5. FREQUENCY DOMAIN ADAPTIVE DETECTORS FOR SC-FDE
IN MULTIUSER DS-UWB SYSTEMS

Contents
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

5.2 Proposed Linear MMSE Detection Schemes . . . . . . . . . . . . . 74

5.3 Adaptive Algorithms for SCE . . . . . . . . . . . . . . . . . . . . . . 80

5.4 Adaptive Algorithms for DA . . . . . . . . . . . . . . . . . . . . . . 83

5.5 Complexity Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

5.6 Noise Variance and Number of Active Users Estimation . . . . . . . 89

5.7 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

5.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

5.1 Introduction

In this chapter, we propose two adaptive detection schemes based on single-carrier
frequency domain equalization (SC-FDE) for multiuser direct-sequence ultra-wideband
(DS-UWB) systems, which are termed structured channel estimation (SCE) and direct
adaptation (DA). Both schemes use the minimum mean square error (MMSE) linear de-
tection strategy and employ a cyclic prefix. Least-mean squares (LMS), recursive least
squares (RLS) and conjugate gradient (CG) adaptive algorithms are then developed for
both schemes. A complexity analysis compares the computational complexity of the pro-
posed algorithms and schemes, and simulation results illustrate their performance.

The main contributions of this chapter are listed below.

• Two adaptive detection schemes are developed and compared for SC-FDE in mul-
tiuser DS-UWB systems. For both schemes, the LMS, RLS and CG algorithms are
developed.
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• In the first scheme, named SCE, adaptive algorithms are developed for estimating
the channel coefficients and algorithms for computing the noise variance and the
number of active users are also proposed.

• In the second scheme, named DA, a new signal model is adopted to enable simpli-
fied adaptive implementation. A low-complexity RLS algorithm is then obtained.

• The performance and complexity of LMS, RLS and CG algorithms are compared
for both schemes.

The rest of this chapter is structured as follows. The detection schemes for the SC-
FDE in DS-UWB system are introduced in section 5.2. The proposed adaptive algorithms
for SCE and DA schemes are described in section 5.3 and section 5.4, respectively. The
complexity analysis for the adaptive algorithms and the schemes are presented in section
5.5. In section 5.6, the approaches for estimating the noise variance and the number of
active users is detailed. Simulations results of the proposed schemes are shown in section
5.7 and section 5.8 draws the conclusions.

5.2 Proposed Linear MMSE Detection Schemes
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Fig. 5.1: Block diagram of SC-FDE schemes in DS-UWB system, (a) Structured channel estima-
tion (SCE) and (b) Direct adaptation (DA).
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5.2.1 Problem Statement

After the DFT, the frequency domain detectors are implemented to recover the original
data vector from the received signal that is shown in (2.12) As shown in Fig.5.1, we
propose two detection schemes, named SCE and DA, respectively. The SCE scheme
explicitly performs the channel estimation in the frequency domain, the detection with
the estimated channel coefficients, and finally carries out despreading in the time domain.
The DA scheme implicitly estimates the channel and suppresses the ISI and MAI together
with only one filter and has a simpler structure than the SCE scheme. Without loss of
generality, we consider user 1 as the desired user and bypass the subscript of this user for
simplicity.

We define the estimated signal as b̂(i) and the final recovered signal as b̂r(i). Hence,
for the SCE scheme, the recovered signal can be expressed as

b̂r(i) = sign(<(b̂(i)) = sign(<(DHFHCHz(i))), (5.1)

where(·)H denotes the Hermitian transpose, sign(·) is the algebraic sign function and<(·)
represents the real part of a complex number. C denotes the frequency domain equalizer.
The despreading is denoted as DH which can be considered as the Hermitian transpose
of the spreading matrix.

For the DA scheme, the final recovered signal can be expressed as

b̂r(i) = sign(<(b̂(i)) = sign(<(FH
NWHz(i))), (5.2)

where W represents the frequency domain filter that is in an M -by-N matrix form. FN

is the N -by-N DFT matrix. In this scheme, the channel estimation and the despreading
is fulfilled implicitly together in the filter W.

In what follows, the MMSE designs of the matrix C in the SCE scheme and the W

in the DA scheme will be detailed. In general, these two detection schemes are based
on the same MMSE problem which aims at minimizing E[‖b(i) − b̂(i)‖2], but they use
different approaches to perform linear detection. For each scheme, some simplifications
and approximations for the later adaptive implementations will also be presented.
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5.2.2 Detector with Structured Channel Estimation (SCE)

The block diagram of the detector with SCE is shown as the branch (a) in Fig.5.1.
Expanding (2.12), we have

z(i) = FHequ

K∑

k=1

xk(i) + Fn(i) = FHequF
HF

K∑

k=1

xk(i) + Fn(i), (5.3)

Bearing in mind the circulant Toeplitz form of the equivalent channel matrix, we have a
diagonal matrix

ΛH = FHequF
H , (5.4)

whose a-th diagonal entry can be expressed as h̃a =
∑L−1

l=0 hlexp{−j(2π/M)al}. Let us
express it in a more convenient matrix form as

h̃ =
√

MFM,Lhequ, (5.5)

where h̃ = [h̃0, h̃1, . . . , h̃M−1]
T is called frequency domain CIR and FM,L is an M -by-L

matrix that is structured with the first L columns of the DFT matrix F. In order to simplify
the expression of this scheme in later adaptive developments, we include the constant

√
M

into the FM,L, that is
FM,L ⇐=

√
MFM,L. (5.6)

The equations (5.5) and (5.6) are important for the development of the adaptive al-
gorithms in the SCE scheme which will be detailed later. Here, we develop the MMSE
detector C to minimize the following cost function

JMSE−SCE(i) = E[
∥∥b(i)−DHFHCHz(i))

∥∥2
]. (5.7)

Substituting (5.3) and (5.4) into (5.7) and assuming that the noise sequence and the signal
sequences are uncorrelated to each other, we can obtain the expression of the detector as

CMMSE =
(
ΛHFDallD

H
allF

HΛH
H + σ2IM

)−1
ΛH, (5.8)

where the M -by-NK block diagonal matrix Dall contains the information of the spread-
ing codes for all the users and can be expressed as

Dall =




s1 . . . sK

s1 . . . sK

. . .

s1 . . . sK




. (5.9)
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For the adaptive implementation, the downlink terminal usually does not have the in-
formation of the spreading codes of other users. Hence, in this work, we adopted the
approximation DallD

H
all ≈ (K/Nc)IM for the development of the adaptive algorithms.

This approximation can also lead to a diagonal MMSE detector that can be considered as
a sub-optimal solution [71]

Ĉ =

(
K

Nc

ΛHΛH
H + σ2

eIM

)−1

ΛH. (5.10)

From the expression of (5.10), it is clear that the remaining tasks of the SCE scheme
for the adaptive implementation are to estimate the channel coefficients h̃, the noise vari-
ance σ2

e and the number of active users K. The proposed algorithms for estimating these
parameters will be presented in later sections.

5.2.3 Detector with Direct Adaptation (DA)

The block diagram of the DA scheme is shown as the branch (b) in Fig.5.1. This
scheme has much simpler system structure than the SCE scheme. However, if we go
directly with the signal model used for the SCE scheme, the resulting adaptive filter for
DA schemes will be in an M -by-N matrix form which means very high complexity.
Thanks to the new signal model proposed in [68], we can explore the structure of the
MMSE detector in SC-FDE systems more efficiently. In this work, we adopt this new
signal model and extend it to simplify the design of the adaptive filters. It will be clear
soon how the new signal model we adopted can significantly reduce the complexity of the
adaptive filter implementation in the DA scheme.

Firstly, we can express the transmitted signal from the k-th user as

xk(i) = Skbk,e(i), (5.11)

where the M -by-M (M = N × Nc) spreading matrix Sk has a circulant Toeplitz form
as [68]

Sk =




sk(1) sk(2)

sk(2) sk(1)
...

... sk(2) sk(Nc)

sk(Nc)
...

. . .

sk(Nc)
. . .
. . .

sk(1)




,
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The equivalent M -dimensional expanded data vector is

bk,e(i) = [bk(1),0Nc−1, bk(2),0Nc−1, · · · , bk(N),0Nc−1]
T ,

where (·)T is the transpose. Hence, with the new signal model, the frequency domain
received signal becomes

z(i) = Fy(i) =
K∑

k=1

FHequSkbk,e(i) + Fn(i), (5.12)

Since both Hequ and Sk are circulant Toeplitz matrices, their product also has the circulant
Toeplitz form. This feature makes Λk = FHequSkF

H a diagonal matrix. Hence, we have

z(i) =
K∑

k=1

FHequSkF
HFbk,e(i) + Fn(i) =

K∑

k=1

ΛkFbk,e(i) + Fn(i). (5.13)

We can further expand Fbk,e(i) as [68]

Fbk,e(i) = (1/
√

Nc)IeFNbk(i), (5.14)

where FN denotes the N -by-N DFT matrix and the M -by-N matrix Ie are structured as

Ie = [IN , · · · , IN︸ ︷︷ ︸
Nc

]T . (5.15)

where IN denotes the N -by-N identity matrix. Finally, the frequency domain received
signal z(i) is expressed as

z(i) =
K∑

k=1

(1/
√

Nc)ΛkIeFNbk(i) + Fn(i). (5.16)

In the DA scheme, an M -by-N MMSE filter W(i) can be developed via the following
cost function:

JMSE−DA(i) = E[
∥∥b(i)− FH

NWH(i)z(i)
∥∥2

]. (5.17)

The MMSE solution of (5.17) is

WMMSE = R−1P, (5.18)
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where

R = E[z(i)zH(i)] = (1/Nc)
K∑

k=1

ΛkIeI
H
e ΛH

k +σ2I; P = E[z(i)bH(i)] = (1/
√

Nc)ΛkIe.

(5.19)
Expanding (5.18), the MMSE solution can be expressed as

WMMSE =

(
1

Nc

K∑

k=1

ΛkIeI
H
e ΛH

k + σ2I

)−1

ΛkIe√
Nc

= VIe, (5.20)

where the M -by-M matrix V is

V =
1√
Nc

(
1

Nc

K∑

k=1

ΛkIeI
H
e ΛH

k + σ2I

)−1

Λk. (5.21)

Note that the matrix V can be expressed as Nc-by-Nc block matrices vij , i, j ∈ {1, Nc},
each vij is a N -by-N diagonal matrix. Hence, we take a closer look at the product of V

and Ie:

VIe =




v1,1 v1,2 . . . v1,Nc

v2,1 v2,2 . . . v2,Nc

...
...

...
...

vNc,1 vNc,2 . . . vNc,Nc







IN

IN

...
IN




=




∑Nc

j=1 v1,j∑Nc

j=1 v2,j

...∑Nc

j=1 vNc,j




=




ŵ1

ŵ2

. . .

ŵNc







IN

IN

...
IN




= ŴIe,

(5.22)

where ŵi =
∑Nc

j=1 vi,j , i = 1, . . . , Nc, are diagonal matrices. Hence, the product of V

and Ie can be converted into a product of a M -by-M (M = N ×Nc) diagonal matrix Ŵ

and Ie, where the entries of Ŵ are ŵl, l = 1, . . . , M , equals the sum of all entries in the
l-th row of matrix V. Finally, we express the MMSE design as

WMMSE = ŴIe = diag(ŵe)Ie, (5.23)

where ŵe = (ŵ1, ŵ2, . . . , ŵM) is an equivalent filter with M taps.

The design of the MMSE filter in DA scheme can be expressed as either in (5.18)
or (5.23). We remark that the expression shown in (5.23) enables us to design an M -
dimensional adaptive filter rather than an M -by-N matrix form adaptive filter to esti-
mate the MMSE solution. This simplification significantly reduced the complexity of this
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scheme.

5.3 Adaptive Algorithms for SCE

In this section, we develop the LMS, RLS and CG adaptive algorithms for the fre-
quency domain channel estimation in multiuser DS-UWB communications.

5.3.1 SCE-LMS

Substituting (5.5) and (5.6) into (5.3) and defining a diagonal matrix Xa(i) =

diag[F
∑K

k=1 xk(i)], the rearranged frequency domain received signal becomes

z(i) = Xa(i)h̃ + Fn(i) = Xa(i)FM,Lhequ + Fn(i). (5.24)

In the SCE, we take into account the fact that the length of the equivalent CIR hequ

is typically smaller than the received signal size [72]. For example, we assume that the
DS-UWB channel in the time domain has 100 sample-spaced taps. This length of the
standard channel contains more than 85 percent of the total energy and can be considered
as an upper bound of the channel length. In the scenario where the received signal has
a length of M = 256 chips and we assume that each chip was sampled 3 times, hence
the length of the hequ is equal to L = 34 chips that is much smaller than M . As shown
in (5.5), we can estimate the L-dimensional vector hequ rather than the M -dimensional
vector h̃. The SCE-LMS aims at minimizing the MSE cost function

JSCE−LMS(ĥequ(i)) = E[||z(i)−X(i)FM,Lĥequ(i)||2], (5.25)

where the frequency domain received signal z(i) is shown in (5.24) and X(i) =

diag[Fx(i)], x(i) is the pilot signal from the desired user. The gradient of (5.25) with
respect to ĥequ(i) is

gh(i) = −E[FH
M,LX

H(i)z(i)] + E[FH
M,LX

H(i)X(i)FM,L]ĥequ(i), (5.26)

This leads to the SCE-LMS algorithm

ĥequ(i + 1) = ĥequ(i) + µhF
H
M,LX

H(i)eh(i), (5.27)
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where eh(i) = z(i) − X(i)FM,Lĥequ(i) denotes the L-dimensional error vector and the
constant µh is the step size of the SCE-LMS algorithm.

5.3.2 SCE-RLS

The SCE-RLS algorithm is developed to minimize the least squares (LS) cost function

JSCE−RLS(ĥequ(i)) =
i∑

j=1

λi−j
h

∣∣∣
∣∣∣z(j)−X(j)FM,Lĥequ(i)

∣∣∣
∣∣∣
2

, (5.28)

where λh is the forgetting factor. Computing the gradient of (5.28) with respect to ĥequ(i)

and setting it to zero, the LS solution is

hequ,LS(i) = R−1
h (i)ph(i) (5.29)

where

Rh(i) =
i∑

j=1

λi−j
h FH

M,LX
H(j)X(j)FM,L ; ph(i) =

i∑
j=1

λi−j
h FH

M,LX
H(j)z(j).

Note that there is an inversion of an L-by-L matrix Rh(i) in this solution. The matrix
Rh(i) can be computed in a recursive way via the recursion

Rh(i) = λhRh(i− 1) + FH
M,LX

H(i)X(i)FM,L. (5.30)

There is no recursive way to simplify the inversion of this matrix and hence, we apply the
adaptation equation shown in [72], that is

ĥequ(i + 1) = ĥequ(i) + R−1
h (i)FH

M,LX
H(i)eh(i), (5.31)

where eh(i) = z(i)−X(i)FM,Lĥequ(i) is the M -dimensional error vector. For the L-by-L
matrix Rh(i) , computing its inverse matrix with Gauss-Jordan elimination requires L3 of
complex multiplications [80]. This problem makes the SCE-RLS a high complexity al-
gorithm and for this reason the performance of the RLS algorithm has not been discussed
in [72]. For this paper, our goal is to implement this approach and assess its performance
against the performance of the proposed SCE-CG algorithm.
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5.3.3 SCE-CG

The SCE-CG aims at minimizing the MSE cost function

JSCE−CG(ĥequ(i)) = E[||z(i)−X(i)FM,Lĥequ(i)||2], (5.32)

where the frequency domain input signal z(i) is shown in (5.24) and X(i) = diag[Fx(i)],
x(i) is the pilot signal from the desired user. The instantaneous estimate of the gradient
of (5.32) with respect to ĥequ(i) is

ĝh(i) = −FH
M,LX

H(i)eh(i), (5.33)

where eh(i) = z(i) − X(i)FM,Lĥequ(i) denotes the error vector. For each input data
vector, a number of iterations is required for the CG method. Let us denote the iteration
index as c. For the (c + 1)-th iteration, the estimated ĥequ(i) is updated as

ĥequ,c+1(i) = ĥequ,c(i) + αh,c(i)dh,c(i), (5.34)

where αh,c(i) is the optimum step size and dh,c(i) is the direction vector for the c-th
iteration. With the new estimator ĥequ,c+1(i), the error vector is updated as

eh,c+1(i) = z(i)−X(i)FM,Lĥequ,c+1(i)

= eh,c(i)− αh,c(i)X(i)FM,Ldh,c(i).
(5.35)

Since the direction vector dh,c(i) is orthogonal to the inverse gradient vector after the c-th
iteration [28], we have

dH
h,c(i)[−ĝh,c+1(i)] = 0, (5.36)

where ĝh,c+1(i)= −FH
M,LX

H(i)eh,c+1(i).

Substituting (5.35) into (5.36), we obtain the expression for the optimum step size

αh,c(i) =
−dH

h,c(i)ĝh,c(i)

dH
h,cF

H
M,LX

H(i)X(i)FM,Ldh,c(i)
. (5.37)

In the CG methods, the direction vector for each iteration can be obtained by

dh,c+1(i) = −ĝh,c+1(i) + βh,cdh,c(i), (5.38)

where the constant βh,c is determined to fulfill the convergence requirement for the di-
rection vectors that these vectors are mutually conjugate [27], [28], [31]. We adopt the
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expression for βh,c as in [28]

βh,c =
ĝH

h,c+1(i)ĝh,c+1(i)

−dH
h,c(i)ĝh,c(i)

. (5.39)

Substituting (5.38) into the term dH
h,c(i)ĝh,c(i) in (5.39) and taking the conjugate feature

of the direction vectors into account, that is dH
h,c−1(i)ĝh,c(i) = 0, we can find that

−dH
h,c(i)ĝh,c(i) = ĝH

h,c(i)ĝh,c(i). (5.40)

We remark that the relationship obtained in (5.40) can reduce the complexity of the SCE-
CG algorithm by O(cL), where c is the number of iterations and L is the length of the
equivalent CIR. This is because we have to compute the scalar term ĝH

h,c+1(i)ĝh,c+1(i) in
(5.39) for the c-th iteration. However, with the relationship shown in (5.40), this scalar
term can be used directly in the (c + 1)-th iteration to save the computation for the scalar
term −dH

h,c+1(i)ĝh,c+1(i).

For the SCE scheme, the CG algorithm has lower computational complexity than the
RLS algorithm while performing better than the LMS algorithm.

The proposed adaptive algorithms for the SCE scheme are summarized in the first
column of Table 5.1.

5.4 Adaptive Algorithms for DA

In this section, we develop the LMS, RLS and CG adaptive algorithms for the DA
scheme with the new signal model presented in section 5.2.3. For multiuser block trans-
mission systems, these techniques can be implemented with a simple receiver structure.

5.4.1 DA-LMS

With the expression in (5.23), we can estimate the data vector as

b̂(i) = FH
NIH

e ŴH(i)z(i) = FH
NIH

e Ẑ(i)ŵ(i), (5.41)

Sheng Li, Ph.D. Thesis, Department of Electronics, University of York 2010



84

Tab. 5.1: Adaptive Algorithms For The Proposed Frequency domain Detection Schemes

SCE-Scheme DA-Scheme

1. Initialization: 1. Initialization:
ĥequ(1) = L-by-1 zero-vector ŵ(1) = M -by-1 zero-vector
For i = 1, 2, . . . For i = 1, 2, . . .

2.1 SCE-LMS 2.1 DA-LMS
eh(i) = z(i)−X(i)FM,Lĥequ(i) ew(i) = b(i)−Y(i)ŵ(i)

ĥequ(i + 1) = ĥequ(i) + µhF
H
M,LX

H(i)eh(i) ŵ(i + 1) = ŵ(i) + µwYH(i)ew(i)

2.2 SCE-RLS 2.2 DA-RLS
Rh(i) = λhRh(i− 1) + FH

M,LX
H(i)X(i)FM,L Rw(i) = λwRw(i− 1) + YH(i)Y(i)

eh(i) = z(i)−X(i)FM,Lĥequ(i) eaw(i) = b(i)−Y(i)ŵ(i)

ĥequ(i + 1) = ĥequ(i) + R−1
h (i)FH

M,LX
H(i)eh(i) ŵ(i + 1) = ŵ(i) + R−1

w (i)YH(i)eaw(i).

2.3 SCE-CG 2.3 DA-CG
STEP 1: Initialization for iterations STEP 1: Initialization for iterations
ĥequ,0(i) = ĥequ(i), ŵ0(i) = ŵ(i),
eh,0(i) = z(i)−X(i)FM,Lĥequ,0(i), ew,0(i) = b(i)−Y(i)ŵ0(i),
dh,0(i) = −ĝh,0(i) = FH

M,LX
H(i)eh,0(i). dw,0(i) = −ĝw,0(i) = YH(i)ew,0(i).

For c = 0, 1, 2, . . . , (cmax − 1) For c = 0, 1, 2, . . . , (cmax − 1)

STEP 2: Update the channel estimation: STEP 2: Update the filter weights:
αh,c(i) =

ĝH
h,c(i)ĝh,c(i)

dH
h,cF

H
M,LXH(i)X(i)FM,Ldh,c(i)

, αw,c(i) =
ĝH
w,c(i)ĝw,c(i)

dH
w,cY

H(i)Y(i)dw,c(i)
,

ĥequ,c+1(i) = ĥequ,c(i) + αh,c(i)dh,c(i), ŵc+1(i) = ŵc(i) + αw,c(i)dw,c(i),
eh,c+1(i) = eh,c(i)− αh,c(i)X(i)FM,Ldh,c(i), ew,c+1(i) = ew,c(i)− αw,c(i)Y(i)dw,c(i),
ĝh,c+1(i) = −FH

M,LX
H(i)eh,c+1(i). ĝw,c+1(i) = −YH(i)ew,c+1(i).

STEP 3: Adapt the direction vector: STEP 3: Adapt the direction vector:
βh,c =

ĝH
h,c+1(i)ĝh,c+1(i)

ĝH
h,c(i)ĝh,c(i)

, βw,c =
ĝH
w,c+1(i)ĝw,c+1(i)

ĝH
w,c(i)ĝw,c(i)

,

dh,c+1(i) = −ĝh,c+1(i) + βh,cdh,c(i). dw,c+1(i) = −ĝw,c+1(i) + βw,cdw,c(i).

ĥequ(i + 1) = ĥequ,cmax(i). ŵ(i + 1) = ŵcmax(i)

3. Estimate the data vector 3. Estimate the data vector
ΛH(i) = diag

(
FM ,Lĥequ(i)

)
,

Ĉ(i) =
(

K̂
Nc

ΛH(i)ΛH
H (i) + σ̂2

eIM

)−1

ΛH b̂r(i) = sign(<(Y(i)ŵ(i))).

b̂r(i) = sign(<(DHFHĈ(i)z(i))).
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where Ẑ(i) = diag(z(i)) and ŵ(i) = ŵ∗
e(i) is the adaptive filter weight vector. Since FN

and Ie are fixed, we consider the equivalent N -by-M received data matrix as

Y(i) = FH
NIH

e Ẑ(i), (5.42)

and express the estimated data vector as

b̂(i) = Y(i)ŵ(i). (5.43)

Hence, the cost function for developing the DA-LMS algorithm can be expressed as

JDA−LMS(ŵ(i)) = E[||b(i)−Y(i)ŵ(i)||2]. (5.44)

The gradient of (5.44) with respect to ŵ(i) is

gw(i) = −E[YH(i)b(i)] + E[YH(i)Y(i)]w(i).

Using the instantaneous estimates of the expected values in the gradient, we obtain the
DA-LMS as

ŵ(i + 1) = ŵ(i) + µwYH(i)ew(i), (5.45)

where ew(i) = b(i)−Y(i)ŵ(i) is the N -dimensional error vector and µw is the step size
for DA-LMS.

5.4.2 DA-RLS

The DA-RLS algorithm is developed to minimize the least square (LS) cost function

JDA−RLS(ŵ(i)) =
i∑

j=1

λi−j
w

∣∣∣∣b(j)−Y(j)ŵ(i)
∣∣∣∣2, (5.46)

where λw is the forgetting factor. Computing the gradient of (5.46) with respect to ŵ(i)

and setting it to zero, the LS solution is

wLS(i) = R−1
w (i)pw(i), (5.47)

where Rw(i) =
∑i

j=1 λi−j
w YH(j)Y(j) and pw(i) =

∑i
j=1 λi−j

w YH(j)b(j). We can ex-
press the M -by-M (where M = NNc) matrix Rw(i) and the M -dimensional vector pw(i)

recursively as
Rw(i) = λwRw(i− 1) + YH(i)Y(i), (5.48)
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pw(i) = λwpw(i− 1) + YH(i)b(i). (5.49)

With the expression of the received data matrix shown in (5.42), we can explore the struc-
ture of the matrix Rw(i), since

YH(i)Y(i) = ẐH(i)IeFNFH
NIH

e Ẑ(i) = ẐH(i)
(
IeI

H
e

)
Ẑ(i), (5.50)

the M -by-M sparse matrix
(
IeI

H
e

)
is structured with Nc-by-Nc block matrices and each

block matrix is an N -by-N identity matrix. Bearing in mind that the matrix Ẑ(i) is a
diagonal matrix, we conclude that Rw(i) is an M -by-M symmetric sparse matrix which
consists of Nc-by-Nc block matrices and each block matrix is an N -by-N diagonal ma-
trix. The number of nonzero elements in Rw(i) equals MNc. With Gauss-Jordan elimi-
nation [80], the inversion of each N -by-N diagonal matrix has the complexity O(N) and
the inversion of Nc-by-Nc such block matrices requires the complexity O(NN3

c ), which
equals O(MN2

c ). Hence, for the single user case, where Nc = 1, the complexity of
computing R−1

w (i) is only O(M). In addition, equation (5.50) shows that the complex-
ity of the recursion to obtain Rw(i) is low. Since the matrix

(
IeI

H
e

)
can be pre-stored at

the receiver, for each time instant, the computation complexity to obtain Rw(i) is only
O(MNc). With these properties, we can investigate a low-complexity RLS algorithm
to update the filter vector recursively. In order to obtain such a recursion, we apply the
method that is proposed in the appendix B in [72]. We have the relationship

Rw(i)ŵ(i + 1) = pw(i). (5.51)

Replacing ŵ(i + 1) with [ŵ(i + 1)− ŵ(i) + ŵ(i)] in (5.51) and using (5.48) and (5.49)
obtains

Rw(i)[ŵ(i+1)− ŵ(i)]+ [λwRw(i−1)+YH(i)Y(i)]ŵ(i) = λwpw(i−1)+YH(i)b(i).

(5.52)
Since Rw(i− 1)ŵ(i) = pw(i− 1), (5.52) becomes

Rw(i)[ŵ(i + 1)− ŵ(i)] = YH(i)eaw(i), (5.53)

where eaw(i) = b(i)−Y(i)ŵ(i) is the N -dimensional error vector. Finally, the recursion
for updating the filter vector is

ŵ(i + 1) = ŵ(i) + R−1
w (i)YH(i)eaw(i). (5.54)

We remark that the DA-RLS only consists of (5.48) and (5.54). The complexity of this
algorithm is only O(MN2

c ), which is comparable to the DA-CG in multiuser scenarios
and for the single user scenario where Nc = 1, it reduces to the level of the DA-LMS.
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5.4.3 DA-CG

The cost function for developing a CG algorithm for the DA scheme can be expressed
as

JDA−CG(ŵ(i)) = E[||b(i)−Y(i)ŵ(i)||2]. (5.55)

The gradient of (5.55) with respect to ŵ(i) is

gw(i) = −E[YH(i)b(i)] + E[YH(i)Y(i)]ŵ(i).

We can use the instantaneous estimates of the expected values and obtain an estimate of
the gradient vector as

ĝw(i) = −YH(i)ew(i), (5.56)

where ew(i) = b(i) − Y(i)ŵ(i) is the error vector. Here, we also define the iteration
index as c. For the (c + 1)-th iteration, the error vector is

ew,c+1(i) = b(i)−Y(i)ŵc+1(i), (5.57)

where the filter weight vector is updated as

ŵc+1(i) = ŵc(i) + αw,c(i)dw,c(i), (5.58)

where dw,c(i) is the direction vector at the c-th iteration. The step size αw,c(i) is deter-
mined to minimize the cost function (5.55) [28], [31]. Substituting (5.58) in (5.57), the
error vector can be expressed as

ew,c+1(i) = ew,c(i)− αw,c(i)Y(i)dw,c(i). (5.59)

Since the direction vector dw,c(i) is orthogonal to the inverse gradient vector after the c-th
iteration [28], we have dH

w,c(i)[−ĝw,c+1(i)] = 0, where ĝw,c+1(i) = −YH(i)ew,c+1(i).
Hence, from (5.59), the optimum step size is

αw,c(i) =
−dH

w,c(i)ĝw,c(i)

dH
w,cY

H(i)Y(i)dw,c(i)
. (5.60)

The adaptation equation for the direction vector can be expressed as

dw,c+1(i) = −ĝw,c+1(i) + βw,cdw,c(i), (5.61)

where the constant βw,c is determined to fulfill the convergence requirement for the di-
rection vectors that these vectors are mutually conjugate [27], [28], [31]. We adopt the
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Tab. 5.2: Complexity analysis for the frequency domain adaptive algorithms

Algorithm Complex Additions Complex Multiplications

SCE-LMS 2ML 2ML + 2M + L
SCE-RLS 2L3 + 2ML− 2L2 2L3 + 3ML + (2 + M)L2

SCE-CG (2ML + M + 3L− 3)c (2ML + 4M + 4L + 1)c

DA-LMS 2MN 2MN + N
DA-RLS M(N2

c + 2Nc + 2N − 2) M(N2
c + 6Nc + 2N − 1)

DA-CG (2MN + 2M − 2)c (2MN + 2M + N + 2)c

expression for βw,c as in [28]

βw,c =
ĝH

w,c+1(i)ĝw,c+1(i)

−dH
w,c(i)ĝw,c(i)

, (5.62)

If we substitute (5.61) into the term dH
w,c(i)ĝw,c(i) in (5.62) and take the conjugate feature

of the direction vectors into account, we can find that

−dH
w,c(i)ĝw,c(i) = ĝH

w,c(i)ĝw,c(i). (5.63)

As explained for (5.40), the relationship obtained in (5.63) can save the computational
complexity by O(cM) for the DA-CG algorithm, where c is the number of iterations and
M is the length of the received signal.

The proposed adaptive algorithms for the DA scheme are summarized in the second
column of Table 5.1.

5.5 Complexity Analysis

In this section, we discuss the complexity of the proposed adaptive algorithms and the
detection schemes.

Table 5.2 shows the complexity for the proposed algorithms with respect to the number
of complex additions and complex multiplications for each time instant, where M is the
length of the received signal, N is the length of the data block and L is the length of the
equivalent CIR. For the CG algorithms, the iteration number is denoted as c, which is
much smaller than M , say M = 256, c = 8. In this work, the complexity of the FFT and
IFFT, which is O(M log2M ), is common to all the techniques and is not shown in this
table.
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It is important to note that for the adaptive algorithms in the SCE scheme, the com-
plexity is determined by M and L, while in the DA scheme it is determined by M and
N , bearing in mind that the spreading gain Nc equals M/N . Hence, we compare the
complexity of the algorithms with the system parameters that will be used in the simu-
lation section, say L = 34 and N = 32, with different spreading gain Nc (which leads
to different received signal length M , since M = NcN ). Fig. 5.2 shows the number
of complex multiplications for adaptive algorithms versus different spreading gains. The
complexity of the CG algorithms with iteration number of 2 and 8 are shown in this figure
for comparison. With these system parameters, the SCE-LMS has a similar complexity
to the DA-LMS, and the SCE-CG has a similar complexity to the DA-CG. However, the
SCE-RLS is the most complex adaptive algorithm while the DA-RLS has much lower
complexity. For the SCE scheme, the SCE-CG algorithm is significantly simpler than the
SCE-RLS. It will be illustrated by the simulation results that with 8 iterations, the per-
formance of the SCE-CG algorithm is very close to the SCE-RLS. For the DA scheme,
in the single user scenario where Nc = 1, the DA-RLS has the same complexity level as
the DA-LMS. In the multiuser case, the complexity of the DA-RLS is comparable to the
DA-CG. With small spreading gains, the DA-RLS has lower complexity than the DA-CG
with only 2 iterations. However, the complexity of the DA-RLS will be boosted when
the spreading gain increases. It will be illustrated by simulations that the performance of
the DA-CG is comparable to the DA-RLS, hence, for multiuser scenarios with different
values of Nc, the designer can choose either RLS or CG for the DA scheme.

After discussing the complexity of the adaptive algorithms, let us consider the com-
plexity of the detection schemes. For the DA scheme, where only one adaptive filter
is implemented and the complexity shown in Table 5.2 can be considered as the whole
scheme’s complexity. However, for the SCE scheme, the complexity shown in the table is
only for the adaptive channel estimation. The complexity of estimating the noise variance
O(ML2), the number of active usersO(M), performing the MMSE detectionO(M) and
the time domain despreading O(N2) should also be included. Hence, we conclude that
the DA scheme is simpler than the SCE scheme in both structure and the computational
complexity. However, the SCE scheme, which will be shown later, has better performance
than the DA scheme.

5.6 Noise Variance and Number of Active Users Estimation

For the SCE scheme, the MMSE detector is generated as (5.10), which requires the
knowledge of the noise variance σ2

e and the number of active users K. In this section,
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Fig. 5.2: Complexity comparison of the proposed schemes for SC-FDE.

we propose an ML estimation algorithm that extends [72] for estimating σ2
e in the DS-

UWB system. We consider multiuser communication and the pilot sequence is generated
randomly for each time instant.

The most popular active users number detection schemes for symbol by symbol trans-
mission systems that are based on the eigenvalue decomposition have been proposed
in [81]- [83]. These schemes have very high complexity and require high SNR to work
in our block transmission system. In this work, we propose a simple approach to estimate
the number of users based on the idea that the power of the received signal will reflect
the number of active users. So firstly, we develop the relationship between the received
signal power, the noise variance, the estimated channel coefficients and the number of
active users. Then we obtain a simple algorithm to estimate K with these relationships.
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5.6.1 Noise Variance Estimation

Revisiting (5.24), we have the frequency domain received signal as

z(i) = Xa(i)FM,Lhequ + Fn(i), (5.64)

where the diagonal matrix Xa(i) = diag[
∑K

k=1 Fxk(i)]. We assume that the first user
is the desired user and define X(i) = diag[Fx(i)]. The uncorrelated additive noise is
assumed to be Gaussian distributed with zero mean and variance of σ2

e . The ML estimator
aims at estimating σ2

e(i) and hequ(i) by maximizing the log-likelihood function, that is

[
σ̂2

e(i), ĥequ(i)
]

= arg max
σ2

e(i),hequ(i)
Λ(σ2

e(i),hequ(i)), (5.65)

where

Λ(σ2
e(i),hequ(i)) = −M ln(σ2

e(i))−
‖z(i)−B(i)hequ(i)‖2

σ2
e(i)

, (5.66)

where B(i) = X(i)FM,L. To solve this joint optimization problem, we firstly fix σ2
e(i)

and find the optimum ĥequ(i). By calculating the gradient of (5.66) with respect to hequ(i)

and setting it to zero, we obtain

ĥequ,ML(i) =
(
BH(i)B(i)

)−1
BH(i)z(i). (5.67)

Substituting (5.67) into (5.66), and calculating the gradient of (5.66) with respect to σ2
e(i)

and setting it to zero, we obtain the ML estimate of σ2
e(i)

σ̂2
e,ML(i) =

1

M

∥∥∥z(i)−B(i)ĥequ,ML(i)
∥∥∥

2

. (5.68)

In the training stage of the SCE scheme, we estimate the noise variance via (5.67) and
(5.68), where the number of complex multiplications required is ML2 + L3 + 2ML +

L2 + M + 1. The cost of this estimator is high and it is possible to obtain a simplified
estimate with the complexity of O(ML) by replacing the ML estimate ĥequ,ML(i) with
the estimated channel ĥequ(i) that is obtained in section 5.3. However, this will introduce
noticeable degradation of the estimation performance in multiuser scenarios. Since in our
SCE scheme, the noise variance estimator is used for both users number estimation and
the MMSE detection, the degradation of the σ̂2 will affect the final performance.
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5.6.2 Number of Active Users Estimation

In order to obtain the relationship of the active users number and the received signal
power, let us consider the expected value of the frequency domain received signal power

E[zH(i)z(i)] = E

[(
Xa(i)h̃ + Fn(i)

)H (
Xa(i)h̃ + Fn(i)

)]

= h̃HE[XH
a (i)Xa(i)]h̃ + σ2

eM,

(5.69)

where z(i) is shown in (5.24). Since the M -by-M diagonal matrix Xa(i) =

diag[F
∑K

k=1 xk(i)], the l-th entry of the main diagonal can be expressed as

Xa,l(i) = Fl

K∑

k=1

xk(i), (5.70)

where l = 1, 2, . . . , M and Fl is the l-th row of the DFT matrix F. Bearing in mind the
fact that FlF

H
l = 1. Hence, the expected entry in (5.69) can be expressed as

E[XH
a (i)Xa(i)] = diag

(
E[X2

a,1 , X2
a,2 , . . . , X2

a,M ]
)
, (5.71)

where

E
[
X2

a,l

]
= E


Fl

(
K∑

k=1

xk(i)

)(
K∑

k=1

xk(i)

)H

FH
l




= E
[
FlDallD

H
allF

H
l

] ≈ K

Nc

,

(5.72)

where Dall is shown in (5.9) and the approximation used here is the same as in (5.10), that
is DallD

H
all ≈ (K/Nc)IM.

Finally, substituting (5.71) into (5.69) with the approximation shown in (5.72), we
obtain the relationship which can be expressed as

E[zH(i)z(i)] ≈ K

Nc

h̃Hh̃ + σ2
eM, (5.73)

where K is the number of active users, σ2
e is the noise variance and h̃ is the frequency

domain channel coefficients. In this work, we have already obtained the estimator for σ2
e

and hequ. The expected received signal power can be estimated via time-averaging, that
is

P̂r(i) =
1

T

T∑
i=1

zH(i)z(i). (5.74)
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Hence, the algorithm for estimating K can be expressed as

K̂(i) =
(
P̂r(i)− σ̂2

e(i)M
) Nc

P̂h(i)
, (5.75)

where
P̂h(i) = (FM,Lĥequ(i))

H(FM,Lĥequ(i)). (5.76)

In order to obtain the integer estimated values, we can set K̂(i) to the nearest integer
towards zero.

We remark that this proposed algorithm is efficient to estimate the number of active
users in the downlink of our block data transmission system with very low complexity.
The only parameter that is required to compute for this algorithm is the average received
signal power.

5.7 Simulation Results

In this section, we apply the proposed SC-FDE schemes and algorithms to the down-
link of a multiuser BPSK DS-UWB system. The pulse shape adopted in this work is the
RRC pulse with the pulse-width Tc = 0.375ns. The length of the data block is set to
N = 32 symbols. The Walsh spreading code with a spreading gain Nc = 8 is generated
for the simulations and we assume that the maximum number of active users is 7. The
channel has been simulated according to the standard IEEE 802.15.4a channel model for
the NLOS indoor environment as shown in [23]. We assume that the channel is constant
during the whole transmission and the time domain CIR has 100 taps. The sampling rate
of the standard channel model is 8GHz. The CP guard interval has the length of 35 chips,
which has the equivalent length of 105 samples and it is enough to eliminate the IBI. The
uncoded data rate of the communication is approximately 293Mbps. For all the simu-
lations, the adaptive filters are initialized as null vectors. This allows a fair comparison
between the analyzed techniques of their convergence performance. In practice, the fil-
ters can be initialized with prior knowledge about the spreading code or the channel to
accelerate the convergence. All the curves are obtained by averaging 100 independent
simulations.

The first experiment we perform is to compare the uncoded bit error rate (BER) per-
formance of the proposed adaptive algorithms in SCE and DA schemes. We consider the
scenario with a signal-to-noise ratio (SNR) of 16dB, 3 users, and 1000 training blocks.
Fig.5.3 shows the BER performance of different algorithms as a function of blocks trans-
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Fig. 5.3: BER performance of the proposed SC-FDE detection schemes versus the number of
training blocks for a SNR=16dB. The number of users is 3.

mitted. In this experiment, the knowledge of the number of users K and the noise variance
σ2

e are given for MMSE detection in the SCE scheme. It will be shown later, the perfectly
known K and σ2

e does not produce significant improvements in the BER performance
compared with using the estimated values. In both schemes, with only 8 iterations, the
proposed CG algorithms outperform the LMS algorithms and perform close to the RLS
algorithms. Since the filtering step in the SCE scheme which takes into the account that
L is smaller than M provides some performance gain, the adaptive algorithms in SCE
scheme performs better than in the DA scheme. However, the DA scheme has simpler
structure and lower computational complexity. The MMSE curves are obtained with the
knowledge of the channel, the spreading codes of all the users and the noise variance.
It can be found that, the MMSE performances of the proposed schemes are exactly the
same. This is because these two schemes can be considered as two different approaches
to solve the same MMSE problem.

Fig.5.4 shows the performances of the ML estimators of the noise variance in different
SNRs. For each SNR scenario, the estimated values of the noise variances for 1, 3 and 5

users are compared with the values in theory. For the multiuser case, the ML estimators
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Fig. 5.4: Performance of the noise variance estimator.

are not very accurate in the high SNR environments. However, it will be demonstrated
soon by simulations that this inaccuracy will only lead to very limited BER performance
reduction.

Fig.5.5 illustrates the performance of the estimators of the number of active users in
a 16dB environment with SCE-CG algorithm and we consider the multiuser cases of 2
to 4 users. The number of users is determined by the received signal power Pr(i), the
noise variance σ2

e(i) and the channel power Ph(i) as shown in (5.75). Firstly, we show
the performance of this estimator with the knowledge of σ2

e(i) and Ph(i). Because of an
approximation used in (5.73), the values of the estimated users number have gaps to the
real values. For example, in 2 and 3 users cases, these gaps are around 0.5 users. Secondly,
we assess the performance of the users number estimator with the estimated noise variance
σ̂2

e(i) and the adaptive channel coefficients. It should be noted that the channel estimation
is started with a null vector, which means very small P̂h(i) at the beginning stage and this
leads to very large K̂. Hence, we set K̂ = 7 as an upper maximum for this estimator.
The estimated values of K̂ approaches the curves which are obtained with the knowledge
of noise variance and the channel power. For the cases of 3 and 4 users, the curves fit
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Fig. 5.5: Performance of the active users number estimator.

well but there is a mismatch when the users number is 2. This mismatch is caused by
the estimation errors of σ̂2

e(i) and P̂h(i). However, later simulations will indicate that the
mismatches introduced by the approximation and the estimation errors will not noticeably
affect the BER performance.

Fig.5.6 shows the uncoded BER performance of the proposed CG algorithms with dif-
ferent number of iterations for each adaptation. For both schemes, the CG algorithms per-
form better as the number of iterations increases. However, using more than 8 iterations
will only produce very limited improvement in the BER performance for both schemes
but increase significantly the computational complexity. In our system, a good choice for
the number of iterations is c = 8. In this figure, all the dotted curves for the SCE scheme
are obtained with the knowledge of σ2

e and K. We also include a dashed curve to show
the performance of the SCE-CG with 8 iterations that is using the estimated values of σ̂2

e

and K̂. It is shown that using the estimated values will not affect the convergence rate but
only lead to a small reduction at the steady-state performance.

Fig.5.7 illustrates the uncoded BER performance of different algorithms in a scenario
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Fig. 5.6: BER performance of the proposed CG algorithms versus the number of training blocks
for a SNR=16dB. The number of users is 3.

with 3 users and different SNRs. In this experiment, 500 training blocks are transmitted at
each SNR and for the SCE scheme, the estimated σ̂2

e and K̂ are used. For all the simulated
SNRs, the proposed CG algorithms outperform the LMS algorithms and are very close to
the RLS algorithms.

Fig.5.8 shows the uncoded BER performance of different algorithms in a 16dB sce-
nario, with different numbers of active users. The parameters for the adaptive algorithms
are the same as those used to obtain Fig.5.7 and we use the estimated values of σ̂2

e and K̂

for the SCE scheme. For both schemes, the CG algorithms can support about 2 additional
users in comparison with the LMS algorithms and the RLS algorithms can support about
1 additional user in comparison with the CG algorithms.

Sheng Li, Ph.D. Thesis, Department of Electronics, University of York 2010



98

6 8 10 12 14 16 18
10

−3

10
−2

10
−1

10
0

SNR(dB)

B
E

R

 

 

DA−LMS(µ=0.075)

SCE−LMS(µ=0.05)

DA−RLS(λ=0.9998,δ=2)

SCE−RLS(λ=0.9998,δ=10)
DA−CG(c=8)
SCE−CG(c=8)
DA−MMSE
SCE−MMSE

Fig. 5.7: BER performance of the proposed SC-FDE detection schemes versus the SNR. The num-
ber of users is 3.

5.8 Conclusion

In this chapter, two adaptive detection schemes are proposed for the multiuser DS-
UWB communications based on the SC-FDE. These schemes can be considered as two
approaches to solve the MMSE detection problem in the block by block transmission SC
systems. The first scheme, named SCE, adaptively estimates the channel coefficients in
the frequency domain and then performs the detection and despreading separately. In ad-
dition, the MMSE detection in SCE scheme requires the knowledge of the noise variance
and the number of active users. To this purpose, we proposed simple algorithms to es-
timate these values. The second scheme, named DA, updates one filter in the frequency
domain to suppress both the MAI and the ISI. The DA scheme has a simpler structure and
a lower complexity but the SCE scheme performs better. For both schemes, we devel-
oped LMS, RLS and CG adaptive algorithms. For the SCE scheme, the CG algorithm has
much lower complexity than the RLS algorithm while performing better than the LMS
algorithm. For the DA scheme, a low complexity RLS algorithm is obtained which has
the complexity comparable to the CG algorithm in the multiuser scenarios. In the single
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Fig. 5.8: BER performance of the proposed SC-FDE detection schemes versus number of Users
in the scenario with a 16dB SNR.

user system, the complexity of DA-RLS is reduced to the same level as the DA-LMS.
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6.1 Introduction

A common estimation problem in communications engineering is to estimate a pa-
rameter vector from noisy observations. In this chapter, we consider the deterministic
estimation problem with additive white Gaussian noise (AWGN) in two scenarios: pa-
rameter estimation and interference suppression. In the parameter estimation scenario,
the M -dimensional observation vector is given by y = Xh + n, where X is a given
M -by-L matrix and n is the M -dimensional vector that presents the AWGN with zero
mean. The L-dimensional parameter vector h is the target parameter vector to be esti-
mated. In the interference suppression scenario, the M -dimensional observation vector
is given by z = Hb + n, where H is an unknown M -by-N matrix that can represent
the channel and/or the spreading codes and the M -dimensional vector n is the AWGN.
Instead of given H, a training sequence is transmitted and an equalizer whose parameters
are organized in the vector w is estimated to recover the N -dimensional date vector b.

A classical approach to solving these problems is the least-square (LS) method, which
will lead to minimum variance unbiased estimators (MVUE) [84]. The unbiasness is
usually considered as a good property for an estimator. Indeed, the unbiased estimators
will obtain the true value of the unknown parameter on average [84]. However, in some
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scenarios the LS method is not directly related to the MSE associated with the target
parameter vector and it has been found that a lower MSE can be achieved by adding
an appropriately chosen bias to the conventional LS estimators [85]- [92]. The biased
estimation has shown its ability to outperform the existing estimators especially in the
low signal-to-noise ratios (SNR) and/or short data records [86].

In the parameter estimation scenario, the typical objective is to minimize the estima-
tion error (h−ĥ), rather than minimize the the Euclidian norm of the error (y−ŷ), where
ŷ = Xĥ is the transformed estimator [85]. Some biased estimators have been proposed
to achieve a smaller estimation error than the LS solutions by removing the unbiased-
ness of the conventional estimators with a shrinkage factor in the parameter estimation
scenario. The earliest shrinkage estimators that reduce the MSE over MVUE include the
well known James-Stein estimator [87] and the work of Thompson [88]. Some extensions
of the James-Stein estimator have been proposed in [89]- [92]. In [93], blind minimax
estimation (BME) techniques have been proposed, in which the biased estimators were
developed to minimize the worst case MSE among all possible values of h within a pa-
rameter set. If a spherical parameter set is assumed, the shrinkage estimator obtained is
named spherical BME (SBME) [93].

For the interference suppression scenario, the LS solution of the equalizer is obtained
to minimize the Euclidian norm of the error (b− b̂) and results in an unbiased estimator
of w. In this scenario, biased estimators can be implemented to achieve lower estimation
error between w and ŵ, which is a more accurate approach to estimate the equalizer
itself. The shrinkage estimators thus are promising to perform better in the interference
suppression scenario with short training data support and in long filter scenarios.

To the best of our knowledge, the shrinkage estimators are rarely implemented into
real communication systems. One possible reason is that some assumptions required for
the signal model may not be found, for example, in the TH-UWB systems, the MAI can-
not be accurately approximated by a Gaussian distribution for some values of SNR and
SIR [94]- [95]. Another possible reason is that the existing shrinkage estimators usually
require some statistical information such as the noise variance and the norm of the real
parameter vector. In this chapter, we propose adaptive bias shrinkage estimators, which
do not require this information and are able to improve the performance of the RLS adap-
tive algorithms in the scenarios of parameter estimation and interference suppression. The
considered schemes corresponding to these scenarios are the RLS versions of the struc-
tured channel estimation (SCE) and the direct adaptation (DA) in SC-FDE for DS-UWB
systems that are proposed in Chapter 5. With additional complexity that is linearly depen-
dent on the filter size, considerable performance improvement can be obtained especially
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in the low SNR and short data support environments. In the parameter estimation sce-
nario, the proposed biased estimator performs better than the conventional RLS-based
SCE in terms of the MSE between the estimated parameter vector and the true vector.
Note that the SCE structure has some performance gain in comparison with the unstruc-
tured channel estimation [72] and the RLS version of the SCE performs better than other
adaptive versions that are studied in Chapter 5.3. We remark that with the proposed biased
estimator, further improvement of the SCE-RLS is obtained in terms of MSE. In the in-
terference suppression scenario, the proposed biased estimator brings some initialization
gain for the DA-RLS scheme that is introduced in Chapter 5.4.2. The convergence of the
DA-RLS scheme is accelerated because of the bias and a more accurate equalizer esti-
mation is achieved. An extended CRLB is calculated to examine the MSE performance
of the proposed shrinkage biased estimators. A study of the proposed algorithms in the
presence of UWB signals is carried out.

The main contributions of this chapter are listed below.

• Shrinkage estimators are developed to improve the performance of the frequency
domain RLS algorithms in the applications of parameter estimation and interference
suppression in DS-UWB systems.

• LMS based adaptive algorithms are developed in both scenarios to obtain the
shrinkage factors.

• The biased CRLB that constitutes a fundamental estimation limit of the shrinkage
estimators is calculated and we extend it to a lower bound for the MSE performance
of the shrinkage estimators.

• The performance of the proposed biased estimators are examined in SC-FDE of
DS-UWB systems with IEEE 802.15.4a channel model and severe ISI and MAI.

The rest of this chapter is structured as follows. Section 6.2 presents the LS solu-
tion for the parameter estimation scenario and the proposed shrinkage estimator that can
achieve a lower estimation error. Section 6.3 presents the LS solution for the interference
suppression scenario and the proposed shrinkage estimator that is aiming to improve the
performance of the RLS algorithm with short data records. The biased CRLB is calculated
in Section 6.4. In Section 6.5, the proposed biased estimators are equipped in SC-FDE of
DS-UWB systems and the simulation results demonstrate their better performance than
the RLS algorithms. Section 6.6 draws the conclusions.
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6.2 Parameter Estimation

In this section, the LS design for the parameter estimation scenario is detailed and the
proposed shrinkage estimator is developed to improve the MSE performance of the LS
solution.

6.2.1 LS solution Parameter Estimation

The linear estimation problem we discussed in this section can be expressed as

y = Xh + n, (6.1)

where the M -by-L data matrix X and the M -dimensional received signal y are given, n
is additive white Gaussian noise (AWGN) with zero mean and variance σ2. Note that, the
structured channel estimation (SCE) problem we solved in Chapter 5.3 is a typical exam-
ple of the parameter estimation scenario. In such scenario, we are aiming at estimating
the L-dimensional channel vector h based on the MMSE criterion. The MSE consists of
the variance and the bias of the estimator, which can be expressed as

E[‖h− ĥ‖2] = E[(ĥ− E[ĥ])H(ĥ− E[ĥ])] + E[‖E[ĥ]− h‖2], (6.2)

For the unbiased estimators, the MSE becomes

E[‖h− ĥu‖2] = E[(ĥu − h)H(ĥu − h)] = var(h, ĥu), (6.3)

To solve the parameter estimation problem, the conventional LS channel estimation
can be obtained by minimizing the following cost function

JLS(h) = ‖y −Xh‖2, (6.4)

assuming that the matrix XHX is a full rank matrix, then the LS solution is given by

ĥLS = (XHX)−1XHy. (6.5)

Assuming the AWGN with zero mean and variance σ2, the LS estimator is an unbiased
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estimator because E[ĥLS] = h. Hence, the MSE for the LS estimator is

E[‖h− ĥLS‖2] = E[(ĥLS − h)H(ĥLS − h)] = var(h, ĥLS). (6.6)

Defining v = var(h, ĥLS), we have

v = E[(ĥLS − h)H(ĥLS − h)] = E[
(
(XHX)−1XHn

)H(
(XHX)−1XHn

)
]

= tr{E[
(
(XHX)−1XHn

)H(
(XHX)−1XHn

)
]}

= E[tr{((XHX)−1XHn
)H(

(XHX)−1XHn
)}]

= E[tr{((XHX)−1XHn
)(

(XHX)−1XHn
)H}]

= tr{σ2(XHX)−1}

(6.7)

In section 6.4, the Cramér-Rao Lower Bound (CRLB) for the unbiased and the biased
estimators are calculated. We can conclude that the unbiased CRLB is achieved by the
LS estimator, which indicates that the LS estimator is an MVUE, or equivalently, the LS
estimator achieves minimum MSE among all the unbiased estimators. In what follows,
a shrinkage factor is equipped to the unbiased LS estimator that is able to improve the
performance in terms of MSE.

6.2.2 Shrinkage Factor Estimation in Parameter Estimation

Let us define the biased estimator as

ĥb = (1 + α)ĥLS, (6.8)

where α is a real-valued variable and (1 + α) is defined as the shrinkage factor. The MSE
that is introduced by such a biased estimator is given by

E[‖h− ĥb‖2] = (1 + α)2v + α2‖h‖2, (6.9)

where v = var(h, ĥLS).

Recalling the target of the biased estimation that is to reduce the MSE of the ĥLS, we
can express the objective as

E[‖h− ĥb‖2] ≤ E[‖h− ĥLS‖2]. (6.10)

Substituting (6.9) and (6.7) into the left hand side and the right hand side of (6.10), re-
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spectively, and rearranging the terms, we have the objective equation

(1 + α)2v + α2‖h‖2 − v ≤ 0. (6.11)

Note that the value of ‖h‖2 is not given, we make the assumption that ‖h‖2 ≤ Pm, where
Pm is a positive real-valued constant. Hence, the problem to be solved becomes

f(α) = (1 + α)2v + α2Pm − v ≤ 0. (6.12)

The solutions for f(α) = 0 are

α1 = 0 and α2 =
−2v

v + Pm

. (6.13)

Since v and Pm are both nonnegative quantities, we have f(α) < 0 for all the values of
α ∈ (α2, α1). By computing the gradient of f(α) with respect to α and setting it to zero,
the optimal solution is given by

αopt =
−v

v + Pm

. (6.14)

In this work, the LS channel estimator is recursively computed by the RLS adaptive
algorithm that is detailed in Chapter 5.3.2. The value of Pm and the variance of the LS
estimator are both unknown and must be estimated. To the best of our knowledge, this
problem has not been addressed in the literature. In this work, we propose the following
LMS-based algorithm to update the value of α.

The gradient of f(α) with respect to α is given by

gα = (1 + α)v + αPm, (6.15)

and the LMS update equation can be expressed as

α(i + 1) = α(i)− µĝα(i), (6.16)

where µ is the step size and the estimated gradient of f(α) with respect to α is given by

ĝα(i) =
(
1 + α(i)

)
v̂(i) + α(i)P̂m(i), (6.17)

in which the instantaneous estimator is employed as v̂(i) =
(
ĥRLS(i)−h(i)

)H(
ĥRLS(i)−
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h(i)
)
, and h is replaced by the time averaged RLS channel estimator, that is h(i) =

1
i

∑i
j=1 ĥRLS(j).

In order to determine the values of P̂m(i), two approaches are developed. In the first
approach, which is named estimator based (EB) method, the values of P̂m(i) is simply
replaced by ĥH

RLS(i)ĥRLS(i). Note that in this case, the equation (6.14) has the same
expression as the SBME that is proposed in [93]. However, the knowledge of the noise
variance is not required in our work. In the second approach, which is named automatic
tuning (AT) method, an LMS-based algorithm is proposed to update the values of P̂m(i)

within a given range. In this method, P̂m(i) is considered as a variable of the following
function

f(P̂m(i)) =
(
1 + αo(i)

)2
v + αo(i)

2P̂m(i)− v, (6.18)

where αo(i) = −v/
(
v + P̂m(i)

)
. Then the LMS algorithm is employed to update the

values of P̂m(i) as follows

P̂m(i + 1) = P̂m(i)− µpĝp(i)

= P̂m(i) + µp

(
2v̂(i)

(
v̂(i) + v̂(i)α(i) + α(i)P̂m(i)

)
(
v̂(i) + P̂m(i)

)2 − α2(i)

)
,

(6.19)

where µp is a small positive constant defined as the step size and ĝp(i) is the estimated
gradient of the function f(P̂m(i)) with respect to P̂m(i). Recalling the equation (6.13),
the range of the α is given as α ∈ (α2, α1) and it is dependent on the positive constant
Pm. If Pm → 0, the range approaches (−2, 0). If Pm → ∞, the range approaches a null
set. Also note that Pm is assumed to be a constant that is larger than the value of hHh.
Hence, for the second approach, we set lower and upper limits for the values of P̂m(i).
If the value of P̂m(i) goes beyond these limitations, it is set to the medium value of the
thresholds and continues the adaptation.

For the implementation of the proposed shrinkage estimator, the SCE problem dis-
cussed in Chapter 5.3.2 is considered. The RLS solution of the channel estimation,
which is represented as an L-dimensional vector ĥRLS(i), is obtained by using Equa-
tion (5.31). In Table 6.1, the proposed biased estimators with two approaches to calculate
P̂m(i) are summarized. Note that, the biased estimator with the EB approach, in which
P̂m(i) = ĥH

RLS(i)ĥRLS(i), requires 4L + 3 complex multiplications and 4L + 2 complex
additions. For the AT approach, in which P̂m(i) is updated by using equation (6.19), the
number of complex multiplications required is 3L + 9 and the number of complex addi-
tions required is 3L + 8. It will be demonstrated by the simulations that the performance
of the AT approach is better than the EB approach, but there is no need to set the upper
and lower limits for the values of P̂m(i) in the EB approach.
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Tab. 6.1: Biased Estimation for SCE-RLS in SC-FDE DS-UWB Systems

Proposed EB Proposed AT
1. Initialization: 1. Initialization:
α(1) = 0 α(1) = 0, P̂m(1) = 0.05

Set value of µ Set values of µ, µp, P̂m,min and P̂m,max

2. Calculate the biased estimator: 2. Calculate the biased estimator:
For i = 1, 2, . . . For i = 1, 2, . . .

ĥb(i) = (1 + α(i))ĥRLS(i) ĥb(i) = (1 + α(i))ĥRLS(i)

3. Calculate the shrinkage factor: 3. Calculate the shrinkage factor:
h(i) = 1

i

∑i
j=1 ĥRLS(j) h(i) = 1

i

∑i
j=1 ĥRLS(j),

v̂(i) =
(
ĥRLS(i)− h(i)

)H(
ĥRLS(i)− h(i)

)
v̂(i) =

(
ĥRLS(i)− h(i)

)H(
ĥRLS(i)− h(i)

)

P̂m(i) = ĥH
RLS(i)ĥRLS(i) P̂m(i + 1) is computed by using (6.19)

If P̂m(i + 1) < P̂m,min or > P̂m,max

ĝα(i) =
(
1 + α(i)

)
v̂(i) + α(i)P̂m(i), P̂m(i + 1) = 1

2
(P̂m,min + P̂m,max) End If

ĝα(i) =
(
1 + α(i)

)
v̂(i) + α(i)P̂m(i)

α(i + 1) = α(i)− µĝα(i) α(i + 1) = α(i)− µĝα(i)

6.3 Interference Suppression

In this section, we discuss the LS estimator and the biased estimator for the interference
suppression scenario.

6.3.1 LS Solution for Interference Suppression

The linear estimation problem to be solved in this section can be expressed as

z = Hb + n, (6.20)

where the M -by-N matrix H is an unknown matrix, z is the M -dimensional received
signal, b is the N -dimensional transmitted data vector and n is the AWGN with zero
mean and unknown variance σ2. Note that, the direct adaptation (DA) problem we solved
in Chapter 5.4 is a typical example of the interference suppression scenario. Assuming
the first user is the desired user and the MAI is Gaussian distributed, the expression of the
received signal as shown in (5.16) can be rewritten as

z = (1/
√

Nc)Λ1IeFNb1 + n. (6.21)
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Note that, if we consider the M -by-N matrix (1/
√

Nc)Λ1IeFN as matrix H, then this
signal model has the same expression as (6.20).

Now, follow the expression as in equation (5.43), a linear equalizer w can be imple-
mented to estimate the data vector as

b̂ = Yw, (6.22)

where Y = FH
N IH

e Z and Z = diag(z). The cost function for the development of the LS
estimation is given by

JLS = ‖b−Yw‖2, (6.23)

and the LS design of the linear equalizer can be expressed as

ŵLS = (YHY)−1YHb = R−1
LSpLS, (6.24)

where matrix RLS is defined as (YHY) and pLS represents the vector YHb.

Note that, the data vector can be expressed as

b = Ywo + εo, (6.25)

where wo is the optimal solution of the equalizer and εo is the measurement error. As-
suming that εo has zero mean and covariance of σ2

eI, we can obtain

E[ŵLS] = wo, (6.26)

which indicates that the LS estimator of the equalizer is an unbiased estimator. Now, let
us have a look at the following MSE:

E[‖wo − ŵLS‖2] = E[(wo − ŵLS)
H(wo − ŵLS)] = var(wo, ŵLS). (6.27)

Defining vw = var(wo, ŵLS) and using the similar derivation in (6.7), we have

vw = tr{σ2
e(Y

HY)−1}. (6.28)

In the interference suppression scenario, the unbiased LS estimator is obtained for the
equalizer. It is possible to introduce the biased estimation to reduce the MSE between the
optimal equalizer wo and the LS estimator ŵLS. Note that, for the interference suppres-
sion scenario, the typical objective is to minimize the overall performance which is deter-
mined as the MSE of E[‖b− b̂‖2], rather than to minimize the MSE of E[‖wo − ŵLS‖2].
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Hence, different from the objective of biased estimator in parameter estimation scenario,
the main motivation to introduce the bias in the interference suppression scenario is to
provide some initialization gain for the overall performance when the adaptive filtering
techniques are employed and the training data is limited. This can also help with tracking
problems and with robustness against interference.

6.3.2 Shrinkage Factor Estimation in Interference Suppression Schemes

The biased estimator of the equalizer with a shrinkage factor can be expressed as

ŵb = (1 + α)ŵLS, (6.29)

and the MSE of the biased estimator is given by

E[‖wo − ŵb‖2] = (1 + α)2vw + α2‖wo‖2. (6.30)

The objective of the biased estimation is to achieve a smaller MSE between wo and ŵLS,
which can be expressed as

E[‖wo − ŵb‖2] ≤ E[‖wo − ŵLS‖2]. (6.31)

Substituting (6.30) and (6.28) into the left hand side and the right hand side of (6.10),
respectively, and rearranging the terms, we have the objective equation

(1 + α)2vw + α2‖wo‖2 − vw ≤ 0. (6.32)

Note that the value of ‖wo‖2 is not given. We make the assumption that ‖wo‖2 ≤ Pw,
where Pw is a positive real-valued constant. Hence, the problem to be solved becomes

f(α) = (1 + α)2vw + α2Pw − vw ≤ 0. (6.33)

The problem to be solved here has the similar expression as the problem solved in the
previous section 6.2.2. Using the similar derivation to obtain (6.14), the optimal solution
here is given by

αopt =
−vw

vw + Pw

. (6.34)
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It is necessary to examine the effect of the shrinkage factor to the overall MSE perfor-
mance, which can be examined by calculating the MSE difference as follows:

E[‖b− b̂b‖2]− E[‖b− b̂LS‖2] = E[‖b− (1 + α)YŵLS‖2]− E[‖b−YŵLS‖2] (6.35)

Recalling the equation (6.24), we have

E[‖b−YŵLS‖2] = ‖b‖2 − pH
LSR

−1
LSpLS,

and
E[‖b− (1 + α)YŵLS‖2] = ‖b‖2 +

(
α2 − 1

)
pH

LSR
−1
LSpLS.

Hence,
E[‖b− b̂b‖2]− E[‖b− b̂LS‖2] = α2pH

LSR
−1
LSpLS ≥ 0. (6.36)

Although the biased equalizer will have a closer Euclidean distance to the optimal
equalizer, equation (6.36) indicates that the shrinkage factor actually will increase the
MSE between the data vector b and its estimator. Hence, in the interference suppression
scenario, the price to obtain a better presentation of the equalizer is the increased overall
MSE performance. We remark that the biased estimators can be utilized here to accelerate
the convergence rate or they can bring an initial gain for the RLS adaptive algorithm that
is aiming at estimating the LS solution recursively.

In this section, the LS estimator of the equalizer is approached by the RLS adaptive al-
gorithm that is detailed in Chapter 5.4.2. After calculating the ŵRLS(i) by using equation
(5.54), the value of Pw and the variance of the LS estimator must be estimated. Using
a similar derivation as in subsection 6.2.2, the LMS-based update equation for α(i) in
interference suppression scenario is given by

α(i + 1) = α(i)− µ
((

1 + α(i)
)
v̂w(i) + α(i)P̂w(i)

)
, (6.37)

where µ is the step size and the instantaneous estimator for the variance is given by

v̂w(i) =
(
ŵRLS(i)−wo(i)

)H(
ŵRLS(i)−wo(i)

)
, (6.38)

where wo is replaced by the time averaged RLS equalizer estimator, that is wo(i) =
1
i

∑i
j=1 ŵRLS(j).

In order to determine the values of P̂w(i), the proposed EB and AT approaches are
employed. In the EB method, we set P̂w(i) = ŵH

RLS(i)ŵRLS(i). In the AT approach, we
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Tab. 6.2: Biased Estimation for DA-RLS in SC-FDE DS-UWB Systems

Proposed EB Proposed AT
1. Initialization: 1. Initialization:
α(1) = 0 α(1) = 0, P̂w(1) = 10

Set value of µ Set values of µ, µp, P̂w,min and P̂w,max

2. Calculate the biased estimator: 2. Calculate the biased estimator:
For i = 1, 2, . . . For i = 1, 2, . . .

ŵb(i) = (1 + α(i))ŵRLS(i) ŵb(i) = (1 + α(i))ŵRLS(i)

b̂b(i) = Y(i)ŵb(i) b̂b(i) = Y(i)ŵb(i)

3. Calculate the shrinkage factor: 3. Calculate the shrinkage factor:
wo(i) = 1

i

∑i
j=1 ŵRLS(j) wo(i) = 1

i

∑i
j=1 ŵRLS(j),

v̂w(i) is calculated by using (6.38) v̂w(i) is calculated by using (6.38)

P̂w(i) = ŵH
RLS(i)ŵRLS(i) P̂w(i + 1) is computed by using (6.39)

If P̂w(i + 1) < P̂w,min or > P̂w,max

ĝα(i) =
(
1 + α(i)

)
v̂(i) + α(i)P̂w(i), P̂w(i + 1) = 1

2
(P̂w,min + P̂w,max) End If

ĝα(i) =
(
1 + α(i)

)
v̂(i) + α(i)P̂w(i)

α(i + 1) = α(i)− µĝα(i) α(i + 1) = α(i)− µĝα(i)

employ the recursive equation

P̂w(i + 1) = P̂w(i) + µp

(
2v̂w(i)

(
v̂w(i) + v̂w(i)α(i) + α(i)P̂w(i)

)
(
v̂w(i) + P̂w(i)

)2 − α2(i)

)
, (6.39)

where µp is a small positive constant defined as the step size and similar to the algorithm
in the parameter estimation scenario, we also set upper and lower limits for the values
of P̂w(i). For the implementation of the proposed shrinkage estimator, the DA problem
discussed in Chapter 5.4.2 is considered. The RLS solution of the equalizer, which is
represented as an M -dimensional vector ŵRLS(i), is obtained by using equation (5.54).
In Table 6.2, the proposed biased estimators with two approaches to calculate P̂w(i) are
summarized. Note that, the EB approach requires 4M + 3 complex multiplications and
4M + 2 complex additions. For the AT method, in which P̂m(i) is updated by using
equation (6.39), the number of complex multiplications required is 3M+9 and the number
of complex additions required is 3M + 8. Simulation results will demonstrate that in the
interference suppression scenario, both approaches will introduce initialization gain to the
DA-RLS scheme. The AT method has faster convergence rate than the EB method, but
EB method will introduce less MSE loss for the overall performance.
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6.4 The Cramér-Rao Lower Bound and Its Extension

The Cramér-Rao Lower Bound (CRLB) is the minimal variance that an unbiased esti-
mator can achieve [96], [97]. For biased estimators, a biased CRLB can be calculated to
indicate the lower bound of the variance of biased estimators [97]. In this section, CRLB
for the biased estimators equipped with shrinkage factors is examined and the parameter
estimation scenario is employed to show the derivations.

For the estimation problem y = Xh + n, where X is a given matrix and n is the
AWGN with zero mean and variance σ2. We define p(y;h) as the probability density
function (PDF) of the received signal y, which is characterized by h. Assuming that
p(y;h) satisfies the regularity condition [96], which is given by E[∂p(y;h)/∂h] = 0, for
all h. In this work, we consider the shrinkage estimator which is given in (6.8) and we
have

E[ĥb] = h + αh = h + B(h), (6.40)

where B(h) = αh represents the bias which is a function of h. Then, the biased CRLB
for the shrinkage estimator is given by

E[(ĥb − E[ĥb])
H(ĥb − E[ĥb])] ≥

(
1 + dB(h)

dh

)2

−E
[

∂2 ln p(y;h)
∂h2

] , (6.41)

Bearing in mind that the noise is assumed to be white Gaussian and its covariance is
defined as σ2I, we have

−E

[
∂2 ln p(y;h)

∂h2

]
= tr{ 1

σ2
XHX}. (6.42)

Finally, the CRLB for the variance of the shrinkage estimators with bias B(h) is given
by

E[(ĥb − E[ĥb])
H(ĥb − E[ĥb])] ≥ (1 + α)2tr{σ2(XHX)−1}. (6.43)

The CRLB for the unbiased estimator can be expressed as

E[(ĥu − E[ĥu])
H(ĥu − E[ĥu])] ≥ tr{σ2(XHX)−1}. (6.44)
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It must be noted that the biased CRLB shown in (6.43) gives the minimum variance
that a shrinkage estimator can achieve and indicates that the shrinkage estimators attain
this lower bound. However, it is not as meaningful as the CRLB for the unbiased estimator
that is shown in (6.44). The main reason is that for the unbiased estimator, the variance
is equal to the MSE of the estimator and hence the CRLB can also be considered as
the lower bound of the MSE performance. However, for the biased estimators, recalling
the equation (6.9), the MSE performance is determined not only by the variance of the
estimator but also the bias, which is α2‖h‖2 in our case. In addition, there is an unknown
variable α in (6.43) and the derivation in this section so far is not able to give an optimal
solution of α that leads to minimum MSE. Hence, we extend the analysis here to obtain a
lower bound for the MSE performance of the biased estimators. The MSE of a shrinkage
biased estimator is given by

E[‖h− ĥb‖2] = var(h, ĥb)+bias(h, ĥb) = (1+α)2tr{σ2(XHX)−1}+α2‖h‖2. (6.45)

If we consider the MSE expression as a function of α, then the optimal solution of α

that corresponds to the minimum MSE can be obtained by computing the gradient with
respect to α and setting it to zero. The optimal α can be expressed as

αopt =
−tr{σ2(XHX)−1}

tr{σ2(XHX)−1}+ ‖h‖2
. (6.46)

Hence, the lower bound for the MSE performance of the shrinkage estimator is

E[‖h− ĥb‖2] ≥ (1 + αopt)
2tr{σ2(XHX)−1}+ α2

opt‖h‖2

=
tr{σ2(XHX)−1}‖h‖2

tr{σ2(XHX)−1}+ ‖h‖2

=
1(

tr{σ2(XHX)−1}/‖h‖2
)

+ 1
tr{σ2(XHX)−1}.

(6.47)

The equation (6.47) is the extended CRLB for the shrinkage estimators and it indicates
the followings:

1: The value of the scalar term 1
(tr{σ2(XHX)−1}/‖h‖2)+1

is always smaller than 1 and
larger than 0, which means the lower bound of the shrinkage MSE is always lower than
the CRLB for the unbiased estimators that is given in (6.44).

2: The distance between the bounds of unbiased estimators (in (6.44)) and the ex-
tended CRLB for shrinkage estimators (in (6.47)) is dependent on the noise variance σ2.
Interestingly, in the low SNR scenarios where σ2 is large, the distance between the bounds
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becomes larger than in the high SNR scenarios. Actually, if the SNR is high and σ2 → 0,
then these two bounds tend to be the same. The simulation results will also demonstrate
this phenomenon as the gain of the shrinkage estimator over the unbiased LS solution is
increasing as the SNR reduces.

3: If the white Gaussian is assumed and the shrinkage estimator is obtained based on a
minimum variance unbiased estimator (MVUE), then the optimal α is given in (6.46) and
the lower bound shown in (6.47) is achieved.

6.5 Simulations
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Fig. 6.1: MSE performance (‖h − ĥ‖2) of the biased structured channel estimation (SCE). The
parameters used: RLS (λ = 0.998, δ = 10). Proposed EB: µ = 0.075 and proposed AT:
µ = 0.075, µp = 0.05, P̂m,min = 0.05, P̂m,max = 0.15.

In this section, the biased estimators are employed in the SCE and DA detectors that are
developed in Chapter 5 and their MSE performance are compared with the conventional
SCE-RLS and DA-RLS algorithms, respectively. The simulation environment is set to
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Fig. 6.2: MSE performance (‖h− ĥ‖2) of the biased SCE with different SNRs.

the same as in Chapter 5. The pulse shape adopted is the RRC pulse with the pulse-
width Tc = 0.375ns. The length of the data block is set to N = 32 symbols. The
Walsh spreading code with a spreading gain Nc = 8 is generated for the simulations
and we assume that the maximum number of active users is 7. The channel has been
simulated according to the standard IEEE 802.15.4a channel model for the NLOS indoor
environment as shown in [23]. We assume that the channel is constant during the whole
transmission and the time domain CIR has 100 taps. The sampling rate of the standard
channel model is 8GHz. The CP guard interval has the length of 35 chips, which has
the equivalent length of 105 samples and it is enough to eliminate the IBI. The uncoded
data rate of the communication is approximately 293Mbps. For all the simulations, the
adaptive filters are initialized as null vectors. All the curves are obtained by averaging
200 independent simulations.

In the first experiment, we examine the proposed biased estimators for the SCE in a
single user system with 0dB SNR. In Fig. 6.1, the MSE performance of the channel esti-
mators are compared as a function of number of blocks transmitted. The RLS algorithm
approaches the unbiased CRLB given in (6.44) while the proposed biased estimators ap-
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Fig. 6.3: MSE performance (‖h− ĥ‖2) of the biased SCE with different number of users.

proach the extended CRLB as given in (6.47). The proposed estimators converge faster
than the RLS algorithm and the stead-state performance is also improved. The proposed
AT algorithm in this scenario performs the best. Note that the additional complexity to
employ the biased estimation techniques increases linearly with the length of the channel.

Fig. 6.2 illustrates the MSE performance of different channel estimators in a scenario
with 3 users and different SNRs. The parameters for the adaptive algorithms are the same
as those used to obtain Fig. 6.1 and 200 training blocks are transmitted for each run. For
all the simulated SNRs, the proposed biased algorithms outperform the RLS algorithm.
In low SNR scenarios, the gain achieved by the biased estimator is larger than in the high
SNR scenarios.

Fig. 6.3 shows the MSE performance of different channel estimators in a 0dB scenario,
with different numbers of active users. The parameters for the adaptive algorithms are the
same as those used to obtain Fig. 6.1 and 200 training blocks are transmitted for each run.
The proposed biased algorithms outperform RLS algorithm in all the scenarios.
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Fig. 6.4: MSE performance (‖b− b̂‖2) of the biased estimator in DA-RLS scheme with 3users in
3dB SNR. The parameters used: RLS (λ = 0.998, δ = 2). Proposed EB: µ = 0.0075
and proposed AT: µ = 0.0075, µp = 0.005, P̂m,min = 10, P̂m,max = 20.

In Fig. 6.4, the MSE performance of the estimators in the DA scheme are compared as
a function of number of blocks transmitted. There is an initial gain achieved by the biased
estimators and the proposed AT algorithm performs best with 200 transmitted training
blocks. Note that the MSE performance compared here is the overall MSE performance
that is given by ‖b − b̂‖2. As discussed in Chapter 6.3.2, although the biased equalizer
will have a closer Euclidean distance to the optimal equalizer, equation (6.36) indicates
that the shrinkage factor actually will increase the overall MSE between the data vector b

and its estimator. Hence, in the DA scheme, the main idea to employ the biased estimators
is to achieve an initial gain for the RLS adaptive algorithm.

In Fig. 6.5, we examine the MSE performance of the estimators in the DA scheme in
a short data support scenario. For a 3-user communications with 3 dB SNR, the number
of training blocks is set to 50. The parameters for the adaptive algorithms are the same
as those used to obtain Fig. 6.4. After the training stage, all the adaptive algorithms are
operated in steady-state stage. In this experiment, we show that the biased estimators in
the interference suppression scenario (DA scheme as an example) can be employed in the
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Fig. 6.5: MSE performance (‖b − b̂‖2) of the biased estimator in short data support DA-RLS
scheme with 3users in a scenario with SNR=3dB.

systems with short training sequence and the initial gain can be maintained.

In Fig. 6.6, we examine the MSE performance of the estimators in the DA scheme
in a 10dB SNR scenario. The proposed estimators still have an initial gain over the con-
ventional RLS algorithm. In this scenario, the overall MSE performance loss introduced
by the proposed AT algorithm can be spotted after around 40 blocks transmitted. How-
ever, for the EB algorithm, the performance is still better than the RLS with 200 training
blocks.

In Fig. 6.7, we examine the uncoded BER performance of the biased estimators in the
SCE scheme in a system with 3 users in different SNRs. In this experiment, the parameters
for the adaptive algorithms are the same as those used to obtain Fig. 6.1 and only 50
training blocks are transmitted for each run. The proposed biased estimators achieve a
BER gain around 1dB at the low SNR scenarios. The proposed AT scheme outperforms
the EB and conventional RLS algorithm in the tested scenarios. As the SNR increases,
the difference between the BER performance of these algorithms become smaller. For
the DA scheme, the similar performance gain can be obtained for the proposed biased
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Fig. 6.6: MSE performance (‖b− b̂‖2) of the biased estimator in DA-RLS scheme with 3users in
a scenario with SNR=10dB.

estimators and the results is not included in the figure for the sake of clarity.

6.6 Conclusion

In this Chapter, shrinkage biased estimators are developed in the scenarios of parame-
ter estimation and interference suppression. LMS-based adaptive algorithms are devised
to obtain the shrinkage factors. The biased CRLB has been computed and we have ex-
tended it to obtain a lower bound for the MSE performance of the shrinkage biased esti-
mators. The incorporation of the proposed estimators has been considered in the detection
schemes of SCE and DA as introduced in Chapter 5. The simulation results demonstrate
the improved MSE performance of the biased estimators in different scenarios.
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7. CONCLUSIONS AND FUTURE WORK

Contents
7.1 Summary of Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

7.1 Summary of Work

In this thesis, we have investigated interference suppression adaptive algorithms for the
multiuser DS-UWB systems. These algorithms are implemented in the time domain in
symbol by symbol transmission systems and in the frequency domain in block by block
transmission systems. Reduced-rank adaptive algorithms are proposed for the time do-
main interference suppression tasks, a novel generic reduced-rank receiver and SAABF
scheme are proposed with LMS and RLS adaptive algorithms that are developed based on
the MMSE criterion (Chapter 3), blind reduced-rank receivers are proposed based on the
CCM criterion and NSG and RLS versions are developed (Chapter 4). The LMS, RLS and
CG-based adaptive detectors are developed for SC-FDE in DS-UWB systems (Chapter 5)
and shrinkage estimators are proposed to improve the performance of the RLS versions
of the frequency domain detectors (Chapter 6). The proposed reduced-rank receivers can
be employed in spread-spectrum systems which encounter large filter problems and suffer
from severe interferences. The adaptive algorithms that is developed in SC-FDE systems
can also be used in OFDM systems.

In Chapter 3, firstly, a generic reduced-rank scheme that jointly updates the projection
vector and the reduced-rank filter is proposed. We pointed out that although this generic
scheme outperforms the existing reduced-rank schemes in the multiuser DS-UWB sys-
tems, it still has high computational complexity. Hence, a novel reduced-rank interfer-
ence suppression scheme is investigated and named SAABF, in which the design of the
projection vector in the generic scheme is constrained with a multi-branch structure and
the significant complexity reduction is achieved. Simulation results demonstrate that the
performance of the generic scheme is maintained in the SAABF scheme. Then, LMS and
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RLS algorithms were developed for adaptive implementation of the SAABF scheme. A
discussion of the global optimality of the reduced-rank filter was presented, and the re-
lationships between the SAABF and the generic scheme and the full-rank scheme were
established. We remark that the proposed SAABF scheme is a promising low-complexity
solution for the communication systems that encounter large filter problems and severe
interferences.

In Chapter 4, blind reduced-rank adaptive receivers based on the JIO and CCM crite-
rion are proposed for the multiuser DS-UWB systems. The NSG and RLS adaptive al-
gorithms are developed for the proposed blind receiver. In the RLS version, the columns
of the projection matrix are updated one by one. We found that the performance of the
blind reduced-rank scheme can be improved by calculating the columns of the projection
matrix individually. This is because the columns of the projection matrix can be consid-
ered as the direction vectors on the dimensions of the subspace and a better representation
of the projection procedure can be obtained via using the column-by-column adaptation.
However, the computational complexity will be increased by using the column-by-column
adaptation. In order to reduce the complexity, an approximation is devised for the RLS
version. The robustness of the proposed receivers has been demonstrated in the scenario
that the blind receivers are required to suppress the ISI, MAI and NBI together. Compared
to the SAABF scheme proposed in Chapter 3, the proposed blind reduced-rank receivers
offer higher spectrum efficiency while only requiring the time synchronization and the
spreading code of the desired user.

In Chapter 5, two adaptive detection schemes are proposed based on the MMSE lin-
ear detection strategy for SC-FDE in DS-UWB systems, which are termed SCE and DA.
Cyclic prefix is employed in both schemes. LMS, RLS and CG adaptive algorithms are
developed for the adaptive implementations. For the SCE scheme, the channel estimation
is carried out in the frequency domain and the estimated channel coefficients are then
substituted into the expression of the MMSE detector. It should be noted that the noise
variance and the number of users are required in the expression of the MMSE detec-
tor. For this purpose, we estimate the noise variance via the maximum likelihood (ML)
method and develop a low-complexity algorithm to estimate the number of active users.
For the DA scheme, only one filter is implemented in the frequency domain to suppress
the interference. A new signal model is employed in the DA scheme and is extended to
the adaptive implementations that enables a simplified linear adaptive filter design. Simu-
lation results illustrate that the SCE scheme outperforms the DA scheme in the multiuser
DS-UWB systems, while the DA scheme has a simpler receiver structure and lower com-
plexity.

Sheng Li, Ph.D. Thesis, Department of Electronics, University of York 2010



123

In Chapter 6, biased adaptive estimation techniques based on shrinkage estimators are
devised and incorporated into RLS versions of the SCE and DA schemes that are pro-
posed in Chapter 5. LMS-based adaptive algorithms are proposed to recursively compute
the shrinkage factors. For the SCE scheme, the biased estimator achieves a lower MSE
of the channel estimation than the SCE-RLS. For the DA scheme, the biased estimator
is developed to reduce the MSE of the estimated equalizer. Note that to equip these bi-
ased estimators, the additional complexity required increases linearly with the length of
the estimated parameter vector. In this chapter, the biased CRLB that constitutes a fun-
damental estimation limit of the shrinkage estimators is computed and we extend it to a
lower bound for the MSE performance of the shrinkage estimators. Simulations are car-
ried out in multiuser DS-UWB systems and the performance improvements are achieved
in low SNR scenarios and with short data support. The biased estimators obtained in this
work are developed in general expressions for the scenarios of parameter estimation and
interference suppression. Hence, they can be implemented into other communication sys-
tems to improve the performance of the unbiased LS solutions, especially for the systems
that operate in low SNR and with short data support.

7.2 Future Work

Some suggestions for future work based on this thesis are given below.

In Chapter 3, novel reduced-rank algorithms are proposed based on the JIO and switch-
ing. One possible future implementation scenario of the proposed schemes is the cooper-
ative UWB communication systems. In a cooperative transmission system, data is trans-
mitted or relayed from the terminals or users to the destination user or terminal. The main
reason to employ the cooperative communication is to transmit information through an
optimally selected or combined route from all the possibilities such that the communi-
cation resources can be fully utilized and systems can perform with increased reliability,
lower transmit power, larger coverage and higher transmission rate [98]- [101]. For DS-
UWB systems, cooperative communications have the potential to increase the coverage
and the data rate while requiring low transmitted power. In Chapter 3, the proposed
SAABF scheme is a promising technique to the cooperative communications because of
its low-complexity and remarkable interference suppression ability. Another possible im-
plementation of the SAABF scheme is to modify it to achieve timing acquisition. For the
UWB systems, accurate timing acquisition is required and the performance may loss dra-
matically if the timing errors larger than a small fraction of nanosecond [102]. In [103], a
near-far-resistant demodulator with symbol-level timing acquisition scheme is proposed
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based on MMSE criterion for CDMA systems in AWGN channel. We can modify the
SAABF scheme to solve the MMSE synchronization problem as modeled in [103] for
DS-UWB systems.

In Chapter 4, blind reduced-rank algorithms are proposed for DS-UWB systems based
on CCM and JIO criterion. The BER performance can be improved by including cod-
ing techniques such as turbo and low-density parity-check (LDPC) coding. An iterative
(turbo) equalizer has been proposed for MSWF-based reduced-rank scheme in [104], in
which the performance of the coded reduced-rank scheme is significantly better than the
uncoded schemes. We can also employ channel coding into the blind reduced-rank al-
gorithms in the future work. Since the performance of the proposed JIO-CCM schemes
outperforms the MSWF algorithms in the uncoded systems, a large coding gain can be
expected from the proposed scheme.

In Chapter 5, the adaptive frequency domain detection schemes have been proposed
for SC-FDE in DS-UWB systems. In fact, the signal model employed and the adaptive
algorithms developed in this chapter can be modified to operate in OFDM-based block by
block transmission systems. In Chapter 6, biased estimators are proposed to improve the
performance of the RLS versions of the frequency domain equalizers that are introduced
in Chapter 5. A further development of the biased estimation can be achieved by intro-
ducing a matrix-form shrinkage factor. For example, the biased estimator in parameter
estimation scenario proposed in Chapter 6 is given by ĥb = (1 + α)ĥu, where a scalar
shrinkage factor is employed for all the parameters in the L-dimensional vector ĥu. For
a further development, the biased estimator can be expressed as ĥb = (I + M)ĥu, where
M is a diagonal matrix and its diagonal vector is m = [α1, α2, . . . , αL]. This method will
allow a better way to assign the bias for each parameter in the vector ĥu.
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A. PROOF OF THE EQUIVALENCE OF THE SCHEMES

In this section, we prove that the SAABF (1,D,M) is equivalent to the the generic
scheme and the SAABF (1,1,M) is equivalent to the full-rank scheme.

Firstly, we express the MMSE solutions for the SAABF scheme as

w̄MMSE = R̄−1p̄, ψMMSE = R−1
ψ pψ (A.1)

where R̄ = E[Rin(i)P(i)ψ(i)ψH(i)PH(i)RH
in(i)], p̄ = E[d∗(i)Rin(i)P(i)ψ(i)], Rψ =

E[PH(i)RH
in(i)w̄(i + 1)w̄H(i + 1)Rin(i)P(i)] and pψ = E[d(i)PH(i)RH

in(i)w̄(i + 1)].
Revisit the expression of the basis functions in the SAABF scheme in (3.12). In SAABF
(1,D,M), the length of the inner function equals to the length of the basis function and the
position matrix in (3.13) becomes an MD-by-MD identity matrix. Hence, the MMSE
solutions of the generic scheme shown in (3.10) are the same as (A.1) when P(i) is an
identity matrix, which means the SAABF (1,D,M) is equivalent to the generic scheme.

Secondly, we prove that the SAABF (1,1,M), or the generic scheme with D=1, is
equivalent to the full-rank scheme in the sense that they have the same MMSE corre-
sponding to the optimum solutions. Here, we expand the cost function of the generic
scheme that is shown in (3.9)

JG = σ2
d − E[d(i)tH(i)RH

in(i)w̄(i)]− E[d∗(i)w̄H(i)Rin(i)t(i)]

+ E[w̄H(i)Rin(i)t(i)t
H(i)RH

in(i)w̄(i)].
(A.2)

In the case of D=1, the input data matrix Rin(i)=rT (i) becomes a 1-by-M vector, the
reduced-rank filter has only one tap and hence the w̄opt is a scalar term and we can find
the relationship between topt and w̄opt as

topt = (E[r∗(i)rT (i)]w̄optw̄
∗
opt)

−1E[d(i)r∗(i)]w̄opt = (RT )−1p∗(w̄∗
opt)

−1
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Hence, the second term in (A.2) becomes

E[d(i)tH(i)RH
in(i)w̄(i)] = tH

optE[d(i)r∗(i)]w̄opt = [(RT )−1p∗(w̄∗
opt)

−1]Hp∗w̄opt

= pT (RT )−1p∗ = (pHR−1p)T = pHR−1p.
(A.3)

Note that here we use the fact that the transpose of the scale term pHR−1p is itself and
(RT )H = RT . Since the third scalar term in (A.2) is the conjugate of the second term, we
have E[d∗(i)w̄H(i)Rin(i)t(i)] = (pHR−1p)H = pHR−1p. The fourth term of (A.2) can
be expanded as

E[w̄H(i)Rin(i)t(i)t
H(i)RH

in(i)w̄(i)] = w̄∗
optE[rT (i)toptt

H
optr

∗(i)]w̄opt

= w̄∗
optE[tH

optr
∗(i)rT (i)topt]w̄opt = pT (RT )−1p∗ = pHR−1p.

(A.4)

Hence, the MMSE of the generic scheme for D=1 is JGMMSE = σ2
d − pHR−1p, which

is the same as the MMSE obtained via the full-rank Wiener filter as shown in (3.4). This
completes the proof.
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B. ANALYSIS OF THE OPTIMIZATION PROBLEM

In this Appendix, we discuss the optimization problem of the proposed SAABF
scheme. Specially, we consider the convergence of the SAABF scheme via the com-
putation of the Hessian matrix of the MSE cost function which can be expressed as

JMSE(w̄(i), ψ(i)) = E[|d(i)− w̄H(i)Rin(i)P(i)ψ(i)|2]. (B.1)

It is known that the convexity of the function can be verified if its Hessian matrix is pos-
itive semi-definite. However, the SAABF scheme includes a discrete optimization of the
position matrix and a continuous adaptation of the reduced-rank filter and the projection
vector. For the position matrix selection problem, we constrain the design of the posi-
tion matrix to a small number of pre-stored matrices and switch between these matrices
to choose the instantaneous sub-optimum position matrix. This feature of the SAABF
scheme suggests that the optimum values of the three variables of the MSE cost function
may be difficult to obtain together, and that there are multiple solutions of the cost func-
tion. The convexity is only verified when we consider one of the continuously adapted
variables whilst the others are kept fixed. Firstly, let us compute the D-by-D Hessian
matrix for (B.1) with respect to the reduced-rank filter:

HJ,w̄ =
∂2JMSE

∂w̄H(i)∂w̄(i)
= E[Rin(i)P(i)ψ(i)ψH(i)PH(i)RH

in(i)]. (B.2)

For any D-dimensional non-zero vector a, we discuss the following scale term

aHHJ,w̄a = E[aHRin(i)P(i)ψ(i)ψH(i)PH(i)RH
in(i)a] = E[â(i)â∗(i)] = E[|â(i)|2],

(B.3)
where â(i) = aHRin(i)P(i)ψ(i). Assume that the position matrix P(i) and the projection
vector ψ(i) are fixed. The scale term in (B.3) is always nonnegative. Hence, the Hessian
matrix HJ,w̄ is a positive semi-definite matrix. Similarly, the qD-by-qD Hessian matrix
for (B.1) with respect to the projection vector is

H
J,ψ = E[PH(i)RH

in(i)w̄(i)w̄H(i)Rin(i)P(i)], (B.4)
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which is also a positive semi-definite matrix if the position matrix and the reduced-rank
filter are fixed.

In the SAABF scheme, after determined the position matrix, the optimization prob-
lems for the projection vector and the reduced-rank filter can be consider as a bi-convex
problem [78]: by fixing one of the parameters, the other design problem is convex. In or-
der to test the convergence of the SAABF scheme in the case of jointly updating w̄(i) and
ψ(i), we checked the impact of different initializations, which confirmed that the perfor-
mance of the algorithms are not subject to degradation due to the initialization. However,
the proof of the global optimum and no local minima with the joint adaptive algorithm
remains an interesting open problem to be researched.
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C. CONVERGENCE PROPERTIES FOR THE CCM FUNCTION

In this section, we examine the convergence properties of the cost function JJIO =
1
2
E

[
(|y(i)|2 − 1)2

]
, where y(i) = w̄H(i)TH(i)r(i). For simplicity of the following anal-

ysis, we drop the time index (i). The received signal is given by

r =
K∑

k=1

√
EkPrSe,khkbk + η + n,

=
K∑

k=1

√
Ekbkpk + η + n = PkAkb + η + n,

(C.1)

where pk = PrSe,khk, k = 1, . . . , K, are the signature vectors of the users. Pk =

[p1, . . . ,pK ], Ak = diag(
√

E1, . . . ,
√

EK) and b = [b1, . . . , bK ]. η and n represent
the ISI and AWGN, respectively. We assume that bk, k = 1, . . . , K, are statistically
independent i.i.d random variables with zero mean and unit variance and are independent
to the noises. Firstly, we will discuss the noise-free scenario for the analysis, in which,
the output signal of the JIO receiver is given by

y = w̄HTHPkAkb = εHb, (C.2)

where ε , AH
k PH

k Tw̄ = [ε1, . . . , εK ]. Assuming that user 1 is the desired user and
recalling the constraint w̄HTHp1 = �, where � is a real-valued constant. We obtain that
the first element of the vector ε can be expressed as

ε1 =
√

E1p
H
1 Tw̄ =

√
E1�. (C.3)
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Now, let us have a closer look at the cost function,

JJIO =
1

2
E

[|y(i)|4 − 2 |y(i)|2 + 1
]

=
1

2

(
E

[
(εHbbHε)2

]− 2E
[
εHbbHε

]
+ 1

)

=
1

2

(
K∑

k=1

K∑
j=1

|εk|2|εj|2|bk|2|bj|2 − 2
K∑

k=1

|εk|2|bk|2 + 1

)

=
1

2

(
K∑

k=1

K∑
j=1

|εk|2|εj|2 − 2
K∑

k=1

|εk|2 + 1

)

=
1

2
(|ε1|2 + ε̃H ε̃)2 − (|ε1|2 + ε̃H ε̃) +

1

2

(C.4)

where ε̃ = [ε2, . . . , εk] = ÃH
k P̃H

k Tw̄, P̃k = [p2, . . . ,pK ] and Ãk =

diag(
√

E2, . . . ,
√

EK). Equation (C.4) transforms the cost function of both T and w̄

into a function with single variable ε̃. We remark that ε̃ is a linear function of Tw̄ that is
the blind reduced-rank receiver. Hence, the convexity properties of the cost function with
respect to ε̃ reflects the convexity properties of the cost function with respect to Tw̄. To
evaluate the convexity of JJIO, we compute its Hessian that is given by

HJIO =
∂

∂ε̃H

∂JJIO

∂ε̃
= 2ε̃ε̃H + (|ε1|2 − 1)I. (C.5)

It can be concluded that a sufficient condition for HJIO to be a positive definite matrix is
|ε1|2 > 1, which is E1�2 > 1. This condition is obtained in noiseless scenario, however,
it also holds for small σ2 that can be considered as a slight perturbation of the noise-free
case [54]. For larger values of σ2, the term � can be adjusted to ensure the convexity of
the cost function.
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