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Summary

The maintenance of polygenic variability by a balance between mutation and stabilizing selection
has been analysed using two approximations: the 'Gaussian' and the 'house of cards'. These lead
to qualitatively different relationships between the equilibrium genetic variance and the parameters
describing selection and mutation. Here we generalize these approximations to describe the
dynamics of genetic means and variances under arbitrary patterns of selection and mutation. We
incorporate genetic drift into the same mathematical framework.

The effects of frequency-independent selection and genetic drift can be determined from the
gradient of log mean fitness and a covariance matrix that depends on genotype frequencies. These
equations describe an 'adaptive landscape', with a natural metric of genetic distance set by the
covariance matrix. From this representation we can change coordinates to derive equations
describing the dynamics of an additive polygenic character in terms of the moments (means,
variances, ...) of allelic effects at individual loci. Only under certain simplifying conditions, such as
those derived from the Gaussian and house-of-cards approximations, do these general recursions
lead to tractable equations for the first few phenotypic moments. The alternative approximations
differ in the constraints they impose on the distributions of allelic effects at individual loci. The
Gaussian-based prediction that evolution of the phenotypic mean does not change the genetic
variance is shown to be a consequence of the assumption that the allelic distributions are never
skewed. We present both analytical and numerical results delimiting the parameter values consistent
with our approximations.

1. Introduction

roughly constant, so that the mean will change at a rate
Many of the characters important in adaptation and proportional to the selection pressure on the mean,
artificial selection are continuously distributed. Their Over longer time-scales, the Gaussian phenotypic
phenotypic distributions are often approximately analyses popularized by Lande( 1976, 1979) provide a
Gaussian, or may become so when measured on an valuable description of the evolutionary dynamics of
appropriate scale. Beyond experiments suggesting character means, provided that one is willing to
polygenic inheritance, the genetic basis of variation of assume that the genetic variances and covariances are
such traits is almost always unknown. Given our known. However, this approach cannot predict the
ignorance, it would be useful to find conditions under dynamics of the variance. These dynamics are
which the evolution of these traits can be predicted fundamental to long-term selection response and to
from measurable variables, such as the phenotypic understanding the processes that maintain polygenic
mean and the genetic variance, in a way that is variation. We present a general description of the
independent of genetic details. The general question dynamics of the mean, variance and higher-order
is: when can we ignore the genetics underlying moments of a polygenic trait. This description
heritable variation in quantitative traits? provides the conditions under which phenotypic

In the short term, artificial selection experiments dynamics may be predicted without complete knowl-
suggest that the additive genetic variance may remain edge of the underlying genetics.
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Crow & Kimura (1964) introduced a model in which
variation in a continuous character is maintained by
a balance between mutation and stabilizing selection.
They assumed an infinite number of segregating alleles
at each locus, giving a continuous distribution of
allelic effects. Kimura (1965) showed that the
equilibrium distribution is approximately Gaussian,
under the implicit assumption that the effects of new
mutations are small relative to the existing variation at
the locus (Turelli, 1984). Lande (1975, 1980) used this
result to analyse the effects of linkage and pleiotropy.
By assuming that the effects of all the loci follow a
multivariate Gaussian distribution, the evolution of a
polygenic trait can be described completely in terms of
the mean vector and covariance matrix of this
distribution. This greatly simplifies genetic analyses of
many important evolutionary problems ranging from
sexual selection to character displacement (e.g. Lande,
1977, 1981; Felsenstein, 1979; Kirkpatrick, 1982,
1985; Slatkin, 1980).

Turelli (1984, 1985, 1986) has criticized this
Gaussian model on two grounds: first, per-locus
mutation rates are unlikely to be high enough to
maintain a Gaussian distribution of allelic effects at
individual loci, and secondly, there are unlikely to be
enough alleles at each locus to support the continuum-
of-alleles approximation for more than a single
character. Turelli (1984) developed an alternative
approximation for the equilibrium of Crow &
Kimura's continuum-of-alleles model. His approxim-
ation is based on the empirically motivated assump-
tion that the effects of new mutations at a locus are
generally much greater than the existing genetic
variance at the locus. In a different context, Kingman
(1978) described such mutations as 'bring(ing) down
the evolutionary "house of cards'", and Turelli
(1984) showed that, when per-locus mutation rates are
low relative to selection intensity, a 'house of cards'
approximation accurately describes the equilibrium of
allelic effects under the model analysed by Kimura
(1965) and Lande (1975). Despite its derivation from
a continuum-of-alleles model, this approximation
produces predictions for the equilibrium genetic
variance that are essentially identical to those from
models in which only a few alleles segregate at each
locus (e.g. Wright, 1935; Latter, 1960; Bulmer, 1972;
Turelli, 1984; Slatkin, 1987), provided the alleles
responsible for polygenic variation are usually rare.

The assumption that loci are near fixation is not
obviously identical to the assumption that new
mutations swamp the existing variability at a locus.
We will therefore distinguish them in this paper,
by referring to the former as the 'rare alleles' ap-
proximation, and the latter as the ' house of cards'
approximation. In models with a continuum of alleles,
each allele is infinitesimally rare. The assumption that
alleles producing variance are rare is then replaced by
the more general assumption that the distribution of
allelic effects is highly leptokurtic: i.e. that the fourth

central moment is much larger than the square of the
variance.

Here we extend the Gaussian and house-of-cards
approximations to describe the response of the mean
and the variance to arbitrary selection pressures, and
to sampling drift. We also consider the genetic
consequences of non-Gaussian distributions of phen-
otypes. Our general approach to modelling selection
is described in the next section. It combines Wright's
notion of an 'adaptive landscape' with a natural
measure of'genetic distance' (Akin, 1979). It leads to
equations for the changes of the population mean,
variance and skew that depend on the relation between
the mean fitness of the population and those moments.
Expressing the evolution of quantitative characters in
terms of such an adaptive landscape aids calculation
of (for example) the equilibrium distribution of
genotypes and phenotypes under drift and the
probability of shifts between alternative adaptive
peaks. However, even in the absence of dominance,
epistasis and genetic drift, the conditions under which
a simple formulation is possible are biologically
restrictive. Thus it may be that no more than a crude
approximation of the genetic dynamics underlying
phenotypic evolution is generally possible.

2. General approach

A random mating population can be described by the
frequencies of all possible gametes. We will simplify
by assuming that recombination rates (r) are large
enough relative to selection intensities (s) and effective
population sizes (N) so that the effects of linkage
disequilibrium are negligible (i.e. s, 1/N<$r). The
population can then be described by the frequencies of
alleles at each locus. Numerical results that support
this approximation for reasonable parameter values
appear in Bulmer (1972), Turelli (1984) and Lynch &
Hill (1986); see also Wright (1965). We are concerned
here with an additive polygenic character, and so it will
be convenient to replace the set of allele frequencies at
a locus by the distribution of effects of the alleles on
the character. The distribution will be continuous
under the Crow & Kimura (1964) model.

We seek to describe the population in terms of the
moments of the phenotypic distribution, rather than
by the complete set of allele frequencies. This may be
achieved in three steps. First, the coordinates are
transformed from the allele frequencies to the mean,
variance and higher moments of the distributions of
allelic effects at each locus. This step is exact, because
it only involves a change in the way we label different
states of the population. For example, Fig. 1 shows
three alternative representations of a population in
which three alleles with effects (—1,0,1) are segre-
gating at a single locus. The population can be
represented by the frequencies of all three alleles (Fig.
1 a), by two of the three allele frequencies (Fig. 1 b), or
by the mean and variance of diploid individuals (Fig.
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Fig. 1. The state of a population that segregates at a
single locus for three alleles with effects { — 1,0,1} can be
represented in many ways, (a) Graphs the frequencies of
the three alleles; the population is confined to the
two-dimensional plane on which allele frequencies sum to

one. (6) Graphs the frequencies of two of the alleles, and
(c) graphs the mean and variance of allelic effects. The
three points —, 0, + (enclosed in circles) correspond to
fixation of the three alleles. The point C corresponds to
allele frequencies (1/3, 1/3, 1/3).

1 c). The transformation to moments is simplified by
assuming that selection is sufficiently weak that it
allows a continuous-time approximation. The second
step is to combine the recursions for individual loci to
produce recursions for the phenotypic moments.
Finally, conditions are found under which the
dynamics of the first two or three moments are
independent of the higher moments and the moments
of effects at individual loci.

The transformation from allele frequencies to
moments is facilitated by writing the equations for
selection and drift in terms of an ' adaptive landscape'
(Wright, 1935). In our notation the rate of change of
the population due to selection is the product of a
matrix and the gradient of log mean fitness. The
covariance caused by sampling drift in each generation
is given by the same matrix, divided by the effective
population size. When selection is weak enough, and
population size large enough, for the diffusion
approximation to be accurate, these two equations
suffice to describe the stochastic evolution of the
population. The advantage of using Wright's formu-
lation of selection and drift is that the equations take
the same form, regardless of the coordinates being
used: technically, they are 'covariant' (Adler, Bazin &
Schiffer, 1975). Whilst Wright's equations have been
used to model allele frequencies at a single locus, or
at a set of independently segregating loci, it is not
widely appreciated that they also apply to the effects
of selection and sampling drift on gamete frequencies.
Hence they also give a compact description of the
effects of selection and drift on any transformation of
gamete frequencies: for example, of allele frequencies

and higher-order linkage disequilibria (Akin, 1979;
Barton, 1987). We use the adaptive landscape here in
a similar way, to give a compact description of the
effects of selection and drift on the moments of an
additive polygenic character; we approximate by
neglecting linkage disequilibria, so as to avoid the
complex effects of recombination. Our approach can
be seen as an extension of Lande's (1976) analysis of
phenotypic evolution to include changes in moments
other than the mean.

3. Adaptive landscapes

If recombination rates are large enough relative to
selection intensities, the response to selection of any
population whose genotypes have constant relative
fitnesses is proportional to the gradient in log mean
fitness (Wright, 1935, 1969, chs. 3, 4; Akin, 1979,
p. 51). Let x = (xl,xi,...) denote an arbitrary vector of
variables that suffice to describe the evolution of a
population without linkage disequilibrium; these
might be allele frequencies or moments of distributions
of allelic effects. If the population is large and diploid,
mating is random, and selection is weak enough to
permit a continuous-time approximation of the
standard discrete-generation difference equations, we
will show that there is a positive definite matrix
G = (gy) such that

dxJdt*iT.igiiZ<ynW)/Sxi, (3.1)

W denoting the mean fitness of the population.
In general, the matrix G will vary with x. It is easiest

to interpret when x is a vector of allele frequencies at
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a single locus. For each allele at this locus, allele i say,
define a genotypic indicator variable, denoted /4, that
takes the value 1 for allele / homozygotes, f for allele
/ heterozygotes, and 0 for all other genotypes (cf. Price,
1970). (An alternative procedure, which would lead to
essentially the same results, assigns haploid gametes
carrying allele i a value lt = 1, and all other gametes
a value 0.) With this definition, the allele frequency pt

is just the expectation of lt taken with respect to the
genotype frequencies in the population. Let gt} denote
the covariance between /, and l}. Taking expectations
with respect to the genotype frequencies in an infinite,
random-mating, diploid population, we find

Here 5i} is the Kronecker delta, equal to 1 if/ =j, and
0 otherwise. We will refer to this G as the 'genetic
indicator covariance matrix' or simply the 'covariance
matrix'. Its role in (3.1) is precisely that played by the
usual additive genetic covariance matrix in the
equations for the dynamics of the means of multiple
characters under selection. In fact the equations are
identical, the characters here being the allelic
indicators (lt).

The standard equations for selection on a locus with
s alleles are

' (3.3)

with Wt = T,iPl 1VV, W = ZtPfWi, and Wti the fitness
of genotype ij. A straightforward calculation shows
that these are equivalent to

APt = 5^gy3(ln W)/dpp (3.4)

where In denotes the natural logarithm. Thus for
one-locus selection the matrix G in equation 3.1 is the
variance-covariance matrix for the genotypic vari-
ables lt, and equation 3.1 simply involves approximating
Ap{ by dpjdt. (Alternative interpretations of the
derivative 3(ln W)/dpj are discussed in Appendix A.)

The role of our assumption of linkage equilibrium
becomes clear if we consider allele frequencies under
multilocus selection. As shown by Ewens & Thomson
(1977), equation 3.3 still applies if the fitnesses Wi} are
replaced by 'induced fitnesses', denoted PFy. An
induced one-locus fitness is calculated by averaging
the fitnesses of all the multilocus genotypes that
contain the specified one-locus genotype. In the
average, each fitness is weighted by the frequency of
the associated multilocus genotype among individuals
with the specified one-locus genotype. Linkage
equilibrium simplifies matters because it makes the
induced fitnesses independent of the allele frequencies
at the locus being considered. Thus the calculations
leading to equation 3.4 are unchanged. Linkage
equilibrium also implies that the indicator variables
for distinct loci are independent, so that if i and j
indicate alleles at distinct loci, gtj = 0. Hence equation

3.4 describes allele frequency dynamics under multi-
locus selection, with the summation extending over
alleles at all loci, but with non-zero contributions
coming only from one locus (see Wright, 1969, ch. 4).

Our continuous-time approximation simplifies the
analysis of the more general case in which the xt denote
functions of the allele frequencies. A standard change
of variables shows that equation 3.1 still applies with

g(x)i} = Iafi (dxt/dPa) gWa/tdxrfdpp), or (3.5 a)

G(x) = AG(p)AT, (3.5b)

where A = (dxt/dp}) is the Jacobian matrix of the
transformation from p to x and AT denotes its
transpose. Because the covariance matrix is necessarily
positive definite,

d(\n W)/dt = Sy [8(ln W)/dxJ gy[8(ln W)/5xi] S-J 0.
(3.6)

Thus the population must evolve under selection in
such a way that the mean fitness never decreases. This
Fundamental Theorem of Natural Selection (Fisher,
1930; Akin, 1979, p. 70) implies that stable equilibria
are at local peaks in mean fitness.

The representation of selection in terms of the
gradient in log mean fitness (equation 3.1) is also
useful when sampling drift is taken into account. From
the usual Wright-Fisher model for genetic drift in a
population of effective size N, we obtain

cov (Spt, 8pj) = gij/N. (3.7)

Thus the covariance between the allele frequency
fluctuations that are produced by sampling drift each
generation is proportional to the covariance, gti. When
/ andy refer to alleles at the same locus, equations 3.2
and 3.7 give the standard covariance expression from
multiple-allele diffusion approximations of genetic
drift (cf. Watterson, 1977). For alleles at different loci,
the approximation cov (Spt, dp}) = 0 depends on our
assumption of linkage equilibrium. As before, a simple
coordinate transformation leads directly to the
covariance caused by drift for an arbitrary set of
characters, xt.

Because the same matrix describes the effects of drift
(equation 3.7) and the response to selection (equation
3.1), analysis of the stochastic behaviour of popula-
tions is greatly simplified. Any system whose dynamics
can be represented by equations with the same form
as those above has an asymptotic probability density
given by Wright's (1937, 1969, chs. 13, 14) formula

v¥(p) = CW2N/det(G) (3.8a)

(where C is a normalization constant). Without
reversible mutation, all genetic variation must event-
ually be lost. Then, equation 3.8a is dominated by
singularities at the fixation states: it describes the
asymptotic frequency distribution for unfixed loci (see
Ewens, 1964). If the mutation rate from allele i to allele
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j , nip does not vary with / (i.e. fiti = fi}, as in Kingman's
house-of-cards model), the effects of mutation can be
described by a potential analogous to W (Wright,
1969, p. 394; Akin, 1979, pp. 64-66). In this case the
non-degenerate stationary density for one locus is
given by Wright's (1949) formula

covariance between fluctuations 5yw caused by
sampling drift is simply

¥(/>) = CWtNYljp]
{iN"r1\ (3.86)

The extension to multiple loci in linkage equilibrium
is straightforward. Wright has used this distribution
extensively to give a quantitative basis to his ' shifting
balance' model of evolution. Such diffusion analyses
can readily be extended to give the probability of a
transition from one adaptive peak to another (Wright,
1941; Gardiner, 1983, ch. 9; Lande, 1985; Barton &
Rouhani, 1987). We should note, however, that this
simple formulation will generally break down if
recombination, frequency-dependent selection, or
more complex mutation patterns are significant.

4. Genetic distance

The matrix G mediates the effects of both drift and
selection. The interpretation of both processes can be
simplified by regarding G as setting a natural measure
of genetic distance. The distance between two
populations in states that differ by a small amount 8xa

is defined as S S ^ f o ^ G " 1 ) ^ ^ . This distance is a
generalization of the Mahalanobis £>2 distance. If x
represents the means of a set of correlated characters,
then the distance is the conventional Mahalanobis D2,
defined using the genetic covariance rather than the
phenotypic covariance (Lande, 1979; Schluter, 1983).
If x represents a set of allele frequencies, the distance
is just Bhattacharya's (1946) and Cavalli-Sforza &
Edwards' (1967) measure (see Antonelli & Strobeck,
1977). For the special case of populations whose
evolution can be approximated by the mean and the
variance of a quantitative character, the matrices in
(5.2) and (5.3) below define a distance that takes
differences in both these variables into account. In
practice, differences in variance are rarely measured
accurately enough for such a measure to be useful: it
is proposed here more as an aid to understanding the
theoretical dynamics of polygenic systems, than for
the analysis of data from natural or artificial
populations.

The metric gtj defines a curved geometry: for
example, with three alleles at a single locus, the
population moves on the two-dimensional octant of a
three-dimensional sphere (Antonelli & Strobeck,
1977). In the curved geometry, a set of populations
that begin in the same state will diffuse out at an equal
rate in all directions as a result of sampling drift; the
mean square distance moved after T generations is (to
leading order in \/N) equal to T/N (Heuch, 1975;
Antonelli & Strobeck, 1977). If we choose a geodesic
coordinate frame yw in which G is diagonal, • the

cov {5yw, dyv) = dwv/N, (4.1)

where Swv is the Kronecker delta.
The response to selection has an equally simple

interpretation. When distance is measured using an
arbitrary set of coordinates, a population will not
necessarily move up a gradient in mean fitness as
rapidly as it might; the direction it takes is the product
of the additive genetic covariance and the gradient in
log mean fitness (Lande, 1979; equation 1). However,
if distance is measured relative to the metric G, a
population will move up a gradient in log mean fitness
as rapidly as possible: that is, it will move in the
direction which causes the greatest increase in mean
fitness over a given genetic distance. In the geodesic
coordinate frame, the effect of selection is

dyjdt = 3(ln W)/dyw. (4-2)

Provided fitnesses are not frequency-dependent, and
the vector yw contains all relevant variables, the above
equations only require the weak selection, continuous-
time approximation.

When the dynamic equations are written in tensor
notation, with metric gi}, they retain the same form
under any choice of coordinates, i.e. they are
'covariant' (Graham, 1977). When written in this
form, results on the joint effects of mutation, selection
and drift can be obtained quite easily, regardless of the
form of G (Graham, 1977; Barton & Rouhani, 1987;
equations 4.1 and 4.2 above). However, because tensor
notation is unfamiliar to most geneticists, we have not
used it in this paper.

5. Application to a quantitative character

These general theoretical relations apply to weak
selection on a quantitative character. This can only be
exactly described by the distribution of allelic effects
at all the relevant loci. We therefore seek a simple
approximation by changing to a more tractable set of
coordinates and finding conditions that justify neglect
of all but a few of them. For simplicity, we will assume
completely additive genetic effects and additive,
genotype-independent environmental effects that
follow a Gaussian distribution with zero mean and
variance Ve. Neglect of dominance and epistasis is
biologically restrictive: more general models will be
considered in subsequent analyses.

Let mi denote the average contribution of alleles at
locus /, and let mkl denote the frth central moment of
allelic effects at this locus (i.e. mt = E(Xt) and
mkt = E\(Xi-mi)k], where Xt denotes the effect of an
allele at locus / and E denotes expectation with respect
to the allele frequencies in the population). In
Appendix B we describe the transformation from allele
frequencies to these moments. The next step, which is
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also described in Appendix B, is to relate the
dynamical equations for the moments at individual
loci to the observable dynamics of the overall
phenotype. Our assumptions of additivity and linkage
equilibrium allow us to sum over loci to obtain a
description of the population in terms of the
phenotypic moments, denoted M, M2, M3, In
the following equations we denote the phenotypic
mean and variance by Z = M = 2Lt m{ and
V=M2 = TLim2i-k-Ve = Vg+Ve. Suppressing the
subscripts identifying individual loci, the equations
for the phenotypic moments are

on the central limit theorem, is delicate (see Appendix
C); however, it shows that under stabilizing selection
on a large number of loci, only the selection
coefficients on the mean and the variance need be
considered.

We next show that both the Gaussian and
rare-alleles approximations impose relationships
among the moments that collapse equation 5.1 into
one involving only the first two or three moments at
each locus. In the Gaussian model the third moment
of each allelic distribution must be zero, and the fourth
moment must equal three times the square of the

dZ/dt

dV/dt

dMJdt
- 2 S ,

tfln

m3

m3

(w4-3m|)

Our assumptions imply that the first two elements of
the matrix in equation 5.1, namely 2Lim2i and
2Ej m3i, are simply Vg and M3. Given our assumptions
that mating is random, that linkage disequilibrium is
negligible, and that selection is weak, these equations
apply for any distribution of allelic effects and for any
frequency-independent form of selection. Bulmer
(1980, p. 174) derived the dependence of dM/dt on the
m3i and presented an equation (his 10.33) for dV/dt
that is equivalent to the first two terms of dV/dt in
eqn. 5.1. Gillespie (1984) also noted the dependence of
dV/dt on m31. Equation 5.1 extends these analyses to
higher order moments.

Equation 5.1 shows that the evolution of the lower
moments generally depends on the higher moments.
In order to make further progress, two steps are
necessary. First, it must be shown that the terms
corresponding to selection on the phenotypic mean
and variance generally dominate, so that higher-order
selection coefficients (namely, 3(ln W)/dM3,...) can be
neglected. In effect, this removes all but the first two
columns of the above matrix. Second, the higher
moments must be approximated by some function of
the lower moments; this removes all but the first few
rows of the matrix and produces a closed system of
equations.

There are two alternative rationales for ignoring the
higher-order selection coefficients in equation 5.1.
First, under weak, Gaussian stabilizing selection (or
any selection function that can be adequately
approximated by the first three terms of a Taylor's
series expansion), the mean fitness depends only on
the mean and variance of the phenotypic distribution,
irrespective of the form of this distribution. Second,
for more general selection schemes, one might argue
that if many loci are involved the phenotypic
distribution will be approximately Gaussian, so the
mean fitness will again depend only on the phenotypic
mean and the variance. This argument, which is based

3(ln W)/dZ

d(\nW)/dV

d(\nW)/dM3

(5.1)

variance. Moreover, by assumption, the phenotypic
distribution must be precisely Gaussian, and so
higher-order selection coefficients can be neglected
even when the number of loci is small. With identical
loci, equation 5.1 then simplifies to

[dZ/dn[Vg

YdV/dtl Lo
o i ra(inPF)/ez"i

1/n\ ld(lnW)/dv\'
(5.2)

To the extent that n is estimable, equation 5.2 achieves
the goal of expressing the dynamics of polygenic
variation in terms of observable parameters. However,
if the loci do not have identical distributions of effects,
the lower right-hand corner of the matrix becomes
4£4 m|j. The sum can be written as Vg/ne, which defines
an effective number of loci. Unfortunately, this
effective number will in general change as selection
changes the relative contributions of different alleles
and different loci: the dynamics of the effective
number depend on the genetic details that we are
trying to circumvent. Hence, even the highly simplified
Gaussian genetic model does not generally yield
simply predictable phenotypic dynamics. The same
conclusion follows from Lande's (1975) analysis of
Gaussian stabilizing selection (see his equation 19).

Under the rare-alleles approximation, each locus is
close to fixation. Each moment is therefore propor-
tional to the frequency of the rare alleles, and so
products of moments can be neglected in equation 5.1.
Furthermore, because all the moments are propor-
tional to the rare-allele frequencies, the fourth moment
at each locus may be roughly proportional to the
second moment. The following arguments support this
intuition. Assuming that all loci have identical even
moments, we define the ratio between the fourth and
second moments to be 6. In the simplest case, where
two alleles segregate at each locus, one is rare, and the
effect of a substitution is 2<x at each locus, 0 = a2. For
the continuum-of-alleles model analysed by Turelli
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(1984), in which mutations have a Gaussian distribu-
tion of phenotypic effects with variance a2, and
stabilizing selection follows a Gaussian fitness func-
tion, the house-of-cards (low mutation rate) approxi-
mation also leads to 6 = a? (see equations 3.14, 3.15
in Turelli, 1984). Although the fourth and second
moments will not be strictly proportional under
general selection schemes with multiple alleles, the
applicability of this approximation to the two special
cases considered above suggests that it may be
reasonable whenever rare alleles contribute most of
the genetic variance. In general, we expect that when
most genetic variation is attributable to rare alleles
with effects large relative to V(mz,i)>
mi — m\'^mi~ 6m2, where 0 will be a small factor of
the same order as the square of the effect of the alleles;
its value will depend on the genetic details.
Consideration of diallelic loci motivates two
additional simplifying assumptions: that mb ~ 0m3,
and m6 ~ 92m2 (under the continuum-of-alleles model,
mb= m3 = 0, and w6 ~ 302m2). These approximations
lead to

(5.3)

dZ/dt

dV/dt

dMJdt

K
M3

_6Vg

M3

evg
0M3

0M3

PVg

3(ln

d(lnW)/dV

9(lnTF)/8M3

(Here we have included the third-order selection
coefficient for completeness; however, the arguments
in Appendix C suggest that in most cases the third and
higher columns of the matrix will be negligible for
large «.) Note that dM3/dt ~ 9dZ/dt. If M3 remains
near zero, equation 5.3 can be reduced to a
two-moment approximation that differs from equa-
tion 5.2 only in replacing Vg/n by 6Vg in the second
diagonal term. Whereas equation 5.2 requires an
estimate of the number of loci, 5.3 requires an estimate
of a = \/9, the average phenotypic effect of an
individual mutation.

For non-identical loci, the dynamics of the
phenotypic moments can be expressed in closed form
only if additional assumptions are made. For instance,
if we can assume that a2 is uncorrelated with m2 and
m3 across loci, equation 5.3 still applies, with 0
replaced by the average of a2 across loci. At a
symmetric mutation-selection equilibrium, this is
equivalent to assuming that mutation rates are
uncorrelated with average effects of mutations.
However, away from equilibrium, changes in the
variance produced by response to selection will
certainly be correlated with allelic effects (a). Thus it
is unclear whether approximation 5.3 is any more
general than 5.2, which requires identical loci.
Nevertheless, we will see from the numerical examples
below that equation 5.3 can successfully accommodate
some differences among loci.

An important feature of equation 5.3 is the role
played by the skew term, M3 (see Bulmer, 1980, and
Gillespie, 1984, for a similar result). In previous

analyses of mutation and stabilizing selection (e.g.
Wright, 1935; Kimura, 1965; Bulmer, 1972; Latter,
1960), the models have been symmetric, and the
mean has been assumed to lie at the optimum. This
ensures that M3 is zero at equilibrium. Although
the observed near-normality of most quantitative
characters (Falconer, 1981) suggests that the third
moment is not very large, it is not clear that it is
negligible. When mutation is added to the model (see
Section 6 below), equation 5.3 is modified by the
incorporation of mutational variance, but the dy-
namics of the mean and skew are unaltered. At
equilibrium, the system of three simultaneous equa-
tions becomes degenerate (because dMJdt ^ OdZ/dt),
and the equilibrium value of M3 is a free parameter.
In Wright's (1935) model, in which two alleles
segregate at each of n interchangeable loci, Barton
(1986) found that many stable equilibria are possible
under mutation and stabilizing selection. These differ
in the magnitude of M3, as expected from equation 5.3.
The third moment is negligible only if the population
mean lies near the optimum phenotype. In general,
equation 5.3 will only give closed equations for the
evolution of the mean and the variance if some
process, such as sampling drift, ensures that the third
moment remains small. This complex question is
discussed in more detail in Barton (1986).

6. Mutation and stabilizing selection: equilibria

To show that our general formulation is consistent
with previous work and allows it to be extended,
equations 5.2 and 5.3 can be applied to find the
variance maintained at an equilibrium between
mutation and stabilizing selection. Following the
analyses of Lande (1975) and Turelli (1984), we
assume Gaussian stabilizing selection. The fitness of
an individual with phenotype Z is

= exp[-(Z-Z0)2/2Kg]. (6.1)

Here Zo denotes the optimal phenotype, and \/Vs

measures the intensity of selection. Assuming a
Gaussian distribution of phenotypes, p{Z), with mean
Z and variance V, calculation of W = \p{Z) W(Z) dZ
gives

lnTF=-i[ln(l + K/Ks) + (Z-Z0)7(F+Ks)]. (6.2)

If selection is relatively weak and the population mean
is not too far from the optimum (i.e. Vs> V,
(Z-Zoy), we have

6(ln W)/dZ ^-(Z-Zo)/ V8 and

- iF s . (6.3)

If// denotes the mutation rate, and a2 the variance of
allelic effects produced by mutation at each locus,
mutation can be incorporated into our general
approximation (5.1) by adding Vm = 2nfia? to the
equation for dV/dt. It is, of course, possible that
mutation alters the mean and the skew; however,
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because we have no reason to expect mutation to act
in any particular direction, we ignore this possibility
(see Appendix C).

Under the Gaussian genetic model with weak
selection, equations 5.2 and 6.3 predict that the
equilibrium phenotypic mean is Zo and the equilibrium
genetic variance is

Vg =* V(2n Vm V8) = ViWfio? Vs). (6.4)

This agrees with the Gaussian-based results of Kimura
(1965), Latter (1970) and Lande (1975) if the small
contribution of linkage disequilibrium to Lande's
prediction is ignored (see equation 3.3 of Turelli,
1984). By analysing each locus separately (as in
equation B 3), we can recover the more general results
given by Kimura and Lande for non-identical loci.

Under the rare-alleles approximation with weak
selection, equations 5.3 and 6.3 imply that the
equilibrium Z is the optimum Zo only if M3 is zero.
When it is, we recover the standard result for the
equilibrium genetic variance,

(cf. Latter, 1960; Bulmer, 1973; Turelli, 1984). Thus
in our analysis the differences between the Gaussian
and house-of-cards (rare alleles) predictions emerge
from the different constraints that they impose on
the higher moments in equation 5.1. Prediction 6.5
agrees with previous results for low per-locus mutation
rates and generalizes them to an arbitrary number of
alleles per locus, under the assumption that most
phenotypic variance is due to rare alleles of relatively
large effect. By considering each locus separately, this
prediction can be extended to non-interchangeable
loci.

As noted above, M3 is a free parameter under the
rare-alleles approximation (5.3). When the third
moment is not negligible at equilibrium, the variance
is higher than predicted by equation 6.5. Using
Wright's (1935) model of multiple diallelic loci, Barton
(1986) discovered stable mutation-selection equilibria
at which the mean did not lie at the optimum and the
equilibrium skew was non-zero. By using the skew
observed at numerically determined asymmetric
equilibria, he found that the observed variance agreed
well with the prediction from equation 5.3.

7. Mutation and stabilizing selection: dynamics

To examine the dependence of phenotypic evolution
on the underlying genetic structure, we will consider
a population initially at equilibrium between mutation
and Gaussian stabilizing selection with M3 = 0.
Suppose that the optimum phenotype, Zo, now
changes to a new value. Equations 5.1 and 6.3 imply
that for weak selection (i.e. Vs P V, (Z-Z0)2), the
character will initially change according to

dZ/dt^-Vg(Z-Z0)/Vs,

dV/dt ^ 0,
(7.1a)
(1.1b)

irrespective of the form of the distribution of allelic
effects, and whether or not the loci are identical.
Within each generation, selection changes the mean by
-(Z-ZO)V/(V+VS)~-(Z-ZO)V/VS, so the pre-
diction for the mean (7.1a) agrees with the classical
quantitative genetic equation for selection response
and Lande's (1976) Gaussian phenotypic analysis.
The additional prediction that the variance remains
approximately constant supports a frequent assump-
tion of these phenotypic analyses. If evolution
proceeds without producing significant skew in the
distribution of the character, equations 7.1 continue
to hold and the underlying genetic details are
irrelevant.

The question now is, will enough skew be generated
by the shift in optimum to change the genetic variance?
Under the Gaussian genetic approximation, skew is
absent by assumption and none can be generated
(5.2). On the alternative rare-alleles approximation,
(5.3) predicts that skew will be generated. Denote the
deviation from the new optimum by A = Z—Zo and
denote the initial equilibrium variance with M3 = 0 by
Vo. We will assume that m4—m\ ̂  o?m2, and that a2

is of order l/«. Then including only terms of order \/n
(so that we can ignore 3(ln W)/dM3, etc.), equations
5.3 and 6.3 produce

dA/dt ~-AVg/Vs-M3/2Vs (1.2a)

dV/dt ~-AM3/Vs-oPVg/2Vs+ Vm (1.2b)

dMJdt =* -o?AVg/V8-a?M3/2Vs ~ <x2dA/dt. (1.2c)

Equation 7.2 c implies that if the skew is initially zero,
M3 a: <x2(A — Ao). Substituting this into equations 7.2a
and 1.2b yields

dA/dt ~-AVg/V8-<x2(A-Ao)/2Vs (7.3a)

dV/dt^ a2A(A0-A)/Fs-a2(K- VO)/2VS. (13b)

In deriving equation 13 b, we have used our
assumption that M3 = 0 initially so that the initial
genetic variance, Vg0, satisfies Vm = a?VgJ2Vs, and
our assumption that Ve is constant so that the V and
Vg have identical dynamics.

Equations 7.3 show that the response to the change
in optimum occurs over two timescales. First, the
mean rapidly moves towards the new optimum,
generating skew and variance. To obtain relatively
simple analytical predictions from equation 7.3,
we introduce the additional assumption that
a2 ^ Vg,o = 2«w2. The number of loci, n, must be
large, say on the order of 100, for this assumption to
be consistent with the house-of-cards assumption
a2 > m2. If a

2 <̂  Vg 0, the first term on the right-hand
side of 7.3a will dominate while A is still much larger
than oPAJVg, and Kwill change relatively little. Thus
we have the approximate solution

A ~ Aoexp(— VgiOt/Vs). (7.4a)

Because the mean is changing faster than the variance,
the first term on the right-hand side of equation 13b
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dominates during this period. Substituting approxi-
mation 7.4a into 7.3 b produces

V~ (7.46)

Thus the variance will be increased by approximately
&l<x2/2VgO during this period of relatively rapid
change.

Once A is small, subsequent changes are much
slower. If we now take the leading terms in equation
7.3, on the assumption that A is of order a2, we obtain

A^a2A0/2Fff>0 + 0(<x*) (7.5a)

dV/dt ~ a2AA0/Ks-a2(K- VO)/2VS

, i 0 Vs)-z\V- VO)/2VS. (1.5b)

Hence,

V^ K0 + (a2A2/F9i0)[l-|exp(-a2*/2Ks)]. (7.6)

This shows that a second increment of A%<x2/2Vg 0 is
slowly added to V after the initial rapid increase
described by equation 7.4Z>. Overall, the proportional
increase in the genetic variance is (A0a/Vg0)

2. If we
relax the requirement that a2 <? Vg0, equations 7.3 are
more difficult to analyse, but they always predict that
V will increase.

The exact dynamics of the response of a polygenic
system to a change in optimum is complex, but
consistent with these approximations for appropriate
parameter values (see Barton, 1986, and the numerical
results in the following section). Approximations 7.4
and 7.5 assume that the alleles responsible for
variation remain rare and that a2 <| Vg 0. They imply
that the effects of the skew on the variance will be small
only if

\/V(Vg,o) «!/(«/V^.oX (7-7)

i.e. the shift in optimum must be smaller than the
inverse of the effect of mutations at individual loci
(both being expressed relative to the standard
deviation of the initial distribution of genetic effects).
This places constraints on both the number of loci and
the magnitude of phenotypic change that are
consistent with small increases in genetic variance
under the rare-alleles approximation.

It seems reasonable to conjecture that the variance
dynamics seen in the Gaussian and rare-alleles
approximations bracket the behaviour of less extreme
models. The increase in variance is driven by skew
developing in response to selection on the mean. From
equation 5.1 it follows that the leading term in the
change of M3 is proportional to 21<(m4 (— 3m| t).
Under the Gaussian model there is no kurtosis,
i.e. m4i — 3mlt = 0 at each locus, and so there is
no tendency for skew to develop. This leads to
the prediction that if the variance is initially at
equilibrium, it will not change in response to
directional selection. In contrast, the rare-allele
approximation assumes extreme kurtosis, so that
mi — 3m\ ~ w4 ~ a2m2 at each locus. We suspect that

this leads to the maximum possible increase of
variance in response to selection. This conjecture is
consistent with Slatkin's (1987) results for an
approximation that bridges these two extremes.

8. Numerical examples

Various calculations were performed to test the
accuracy of the rare-alleles predictions concerning the
response to a shift in the optimal phenotype. We have
not checked the Gaussian predictions because they
follow directly from properties of the Gaussian
distribution if mutation rates are high enough relative
to selection intensity to justify this approximation (see
Turelli, 1984). A systematic survey of alternative
models and parameter values would be a major
enterprise; here we present a sample of numerical
results that illustrates both the strengths and weak-
nesses of our approximations.

(i) Numerical methods and choice of parameter values

Because we are concerned with characters affected by
many loci, deterministic calculations involving gamete
frequencies are not feasible. Thus we have concentra-
ted on calculations that assume global linkage
equilibrium, so that only allele frequencies need be
monitored. Another approximation, which simplifies
our calculations, involves the computation of one-
locus fitnesses. In general, the induced fitness of a
genotype at locus 1, IV* (Gt), is the average fitness of
individuals with the specified genotype at locus 1, i.e.

1) = E[W(Gl,G2,...,Gn)\Gl], (8.1)

where Gi denotes a genotype at locus / and the
conditional expectation is taken over the genotype
frequencies in the population. Assuming global
linkage equilibrium and Gaussian stabilizing selection
(i.e. equation 6.1), a Taylor's series expansion about
(£(G,),E(G2),...,E(Gn)) produces

W{GJ = exp{-[Gl-£(G1)+(Z-Z0)]
2/2Fg}

+ O(V/VS). (8.2)

Thus for weak selection, i.e. Vs P V, (Z—Zo)
2, the

induced one-locus fitnesses can be approximated by
the leading term in (8.2). This approximation produces
the same allele frequency recursions as the approxi-
mations presented in the previous two sections.

Using these approximations, we iterated allele
frequencies according to the standard one-locus
selection recursion (equation 3.3). Calculations were
performed with two, three, four or five alleles at each
of 100 loci. At a locus with s alleles, the alleles were
assigned additive effects 0,a,,2a{,...,(s— l)aj. The
parameter o^ was allowed to vary slightly across loci
to avoid artifacts associated with excessive symmetry.
For diallelic loci we assumed equal mutation rates
between the alleles. For multiallelic loci the extreme
alleles mutated only to their 'nearest neighbour' at
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rate fit, whereas ' central' alleles mutated either up or
down one step at rate //4/2. The mutation rate was also
allowed to vary slightly across loci. Similar models
have been analysed by Chakraborty & Nei (1982) and
Slatkin (1987). For each set of calculations, eight
parameters were specified: s, the number of alleles per
locus; Vs, the stabilizing selection parameter; E(a2), the
average variance of effects associated with new
mutations; CV(a2), the coefficient of variation of a2

across loci; E{pi) and CV(ji), the mean and coefficient
of variation of per-locus mutation rates; the initial
optimum; and Ao, the change in the optimum.
The a2 and nt were drawn from independent
lognormal distributions. For all of the calculations
detailed here, Vs = 20, E(oc2) = 005, E(ji) = 10~4 and
CV(a2) = CV(ji) = 0.1. These parameters are scaled
relative to Ve = 1. (See Turelli (1984) for a discussion
of these values.) Other parameter values were also
used, and some results are briefly described. The initial
phenotypic optimum was always (s— 1 )£<«<, which is
the midpoint of the range of possible phenotypes.

For each set of parameters, we first iterated the allele
frequency recursions to find a stable mutation-
selection equilibrium. The initial conditions for these
iterations were randomly selected allele frequencies
near those expected at symmetric (i.e. M3 = 0)
equilibria. Allele frequencies were iterated with
mutation following selection, and the moments were
calculated before selection. Once a new optimum was
chosen, we monitored the dynamics and equilibria of
allele frequencies and the first four genotypic
moments. The observed dynamics were compared to
the analytical predictions based on equation 7.4 and
to numerical predictions based on iterating the
discrete-time analogue of equation 7.2 (called the
3-moment predictions) and the corresponding recurs-
ions with M3 = 0 (called the 2-moment predictions).
The initial conditions for these recursions were the
numerically determined initial equilibrium values.
Observed equilibria after directional selection were
compared to the equilibria produced by iterating the
moment equations. Our empirical criterion for
equilibrium was that the moments did not change to
five significant digits for a period equal to that needed
to reach the final values. Most of the runs were
continued for 100000 generations. All the calculations
were performed in double precision on a Symmetric
375 microcomputer (providing approximately 16
accurate decimal digits).

To check the accuracy of the approximations used
in the 100-locus calculations, we examined the
transient behaviour of six diallelic loci with a simple
modification of the program that produced the
six-locus equilibrium results reported in Turelli
(1984). The simulations monitored gamete frequencies
for six unlinked loci with /i( = 10~4 and otf = 005 for
each locus and Vs = 20. Iterations were begun with
allele frequencies near a symmetric mutation-selection
equilibrium corresponding to Ao = 0. At equilibrium,

y/Vg~ 0-22, as expected from the rare-alleles approxi-
mation. The optima were then displaced by
Ao = 002,0-45 and 0-7. We compared the actual mean
and variance for the additive genetic effects with those
predicted from iterating the one-locus allele frequency
recursions based on linkage equilibrium and the fitness
approximation (8.2). The percentage relative errors
[i.e. 100 x (predicted — observed)/observed] of the
predictions for the mean were always less than 0-5%.
With Ao = 0-2, the variance increased monotonically
from 4-8 x 10~2 to 6-4xlO~2, and throughout the
predictions erred by less than 0-5%. For Ao = 0-45
and 0-7, Vg increased to above 90 x 10~2 while the
mean shifted, then dropped to a value near the initial
equilibrium. The variance predictions remained within
0-5% of the actual values during the increase and at
equilibrium, but erred by as much as — 7% during the
decline. We interpret these results as supporting our
simplifying assumptions.

(ii) Dynamics of the mean

For 100 loci with Vs = 20, £(//) = 10~4 and
E(oc2) = 0-5 (thus, Oj close to 0-22), the house-of-cards
approximation predicts an equilibrium genetic vari-
ance of approximately 0-8, assuming M3 = 0. We
examined equilibria and dynamics using two, three,
four and five alleles per locus and Ao equal to 1, 2, 3
and 4. Note that Ao = 1 corresponds to approximately
11 genetic standard deviations; and if Ve—\, this
corresponds to about 0-75 phenotypic standard
deviations. The results concerning the dynamics of the
mean can be easily summarized. Over all the cases
examined, the percentage relative errors of both the
2-moment and 3-moment recursions were always less
than 0-5%. The reason the 2-moment recursions
remain accurate, even though the variance increased
by more than 50% in some cases, is revealed by
approximation 7.4 a: most of the change in the mean
occurs before there is a significant increase in the
variance. The residual change in the mean is small.
Figs. 2a and 2b display two examples, both with
Ao = 2. To illustrate the two time scales of change
discussed in the previous section, the time axis is
logarithmic (with the initial generation set to 1). The
first example uses diallelic loci, the second loci with
five alleles. These were chosen because in the first case
the rare-alleles approximation does not accurately
predict the dynamics of the variance, whereas in the
second the 3-moment predictions fit reasonably well.
As the figures show, both the 2-moment and 3-moment
recursions predict the dynamics of the mean pheno-
type very accurately.

(iii) Dynamics of the variance

Figs. 2 c and 2 d present the transient behaviour of the
genetic variance for the two cases discussed above.
They are qualitatively different. The two-allele model
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Fig. 2. The dynamics of the mean and genetic variance
of a quantitative character subject to a shift in phenotypic
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locus. • , Numerically determined values from the
100-locus recursions; x, predictions from the 3-moment
rare-alleles recursions; +, the 2-moment predictions. The
parameter values and calculation methods are described in
the text.

shows a temporary increase in the variance that agrees
roughly with the predictions of the 3-moment
recursion. However, after the initial increase the
variance falls back towards the value at the initial
equilibrium. The initial increase, which is predicted by
our analysis, is caused by a rapid change in allele
frequencies that shifts the mean towards the new
optimum. In this example the allele frequencies
become large enough to approach an unstable
equilibrium. They then shift slowly to a new stable
equilibrium, involving substitutions at several of the
loci, without significantly changing the mean. These
substitutions are not accounted for in our analysis,
which assumes that the alleles producing genetic
variance always remain rare. This highlights a crucial
assumption. Our approximation that variance-pro-
ducing alleles are rare implies that changes in the mean
phenotype are accomplished by small changes in the
frequencies of many alleles rather than by substitu-
tions at a few loci. Clearly, this requires large numbers
of loci and only moderate shifts in the optimum. For
instance, with Ao = 1, the diallelic model behaves as
predicted: the variance remains high after the initial
increase (see Table 2 below).

Fig. Id shows the dynamics of the variance in a
population identical to that represented in Fig. 2 c
except that five alleles segregate at each locus. In this
case the variance remains high at the new equilibrium.

This shows that the conditions under which the
rare-alleles approximation collapses are sensitive to
genetic details such as the number of segregating
alleles. Even in this example the equilibrium is not
quite as high as predicted by the 3-moment recursions
because alleles do not remain sufficiently rare to justify
ignoring products of allele frequencies. Another
apparent anomaly is the observable increase in the
2-moment variance prediction. This seems to contra-
dict the conclusion of the previous section that the
variance prediction should remain constant, at its
equilibrium value, if skew is not taken into account.
The reason for the discrepancy is that the initial
conditions for the predictions correspond to the
observed initial equilibrium values rather than the
initial equilibrium values predicted by the 2- and
3-moment recursions.

Fig. 2 illustrates a dichotomy between the relative
robustness of our variance predictions while the
population mean is changing and the difficulty of
predicting equilibrium variances after directional
selection has ended. Equations 7.4 and 7.5 predict that
once the population mean has shifted to within
roughly Aoa

2/f^o of the new optimum, the pro-
portional increase of the genetic variance will be
approximately |(A0a/f^0)2. For the parameters we
used, the population mean settles near the new
optimum in about 100 generations (Fig. 2). Table 1
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Table 1. Proportional increases in the genetic variance after 100
generations of response to selection and, in parentheses, the analytical
predictions based on iterating equation 7.2 for different numbers of
alleles per locus and different initial displacements of the phenotypic
optimum (Ao)

Allele

2
3
4
5

1

002 (004)
003 (005)
003 (004)
004 (004)

Ao

2

008(0-16)
013(018)
013 (017)
0-14(0-17)

3

017(0-36)
0-27 (0-41)
0-27 (0-39)
0-29 (0-38)

4

0-27 (0-64)
0-45 (0-72)
0-45 (0-69)
0-47 (0-67)

All of these runs assume 100 loci with global linkage equilibrium. The per-locus
mutation rates, fit, and squared allelic effects (spacings), a?, are independent,
lognormally distributed random variables with E(jt) = 10~4, E(a?) = 0-5 and

Table 2. Proportional increases in the genetic variance after equilibration
to a new phenotypic optimum and, in parentheses, the percentage
relative errors of the 3-moment variance predictions based on iterating
equation 7.2

Allele

2

3
4
5

* The

0*

(0)
(8)
(6)
(4)

parenthetic values
symmetric house-of-cards

ZfMt Vs-

1

0
0
0
0

in

•06(1)
07 (9)
06 (7)
07 (4)

2

0
0
0
0

this column i
approximation

•09 (14)
•23
•22

•22

ire
for

(10)
(8)
(6)

3 4

003 (43) 0
0-34(18) 0
0-33 (16) 0
0-26(21) 0

01
•13
•28
•21

(70)
(65)
(41)
(47)

the percentage relative errors of the
the initial equilibrium \variance, i.e.

summarizes the observed proportional increases in the
variance after 100 generations and the analytical
predictions based on iterating equation 7.2. Although
the predicted increases are systematically higher than
the values observed, the observed increases are
proportional to A{j, as predicted. Moreover, the
increases seen with three, four and five alleles are fairly
consistent.

(iv) Equilibria reached after a population shift

Table 2 presents the proportional increases in the
genetic variance after the new equilibrium has been
reached, and the percentage relative errors of the
3-moment variance predictions based on iterating
equation 7.2. For comparison, the first column gives
the percentage relative error of the house-of-cards
prediction for the initial equilibrium. For Ao = 1, final
equilibrium predictions are as accurate as the initial
equilibrium predictions for all four genetic models.
For Ao = 2, only the 2-allele model shows an ultimate

increase in the variance that is not approximately twice
as large as that after 100 generations (cf. Table 1 and
Fig. 2 c). However, for Ao = 3 and 4, the behaviour
of all-four models departs substantially from our
predictions: the magnitude of the departure depends
on the model.

For these examples, l/\/(Vg0) ~ l-l and
l / ( a / V ^ , o ) - 4 . Thus our condition (7.7) for the
change in the variance to be small, i.e.
Ao/V^.o < 1 /(a/Wvg,<»), requires that Ao be much
less than 4 (say < 2). Clearly our approximations are
quite accurate for such small changes. The results
above suggest that for the parameters used, the
approximations remain accurate even when predicting
proportional increases of the genetic variance up to
10-20%. Larger increases can be accurately predicted
if the sizes of the allelic effects are increased. For
instance, with E(o?) = 0-8, numerical iterations of the
5-allele model show that the genetic variance more
than doubles (from 0-81 to 191) over 100 generations
in response to an optimum shift of Ao = 2. Because
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these alleles of large effect remain rare, the maximum
relative error of the 3-moment predictions is only 2%
throughout the course of selection response. Although
this agreement between theory and numerical observ-
ation supports our approximations, there is little
empirical support for such dramatic increases of
genetic variance in response to directional selection.
This illustrates the constraints on parameter values for
which the rare-alleles analysis is not only mathemat-
ically accurate but also makes biologically realistic
predictions.

9. Discussion

Provided selection is weak relative to recombination,
the effects of frequency-independent selection and
drift can be described by a positive definite matrix and
the gradient of log mean fitness. Such a description
can be expressed in a form that is independent of the
particular variables used to describe the population.
This description rests on the idea that the covariance
matrix establishes a natural measure of genetic
distance, and hence a natural geometry for selection
and drift. For the particular case of an additive
polygenic character, it provides a convenient way of
transforming the coordinates from the distribution of
allelic effects at each locus, to the moments of these
distributions. In general, this new formulation is no
simpler; however, under two alternative approxima-
tions, the Gaussian and the rare-alleles, the description
of the dynamics collapses into one involving only the
first two or three moments at each locus. If the loci
have identical distributions of effects, and if the third
moment of the phenotypic distribution is negligible,
then both of these approximations lead to a pair of
closed equations for the mean and the variance. These
equations apply under any arbitrary selection scheme
and, in the particular case of a balance between
mutation and stabilizing selection, predict the same
variance as more specialized models.

These simple approximations to the dynamics of the
mean and variance may hold under only a very
restricted range of conditions. The aim of this paper
has been not so much to derive an approximation that
will successfully explain experimental data, but rather
to set out a general framework that delimits the
applicability of various possible approximations. We
feel that any comparison between the approximations
set out here and the real world can only be tentative.
At the least, selection on more than a single character
and pleiotropy must be considered. Bearing this
cautionary note in mind, we will make some comments
on the applicability of our results.

The critical issue is whether there is significant
change in the genetic variance during response to
directional selection. Under the Gaussian genetic
model, the distribution of allelic effects never becomes
skewed (by assumption); hence selection on the mean
does not affect the genetic variance. However, if the

genetic variance is not at equilibrium, or if selection
acts directly on the variance (e.g. through changes in
the intensity of stabilizing selection), the dynamics of
the variance are predictable from phenotypic observ-
ations only if all loci have identical distributions of
effects and the number of loci is known. If this
condition is not satisfied, one could still define an
'effective number of loci' (see Section 5 above); but
this would itself evolve under selection, and so the
model would lose much of its predictive power.

Under the rare-alleles approximation, evolutionary
dynamics can be summarized in terms of observable
variables only if an estimate of the average effects of
individual mutations is available, and if allelic effects
are uncorrelated with genetic variances and skews at
individual loci. Whether this second condition can be
satisfied by loci with very different effects remains to
be determined.

Equations 5.2 and 5.3 can easily be generalized to
describe the evolution of the phenotypic means and
covariances for a set of correlated characters.
However, the sufficient condition for a phenotypic
description, that the distribution of allelic effects are
equally at all loci, becomes much more restrictive; the
distributions of the vectors of effects on all the
correlated characters must be identical for all loci
(Turelli, 1985). Approximations for selection on
correlated characters are complex. However, because
of the dramatic effects of pleiotropy and correlation
on mutation-selection equilibrium predictions (Tur-
elli, 1985) and the dynamics of selection (Lande &
Arnold, 1983), we feel that the analysis of multichar-
acter selection is necessary before one attempts to
relate the predictions of alternative models to data.
For now, the rare-alleles approximation might be
viewed as an extreme alternative against which to test
the robustness of predictions derived from Gaussian
genetic analyses.

The recursions for identical loci reveal some
important differences between the dynamics of the
genetic variance expected under the Gaussian and
rare-alleles approximations. According to the Gaus-
sian approximation, the variance responds to select-
ion on the variance (i.e. d(\nlV)/dV) in proportion
to V\ln (see equation 5.2). In contrast, the rare-alleles
approximation (see equation 5.3), which is based on
the assumption that a2 is much larger than Vg/n,
predicts that the variance will respond in proportion
to oPVg. Thus if per-locus mutation rates are
sufficiently low, and selection sufficiently strong, to
justify the rare-alleles approximation, the genetic
variance is expected to change much more rapidly. A
more fundamental difference concerns the connexion
between the dynamics of the mean and variance. As
shown by the general equations 5.1, selection on the
mean can influence the genetic variance only if the
distribution of allelic effects is skewed. The Gaussian
model rules this out by assumption. Among other
things this leads to the conclusion that under
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stabilizing selection, fluctuations in the optimal
phenotype will have no influence on the equilibrium
genetic variance (Lande, 1977). The coupling of the
dynamics of the mean and variance under models that
allow skew raises the possibility that fluctuating
optima can increase the equilibrium level of genetic
variation. We are currently investigating this possi-
bility. In general there seems to be little reason to
concentrate exclusively on mutation-selection equilib-
rium as a mechanism maintaining polygenic variation.

The range of applicability of the approximations
suggested here can only be determined by simulations
of a range of genetic models, and a range of selection
schemes. However a general argument, based on the
method developed above, suggests that no general
approximation is likely to be able to describe a
polygenic system far from equilibrium solely in terms
of measurable, phenotypic variables. Imagine a
distortion of the coordinate system, on which the
measurable parameters change along the vertical axis,
and the remaining coordinates change along the
horizontal axis. Under selection and drift, an ensemble
of populations will occupy some distribution across
this space, which will evolve through time. We might
hope to average over the unmeasurable horizontal
coordinates, and so derive equations for the evolution
of the coordinates of interest. (This procedure, which
arises in an essentially identical context in statistical
thermodynamics, is known as ' adiabatic elimination',
see Gardiner, 1983.) However, this will only be
possible if the distribution across the transverse
coordinates takes on a characteristic form that is
independent of the evolutionary history of the
population. Such independence may be approximated
in special cases, such as those considered here, but
seems unlikely in general. Even in Wright's (1935)
simple polygenic model with diallelic loci, multiple
equilibria are possible, so that the state of the
population depends strongly on its previous history
(Barton, 1986). More generally, selection pressures on
the transverse variables are likely to be weaker than
those on the character of interest, and so the transverse
distribution is likely to change more slowly than this
character, and will depend on the history of the
population as well as on the current mean and
variance. It may be that the evolution of the genetic
variance depends so much on the detailed genetic basis
of the character that it is essentially unpredictable.
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Appendix A

Interpretation of partial derivatives

The derivative in equation 3.4 can be interpreted in
two ways. We can explicitly impose the constraint that

the allele frequencies sum to one, so that only s—\

variables are monitored (Fig. 1 b), or we can ignore this
constraint and treat all allele frequencies independ-
ently (Fig. 1 a). In the latter case the mean fitness, W,

must be regarded as a function that could, in principle,
range over all values of pt, including those where the
allele frequencies do not sum to one. Although this is
biologically nonsensical, it is mathematically conven-
ient. The differential is then taken along the direction
of increasing pt; this will not lie in the plane where
ZiPi= 1 • However, one can easily verify that the form
of G ensures that the sum of p( never changes under
selection, so that the population will always remain in
the real world: in other words, there is no genetic
variance out of the plane T>tpt = 1. Wright used yet
another method: he wrote equation 3.4 as
Apt = \pt{\ — pt) 3(ln W)/dpt, but used a partial differ-
ential defined along the direction in which pt changes,
but the relative proportions of all the other alleles
remain constant (Wright, 1969, pp. 38-39).

Appendix B

(i) Transformation from discrete allele frequencies to

moments

To predict the dynamics of phenotypic moments, we
begin by finding the dynamics of the moments of the
allelic effects at an individual locus. This is calculated
by transforming the matrix G (equation 3.1) from a
representation in terms of allele frequencies to one in
terms of moments of allelic effects. We begin
by working through the familiar case of discrete
alleles, and then give a more general derivation, based
directly on the (possibly continuous) distribution
of allelic effects. Let Xt denote the effect of an
allele at locus i, let mt = E(X() denote its mean, and

mki = E[(Xt — w4)*] for k = 1,2, To simplify the
notation, we will temporarily concentrate on a specific
locus, and suppress the subscript that identifies it. Let
Pj denote the frequency of alleley at this locus, and let
Xj denote its phenotypic effect. Using the convention
that for a locus with s alleles, ps = 1 — Z*^1 pjt it follows
t h a t foTj = 1, ...,s— 1,

dm/dp j = Xj — JCS

dmh/dp} = (xj - m)k - kx}

(B. 1 a)

k_t - [(xs - m)k

Applying equation 3.5 we find that for moments at this
locus the elements of the matrix G transform to

-mkm}- km}+1 wfc_1 -jm^ mk+1

+ kjm2mj_lmlc_1 (B.2)

for k,j > I,

for A: > 1 , and

Here gkj is the element of G corresponding to
moments k andj; it is the transformation of equation
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3.2. Because we assume linkage equilibrium, gki = 0
for moments of allelic effects at different loci.

The evolution of a locus with 5 alleles having
different effects can be completely described in terms
of the evolution of the first s— 1 moments of allelic
effects. This follows because m and mk for
k = 2, ...,s— 1 uniquely determine the first s—l
non-central moments, and so yield a system of s — 1
linear equations for the allele frequencies. (The
Vandermonde determinant ensures that this system
has a unique solution if all alleles have different effects,
see pp. 12-13 of Franklin, 1968.) Although the
dynamics of the first s—\ moments depend on
higher-order moments, the higher moments can be
derived from the first s — 1 by following the inversion
recipe given above. From equation B.2, it follows that
the upper left corner of the matrix 2Gt, which governs
the dynamics for the moments of locus /, reads:

First, consider the change in ft due to selection. If
selection is weak enough for changes to be approxi-
mately continuous,

Here W(xf) is the average fitness of individuals with
an allele of effect x( at locus /, the average being taken
over genotypes at other loci, and over the other allele
at this locus. To produce an analogue of 9(ln W)/dp(

in equation 3.4, we need a concept of differentiation
of a functional S(f) with respect to changes in the
function / at a specific point, say x0. We define the
functional derivative by (see Gardiner, 1983, section
8.1.1):

c)+Ed(x-xo))-S(J{x))]/e}.

(B.5)

m2i

(m4(-3#w|4)

m
3i

) (mu-4m3im2i)

2i) (mu-mli-6m2imii-\-9m3
2i)

(B.3)

The complete matrix, G, has one of these matrices for
each locus down its diagonal.

Let Z denote a phenotype, let M — E(Z) denote the
mean phenotype, and let Mk = E[(Z—M)k]. Our
assumptions that all alleles and loci contribute
additively to the phenotype, that all genotypes
experience independent Gaussian environmental
effects with mean 0 and variance Ve, and that all loci
are in complete linkage equilibrium imply that the
phenotypic moments satisfy

M = 2Lt mt,

Mt = 7Ltmtt+Vt = Vg+Ve,

M3 = 2Lim3t, and

where 8(x) is the Dirac delta function. Using this
convention, the gradient of log mean fitness with
respect to changes in/^jq) is

9(ln TP)/3/((JC,) = 2 WMfM/W. (B.6)

Equations B.4 and B.6 can be related to each other
through the generalized indicator covariance matrix:
g(xt, xf) = ft(xt) (<?(*, - xf) -Mx?))/2

g(xt,xf) = 0 (i*j). (B.7)

This G is now a continuous function of the variables
xt, xf, rather than a discrete matrix.

In this setting, the unpleasant derivatives given by
equation B.I are replaced by

dmk/df{x) = {x — m)k — kxmk_l for &>

Thus the dynamic equations 5.1 for the first three
moments follow from adding the terms in the first
three rows of equation B.3 across loci and noting that

9(ln W)/dmt = 2 3(ln W)/dM and

d(\r\W)/dmjt = 2d(\nW)/dM} for./ = 2,3.

(Formulae for fourth and higher moments are slightly
more complicated.) Non-additive genetic effects can
be incorporated easily if there is an explicit,
differentiable function that relates allelic effects to the
overall phenotype.

(ii) Extension to a continuum of alleles

If linkage disequilibrium is negligible, any polygenic
system can be described by the distribution of allelic
effects at each locus, /4(x(). Consider a randomly
mating diploid, and denote the contributions to the
phenotype from two alleles at locus / by xi and xf.

dm/df(x) = x (B.8)

(where we have suppressed the subscript indicating the
locus). Proceeding as above leads again to the G matrix
for the moments given by equations B.3 and 5.1. This
derivation includes that given in Section (i) above,
which corresponds to the special case where the
distribution/(*) is discrete.

The effects of drift can be found by considering the
variance in numbers of genes with allelic effect in the
range between x and x+Sx produced by sampling
from the distribution/(*). In the limit of small Sx, the
binomial sampling variance tends to gx,x*/N> a n d so
is consistent with equation 3.7.

Appendix C

The relative magnitudes of higher-order selection
coefficients

If many loci are involved, one expects that the
phenotypic distribution will be approximately nor-
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mal, so that the mean fitness will depend only on the
phenotypic mean and variance. To quantify this
argument, it is easiest to consider the case in which all
loci have identical moments. (However, the argument
does not depend on the loci being identical; it suffices
that the law of large numbers applies.) Suppose one
rescales the allelic effects at each locus relative to the
initial standard deviation of the distribution of
additive genetic effects, i.e. \/Vg 0 = y/2nm2 0. Let mt

for i = 2,3,... denote the central moments at
individual loci before rescaling. Then the matrix G

governing the dynamics of the scaled variables Z and
V becomes dimensionless, and the ijth element is
proportional to n-<

i+wi:

2Z4 fiu, 2Zj nn, Now the pressure on the mean may
be positive or negative, and is likely to vary
independently across loci; however, the variance must
increase as a result of mutation. Hence, before
rescaling, the expected mutation pressure on the mean
is proportional to y/n, and the mutation pressure on
the variance is proportional to n. The effect of
mutation on the mean should therefore be ~1/V«,
relative to the variance at a mutation-selection
equilibrium. This implies that at equilibrium the
selection coefficient on the mean should be of the order
of l/Vn relative to the higher-order selection
coefficients. Therefore, only the first two terms in each

When the number of loci is infinite, the scaled mean
changes at a rate equal to the product of the genetic
variance (which is one initially) and the derivative of
log mean fitness with respect to the mean. To leading
order in n, all other moments remain fixed (Bulmer,
1980). When the number of loci is large but finite, the
change in each moment is dominated by the first term
in each row of G, and depends primarily on the
selection coefficient on the mean. However, under
stabilizing selection, one would expect the mean to
evolve rapidly towards the optimum, where
6(ln W)/dZ = 0. The remaining selection coefficients
should be of the same order. When the mean is at
equilibrium under stabilizing selection, the first row in
G gives

- 2nm3/(2nm2t0)i 6(ln JP)/3 V+ O^"1). (C.2)

Thus the first two terms in each row should be of the
same order, and the first two selection coefficients must
be considered. For example, the change in the variance
due to selection is of the order of 1 /n:

dV/dt = [-w|/(2«w2wl i0)

ii0)] 3(ln TP)/3 V+ O(n~t). (C.3)

Of course, stabilizing selection alone would eventually
eliminate genetic variance. Under such circumstances,
the mean would move rapidly to the vicinity of the
optimum (in t ~ 0(1) generations), and the mean and
variance would then evolve slowly towards a state of
complete fixation (V-* 0 in / ~ O(ri) generations) (see
section 7). Equation C.3 describes the latter stage.

If stabilizing selection is balanced by mutation, this
argument requires that the mutation pressure on the
mean, relative to the phenotypic standard deviation,
be small (0(1/-y/«)). This is plausible. Suppose that
the rate of change of the mean, variance,... caused by
mutation at the rth locus is filt,/i2i,.... The net change
in the phenotypic mean, variance... is therefore

row of G, and only the selection coefficients on the
mean and the variance, need be considered. However,
this argument suggests that the mutation pressure on
the mean, though small, may have a significant effect
on the variance through the coupling term, M3, in G.

In sections 6 and 7 above this effect was ignored. It
requires separate analysis.

To summarize: we expect that when many loci are
involved, the selection coefficient on the mean will
dominate under directional selection, and the selection
coefficients on the mean and the variance will
dominate under stabilizing selection.
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