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Abstract

In current systems, memory accesses to a DRAM chip must

obey a set of minimum latency restrictions specified in the

DRAM standard. Such timing parameters exist to guarantee re-

liable operation. When deciding the timing parameters, DRAM

manufacturers incorporate a very large margin as a provision

against two worst-case scenarios. First, due to process varia-

tion, some outlier chips are much slower than others and can-

not be operated as fast. Second, chips become slower at higher

temperatures, and all chips need to operate reliably at the high-

est supported (i.e., worst-case) DRAM temperature (85◦C). In

this paper, we show that typical DRAM chips operating at typ-

ical temperatures (e.g., 55◦C) are capable of providing a much

smaller access latency, but are nevertheless forced to operate

at the largest latency of the worst-case.

Our goal in this paper is to exploit the extra margin that

is built into the DRAM timing parameters to improve perfor-

mance. Using an FPGA-based testing platform, we first char-

acterize the extra margin for 115 DRAM modules from three

major manufacturers. Our results demonstrate that it is possi-

ble to reduce four of the most critical timing parameters by

a minimum/maximum of 17.3%/54.8% at 55◦C without sac-

rificing correctness. Based on this characterization, we pro-

pose Adaptive-Latency DRAM (AL-DRAM), a mechanism that

adaptively reduces the timing parameters for DRAM modules

based on the current operating condition. AL-DRAM does not

require any changes to the DRAM chip or its interface.

We evaluate AL-DRAM on a real system that allows us to re-

configure the timing parameters at runtime. We show that AL-

DRAM improves the performance of memory-intensive work-

loads by an average of 14% without introducing any errors.

We discuss and show why AL-DRAM does not compromise re-

liability. We conclude that dynamically optimizing the DRAM

timing parameters can reliably improve system performance.

1. Introduction

A DRAM chip is made of capacitor-based cells that represent

data in the form of electrical charge. To store data in a cell,

charge is injected, whereas to retrieve data from a cell, charge

is extracted. Such movement of charge is not only the center-

piece of DRAM operation, but also the bottleneck of DRAM

latency [36, 66]. This is due to two fundamental reasons. First,

when injecting charge into a cell, a wire called the bitline —

through which the charge is delivered — impedes the flow of

charge [36, 66]. Owing to the large resistance and the large ca-

pacitance of the bitline, the cell experiences a large RC-delay,

which increases the time it takes for the cell to become fully

charged. Second, when extracting charge from a cell, the cell

is incapable of mobilizing a strong flow of charge out of itself

and into the bitline [36, 66]. Limited by the finite amount of

charge stored in its small capacitor, the cell has an inherently

weak charge-drive, which is further weakened as the cell loses

more of its charge to the bitline. As a result, the cell cannot

charge the bitline quickly (or even fully).

When a DRAM chip is accessed, it requires a certain

amount of time before enough charge can move into the cell (or

the bitline) for the data to be reliably stored (or retrieved). To

guarantee this behavior, DRAM manufacturers impose a set of

minimum latency restrictions on DRAM accesses, called tim-

ing parameters [25]. Ideally, timing parameters should pro-

vide just enough time for a DRAM chip to operate correctly.

In practice, however, DRAM manufacturers pessimistically in-

corporate a very large margin into their timing parameters to

ensure correct operation under worst-case conditions. This is

because of two major concerns. First, due to process varia-

tion, some outlier cells suffer from a larger RC-delay than other

cells, and require more time to be charged. For example, an

outlier cell could have a very narrow connection (i.e., contact)

to the bitline, which constricts the flow of charge and increases

the RC-delay [37]. Second, due to temperature dependence,

all cells suffer from a weaker charge-drive at high tempera-

tures, and require more time to charge the bitline. DRAM cells

are intrinsically leaky, and lose some of their charge even when

they are not being accessed. At high temperatures, this leakage

is accelerated exponentially [29, 41, 48, 57, 74], leaving a cell

with less charge to drive the bitline when the cell is accessed

— increasing the time it takes for the bitline to be charged.

Consequently, timing parameters prescribed by the DRAM

manufacturers are dictated by the worst-case cells (the slow-

est cells) operating under the worst-case conditions (the high-

est temperature of 85◦C [25]). Such pessimism on the part of

the DRAM manufacturers is motivated by their desire to (i) in-

crease chip yield and (ii) reduce chip testing time. The man-

ufacturers, in turn, are driven by the extremely cost-sensitive

nature of the DRAM market, which encourages them to adopt

pessimistic timing parameters rather than to (i) discard chips

with the slowest cells or (ii) test chips at lower temperatures.

Ultimately, the burden of pessimism is passed on to the end-

users, who are forced to endure much greater latencies than

what is actually needed for reliable operation under common-

case conditions.

In this paper, we first characterize 115 DRAM modules

from three manufacturers to expose the excessive margin that



is built into their timing parameters. Using an FPGA-based

testing platform [29, 31, 41], we then demonstrate that DRAM

timing parameters can be shortened to reduce DRAM latency

without sacrificing any observed degree of DRAM reliability.

We are able to reduce latency by taking advantage of the two

large gaps between the worst-case and the “common-case.”

First, most DRAM chips are not exposed to the worst-case tem-

perature of 85◦C: according to previous studies [11, 12, 43] and

our own measurements (Section 4.2), the ambient temperature

around a DRAM chip is typically less than 55◦C. Second, most

DRAM chips do not contain the worst-case cell with the largest

latency: the slowest cell for a typical chip is still faster than that

of the worst-case chip (Section 7).

Based on our characterization, we propose Adaptive-

Latency DRAM (AL-DRAM), a mechanism that dynamically

optimizes the timing parameters for different modules at dif-

ferent temperatures. AL-DRAM exploits the additional charge

slack present in the common-case compared to the worst-case,

thereby preserving the level of reliability (at least as high as the

worst-case) provided by DRAM manufacturers. We evaluate

AL-DRAM on a real system [5, 6] that allows us to dynami-

cally reconfigure the timing parameters at runtime. We show

that AL-DRAM improves the performance of a wide variety of

memory-intensive workloads by 14.0% (on average) without

introducing errors. Therefore, we conclude that AL-DRAM

improves system performance while maintaining memory cor-

rectness and without requiring changes to DRAM chips or the

DRAM interface.

This paper makes the following contributions:

• We provide a detailed analysis of why we can reduce

DRAM timing parameters without sacrificing reliability.

We show that the latency of a DRAM access depends on

how quickly charge moves into or out of a cell. Compared

to the worst-case cell operating at the worst-case tempera-

ture (85◦C), a typical cell at a typical temperature allows

much faster movement of charge, leading to shorter access

latency. This enables the opportunity to reduce timing pa-

rameters without introducing errors.

• Using an FPGA-based testing platform, we profile 115

DRAM modules (from three manufacturers) and expose the

large margin built into their timing parameters. In particu-

lar, we identify four timing parameters that are the most

critical during a DRAM access: tRCD, tRAS, tWR, and

tRP. At 55◦C, we demonstrate that the parameters can be

reduced by an average of 17.3%, 37.7%, 54.8%, and 35.2%

while still maintaining correctness. For some chips, the re-

ductions are as high as 27.3%, 42.8%, 66.7%, and 45.4%.

• We propose a practical mechanism, Adaptive-Latency

DRAM (AL-DRAM), to take advantage of the above obser-

vation. The key idea is to dynamically adjust the DRAM

timing parameters for each module based on its latency

characteristics and temperature so that the timing param-

eters are dynamically optimized for the current operating

condition. We show that the hardware cost of AL-DRAM

is very modest, with no changes to DRAM.

• We evaluate AL-DRAM on a real system [5, 6] running real

workloads by dynamically reconfiguring the timing param-

eters. For a wide variety of memory-intensive workloads,

AL-DRAM improves system performance by an average of

14.0% and a maximum of 20.5% without incurring errors.

2. DRAM Background

To understand the dominant sources of DRAM latency, we first

provide the necessary background on DRAM organization and

operation.

2.1. DRAM Organization

Figure 1a shows the internal organization of a DRAM subar-

ray [8, 34, 36, 62], which consists of a 2-D array of DRAM

cells connected to a single row of sense amplifiers (a row of

sense amplifiers is also referred to as a row buffer). The sense

amplifier is a component that essentially acts as a latch — it

detects the data stored in the DRAM cell and latches on to the

corresponding data.

Figure 1b zooms in on the connection between a single

DRAM cell and its corresponding sense amplifier. Each cell

consists of (i) a capacitor that stores a bit of data in the form of

electrical charge, and (ii) an access transistor that determines

whether the cell is connected to the sense amplifier. The sense

amplifier consists of two cross-coupled inverters. The wire that

connects the cell to the sense amplifier is called the bitline,

whereas the wire that controls the access transistor is called the

wordline. Figure 1c depicts a simplified view of a cell as well

as its bitline and sense amplifier, in which electrical charge is

represented in gray. Switch ➀ represents the access transistor

controlled by the wordline, and switch ➁ represents the on/off

state of the sense amplifier.
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Figure 1: DRAM Organization

2.2. DRAM Operation: Commands & Timing Constraints

As shown in Figure 2, a cell transitions through five different

states during each access. In the first state ➊, which is called

the precharged state, the cell is “fully” charged, while the bit-

line is only halfway charged (i.e., the bitline voltage is main-

tained at 1

2
VDD ). In practice, the cell is usually not completely

charged because of a phenomenon called leakage, wherein the

cell capacitor loses charge over time.

In order to access data from a cell, the DRAM controller is-

sues a command called ACTIVATE. Upon receiving this com-

mand, DRAM increases the wordline voltage, thereby connect-

ing the cell to the bitline. Since the cell is at a higher voltage

than the bitline, the cell then drives its charge into the bitline

until their voltages are equalized at 1

2
VDD + δ. This is depicted

in state ➋, which is called charge-sharing.

Subsequently, the sense amplifier is enabled, which then
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Figure 2: DRAM Operations, Commands and Parameters

senses and amplifies the difference in the bitline voltage and
1

2
VDD . During this process, referred to as sensing and ampli-

fication, the sense amplifier drives the bitline voltage to VDD .

Since the cell is still connected to the bitline, this process also

injects charge into the cell. Midway through the sense amplifi-

cation process (state ➌), when the bitline reaches an intermedi-

ate voltage level (e.g., 3

4
VDD ), data can be read out or written

into the bitline. This is done by issuing a READ or WRITE

command to the corresponding cell. The time taken to reach

this state (➌) after issuing the ACTIVATE is expressed as a

timing parameter called tRCD.

After completing the sense amplification, the bitline volt-

age reaches VDD and the cell charge is fully restored (state ➍).

The time taken to reach this state after issuing the ACTIVATE

is expressed as a timing parameter called tRAS. If there is a

write operation, some additional time is required for the bitline

and the cell to reach this state, which is expressed as a timing

parameter called tWR.

Before we can access data from a different cell connected to

the same bitline, the sense amplifier must be taken back to the

precharged state. This is done by issuing a PRECHARGE com-

mand. Upon receiving this command, DRAM first decreases

the wordline voltage, thereby disconnecting the cell from the

bitline. Next, DRAM disables the sense amplifier and drives

the bitline back to a voltage of 1

2
VDD (state ➎). The time taken

for the precharge operation is expressed as a timing parameter

called tRP.

At state ➎, note that the cell is completely filled with charge.

Subsequently, however, the cell slowly loses some of its charge

until the next access (cycling back to state ➊). The length of

time for which the cell can reliably hold its charge is called the

cell’s retention time. If the cell is not accessed for a long time,

it may lose enough charge to invert its stored data, resulting in

an error. To avoid data corruption, DRAM refreshes the charge

in all of its cells at a regular interval, called the refresh interval.

3. Charge & Latency Interdependence

As we explained, the operation of a DRAM cell is governed by

two important concepts: (i) the quantity of charge and (ii) the

latency it takes to move charge. These two concepts are closely

related to each other — one cannot be adjusted without af-

fecting the other. To establish a more quantitative relation-

ship between charge and latency, Figure 3 presents the voltage

of a cell and its bitline as they cycle through the precharged

state, charge-sharing state, sense-amplification state, restored

state, and back to the precharged state (Section 2).1 This

curve is typical in DRAM operation, as also shown in prior

works [14, 27, 36, 66]. The timeline starts with an ACTIVATE

at 0 ns and ends with the completion of PRECHARGE at

48.75 ns. From the figure, we identify three specific periods

in time when the voltage changes slowly: (i) start of sense-

amplification (part ➀), (ii) end of sense-amplification (part ➁),

and (iii) end of precharging (part ➂). Since charge is corre-

lated with voltage, these three periods are when the charge also

moves slowly. In the following, we provide three observations

explaining why these three periods can be shortened for typical

cells at typical temperatures — offering the best opportunity

for shortening the timing parameters.
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Figure 3: Phases of DRAM Voltage Levels

Observation 1. At the start of the sense-amplification phase,

the higher the bitline voltage, the quicker the sense-amplifier is

jump-started. Just as the amplification phase starts, the sense-

amplifier detects the bitline voltage that was increased in the

previous charge-sharing phase (by the cell donating its charge

to the bitline). The sense-amplifier then begins to inject more

charge into the bitline to increase the voltage even further —

triggering a positive-feedback loop where the bitline voltage

increases more quickly as the bitline voltage becomes higher.

This is shown in Figure 3 where the bitline voltage ramps up

faster and faster during the initial part of the amplification

phase. Importantly, if the bitline has a higher voltage to be-

gin with (at the start of sense-amplification), then the positive-

1Using 55nm DRAM parameters [55, 69], we simulate the voltage and current

of the DRAM cells, sense-amplifiers, and bitline equalizers (for precharging

the bitline). To be technology-independent, we model the DRAM circuitry us-

ing NMOS and PMOS transistors that obey the well-known MOSFET equation

for current-voltage (SPICE) [56]. We do not model secondary effects.
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feedback is able to set in more quickly. Such a high initial

voltage is comfortably achieved by typical cells at typical tem-

peratures because they donate a large amount of charge to the

bitline during the charge-sharing phase (as they have a large

amount of charge). As a result, they are able to reach states

➌ and ➍ (Figure 2) more quickly, creating the opportunity to

shorten tRCD and tRAS.

Observation 2. At the end of the sense-amplification phase,

nearly half the time (42%) is spent on injecting the last 5% of

the charge into the cell. Thanks to the positive-feedback, the

middle part of the amplification phase (part between ➀ and ➁

in Figure 3) is able to increase the bitline voltage quickly. How-

ever, during the later part of amplification (part ➁ in Figure 3),

the RC-delay becomes much more dominant, which prevents

the bitline voltage from increasing as quickly. In fact, it takes

a significant amount of extra delay for the bitline voltage to

reach VDD (Figure 3) that is required to fully charge the cell.

However, for typical cells at typical temperatures, such an extra

delay may not be needed — the cells could already be injected

with enough charge for them to comfortably share with the bit-

line when they are next accessed. This allows us to shorten the

later part of the amplification phase, creating the opportunity

to shorten tRAS and tWR.

Observation 3. At the end of the precharging phase, nearly

half the time (45%) is spent on extracting the last 5% of the

charge from the bitline. Similar to the amplification phase, the

later part of the precharging phase is also dominated by the

RC-delay, which causes the bitline voltage to decrease slowly

to 1

2
VDD (part ➂ in Figure 3). If we decide to incur less than

the full delay required for the bitline voltage to reach exactly
1

2
VDD , it could lead to two different outcomes depending on

which cell we access next. First, if we access the same cell

again, then the higher voltage left on the bitline works in our

favor. This is because the cell — which is filled with charge

— would have increased the bitline voltage anyway during the

charge-sharing phase. Second, if we access a different cell

connected to the same bitline, then the higher voltage left on

the bitline may work as a handicap. Specifically, this happens

only when the cell is devoid of any charge (e.g., storing a data

of ‘0’). For such a cell, its charge-sharing phase operates in

the opposite direction, where the cell steals some charge away

from the bitline to decrease the bitline voltage. Subsequently,

the voltage is “amplified” to 0 instead of VDD . Nevertheless,

typical cells at typical temperatures are capable of comfortably

overcoming the handicap — thanks to their large capacitance,

the cells are able to steal a large amount of charge from the

bitline. As a result, this creates the opportunity to shorten tRP.

4. Charge Gap: Common-Case vs. Worst-Case

Based on the three observations, we understand that timing pa-

rameters can be shortened if the cells have enough charge. Im-

portantly, we showed that such a criterion is easily satisfied for

typical cells at typical temperatures. In this section, we ex-

plain what it means for a cell to be “typical” and why it has

more charge at “typical” temperatures. Specifically, we exam-

ine two physical phenomena that critically impact a DRAM

cell’s ability to receive and retain charge: (i) process variation

and (ii) temperature dependence.

4.1. Process Variation: Cells Are Not Created Equal

Process variation is a well-known phenomenon that introduces

deviations between a chip’s intended design and its actual im-

plementation [13, 37, 60]. DRAM cells are affected by pro-

cess variation in two major aspects: (i) cell capacitance and

(ii) cell resistance. Although every cell is designed to have a

large capacitance (to hold more charge) and a small resistance

(to facilitate the flow of charge), some deviant cells may not be

manufactured in such a manner [15, 26, 29, 30, 38, 41, 42]. In

Figure 4a, we illustrate the impact of process variation using

two different cells: one is a typical cell conforming to design

(left column) and the other is the worst-case cell deviating the

most from design (right column).

As we see from Figure 4a, the worst-case cell contains less

charge than the typical cell in state ➍ (Restored state, as was

shown in Figure 2). This is because of two reasons. First, due

to its large resistance, the worst-case cell cannot allow charge

to flow inside quickly. Second, due to its small capacitance,

the worst-case cell cannot store much charge even when it is

full. To accommodate such a worst-case cell, existing timing

parameters are set to a large value. However, worst-case cells

are relatively rare. When we analyzed 115 modules, the over-

whelming majority of them had significantly more charge than

what is necessary for correct operation (Section 7 will provide

more details).

4.2. Temperature Dependence: Hot Cells Are Leakier

Temperature dependence is a well-known phenomenon in

which cells leak charge at almost double the rate for every 10◦C

increase in temperature [29, 41, 48, 57, 74]. In Figure 4a, we il-

lustrate the impact of temperature dependence using two cells

at two different temperatures: (i) typical temperature (55◦C,

bottom row), and (ii) the worst-case temperature (85◦C, top

row) supported by DRAM standards.

As we see from the figure, both typical and worst-case

cells leak charge at a faster rate at the worst-case tempera-

ture. Therefore, not only does the worst-case cell have less

charge to begin with, but it is left with even less charge be-

cause it leaks charge at a faster rate (top-right in Figure 4a).

To accommodate the combined effect of process variation and

temperature dependence, existing timing parameters are set to

a very large value. However, most systems do not operate at

85◦C [11, 12, 43].2 We measured the DRAM ambient tempera-

ture in a server cluster running a memory-intensive benchmark,

and found that the temperature never exceeds 34◦C — as well

as never changing by more than 0.1◦C per second. We show

2 Figure 22 in [12] and Figure 3 in [43] show that the maximum temperature

of DRAM chips at the highest CPU utilization is 60–65◦C. While some prior

works claim a maximum DRAM temperature over 80◦C [76], each DIMM

in their system dissipates 15W of power. This is very aggressive nowadays

— modern DIMMs typically dissipate around 2–6W (see Figure 8 of [17],

2-rank configuration same as the DIMM configuration of [76]). We believe

that continued voltage scaling and increased energy efficiency of DRAM have

helped reduce the DIMM power consumption. While old DDR1/DDR2 use

1.8–3.0V power supplies, newer DDR3/DDR4 use only 1.2–1.5V. In addi-

tion, newer DRAMs adopt more power saving techniques (i.e., temperature

compensated self refresh, power down modes [21, 46]) that were previously

used only by Low-Power DRAM (LPDDR). Furthermore, many previous

works [9, 39, 40, 43, 76] propose hardware/software mechanisms to maintain

a low DRAM temperature and energy.
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this in Figure 5, which plots the temperature for a 24-hour pe-

riod (left) and also zooms in on a 2-hour period (right). In ad-

dition, we repeated the measurement on a desktop system that

is not as well cooled as the server cluster. As Figure 6 shows,

even when the CPU was utilized at 100% and the DRAM band-

width was utilized at 40%, the DRAM ambient temperature

never exceeded 50◦C. Other works [11, 12, 43] report similar

results, as explained in detail in Footnote 2. From this, we con-

clude that the majority of DRAM modules are likely to operate

at temperatures that are much lower than 85◦C, which slows

down the charge leakage by an order of magnitude or more

than at the worst-case temperature.
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4.3. Reliable Operation with Shortened Timing

As explained in Section 3, the amount of charge in state ➊

(i.e., the precharged state in Figure 2) plays a critical role in

whether the correct data is retrieved from a cell. That is why

the worst-case condition for correctness is the top-right of Fig-

ure 4a, which shows the least amount of charge stored in the

worst-case cell at the worst-case temperature in state ➊. How-

ever, DRAM manufacturers provide reliability guarantees even

for such worst-case conditions. In other words, the amount of

charge at the worst-case condition is still greater than what is

required for correctness.

If we were to shorten the timing parameters, we would also

be reducing the charge stored in the cells. It is important to

note, however, that we are proposing to exploit only the addi-

tional slack (in terms of charge) compared to the worst-case.

This allows us to provide as strong of a reliability guarantee as

the worst-case.

In Figure 4b, we illustrate the impact of shortening the tim-

ing parameters in three of the four different cases: two differ-

ent cells at two different temperatures. The lightened portions

inside the cells represent the amount of charge that we are giv-

ing up by using the shortened timing parameters. Note that

we are not giving up any charge for the worst-case cell at the

worst-case temperature. Although the other three cells are not

fully charged in state ➍, when they eventually reach state ➊,

they are left with a similar amount of charge as the worst-case

(top-right). This is because these cells are capable of either

holding more charge (typical cell, left column) or holding their

charge longer (typical temperature, bottom row). Therefore,

optimizing the timing parameters (based on the amount of ex-

isting slack) provides the opportunity to reduce overall DRAM

latency while still maintaining the reliability guarantees pro-

vided by the DRAM manufacturers.

In Section 7, we present the results from our characteriza-

tion study where we quantify the slack in 115 DRAM modules.

Before we do so, we first propose our mechanism for identify-

ing and enforcing the shortened timing parameters.

5. Adaptive-Latency DRAM

Our mechanism, Adaptive-Latency DRAM (AL-DRAM), al-

lows the memory controller to exploit the latency variation

across DRAM modules (DIMMs) at different operating tem-

peratures by using customized (aggressive) timing parame-

ters for each DIMM/temperature combination. Our mecha-

nism consists of two steps: (i) identification of the best tim-

ing parameters for each DIMM/temperature, and (ii) enforce-

ment, wherein the memory controller dynamically extracts

each DIMM’s operating temperature and uses the best timing

parameters for each DIMM/temperature combination.

5.1. Identifying the Best Timing Parameters

Identifying the best timing parameters for each DIMM at dif-

ferent temperatures is the more challenging of the two steps.

We propose that DRAM manufacturers identify the best timing

parameters at different temperatures for each DRAM chip dur-

ing the testing phase and provide that information along with

the DIMM in the form of a simple table. Since our proposal

only involves changing four timing parameters (tRCD, tRAS,
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tWR, and tRP), the size of the table for, e.g., five, different

temperature points is small and such a table can potentially

be embedded in the Serial Presence Detect circuitry (a ROM

present in each DIMM [24]). We expect this approach to have

low cost as DRAM manufacturers already have an elaborate

testing mechanism to identify faulty DIMMs. An alternative

approach to perform this profiling step is to do it at the end-

user system using online testing while the system is running.

We leave the exploration of such an online testing mechanism

to future work.

5.2. Enforcing Dynamic Timing Parameters

Dynamically enforcing the best timing parameters at the mem-

ory controller is fairly straightforward. The memory controller

populates a hardware table with the best timing parameters for

different temperatures for all the DIMMs connected to the con-

troller. The memory controller divides time into regular inter-

vals (e.g., 256 ms). At the beginning of each interval, it extracts

the temperature of each DIMM. It then employs the best timing

parameters corresponding to the temperature of each DIMM

for all accesses during the remainder of the interval.

This approach should work well in practice as temperature

does not change very frequently in real systems — our mea-

surements on real server and desktop systems indicate that tem-

perature changes at the rate of at most 0.1◦C per second. In ad-

dition, existing DRAM designs such as LPDDR3 [23], and the

recently announced DDR4 [22] already have in-DRAM tem-

perature sensors to minimize self-refresh energy. By accessing

the temperature value of in-DRAM temperature sensors dur-

ing auto-refresh (usually performed every 7.8us), our mecha-

nism monitors DRAM temperature without any performance

penalty and frequently enough to detect even drastic tempera-

ture changes.

In Section 8, we evaluate the benefits of AL-DRAM on a

real system equipped with a memory controller whose timing

parameters can be dynamically changed. Our evaluation shows

that AL-DRAM can significantly improve system performance

for a wide variety of applications.

6. DRAM Latency Profiling Methodology

In this section, we describe our FPGA-based DRAM profil-

ing (i.e., testing) infrastructure and the methodology we use to

characterize DRAM modules for variation in access latency.

6.1. Profiling Infrastructure

To analyze the characteristics of latency variation in DRAM,

we have built an FPGA-based testing platform [29, 31, 41] us-

ing Xilinx ML605 boards [72] connected to a host machine

over a PCI-e bus [71]. The FPGA has a DDR3 DRAM memory

controller [73]. We customize the memory controller so that we

can change DRAM timing parameters from the host machine at

runtime. To test DRAM modules at different operating temper-

atures, we built a heat chamber consisting of a heat encloser, a

heater, and a temperature controller with a thermo-couple sen-

sor. During the test, the temperature within the heat chamber

is maintained within ±0.5◦C of the target temperature. In all,

we present results for 115 DRAM modules that are produced

by three different DRAM manufacturers during the last 5 years

(from 2010 to 2014). The majority of these are DDR3-1600

SO-DIMMs with standard timing parameters: tRCD = 13.75

ns, tRAS = 35 ns, tWR = 15 ns, and tRP = 13.75 ns.

6.2. Profiling Mechanism

The goal of our profiling experiments is to determine the

amount by which different timing parameters can be reduced

without inducing any errors. For this purpose, we devise two

types of tests: one for testing read operations and another for

write operations. The read test aims to explore reductions in

tRCD, tRAS, and tRP, whereas the write test aims to explore

reductions in tWR. Both types of tests are carefully designed to

induce a reasonable amount of coupling-noise between circuit

components (i.e., cells, bitlines, and wordlines), as well as to

generate power-noise. We now describe the steps involved in

each of these tests in detail. Each test involves a test address, a

test data pattern, and a target set of timing parameters.

Read Test: For a read test, we first write the test data pattern

to the target address with the standard DRAM timing param-

eters. We follow it with a read to the target address with the

target, smaller, timing parameters. This step could potentially

corrupt the data if the cells involved in the operation are not re-

stored with enough charge or if the corresponding bitlines are

not precharged sufficiently. To test for data corruption, we wait

for the refresh interval such that DRAM cells have the small-

est charge due to charge leakage over time. Then, we perform

another read operation to the target address. If the latter read

data matches the originally-written test data, the test is con-

sidered successful — i.e., for the corresponding address, the

timing parameters can be reduced to the target timing parame-

ters. Otherwise, the test is considered a failure and the system

logs the list of errors.

Write Test: For a write test, we first write the inverted test

data pattern to the target address with the standard DRAM tim-

ing parameters. We then write the test data pattern with the

target timing parameters. The original write (inverted test pat-

tern) is to ensure that the test write actually flips the values on

the bitlines, thereby making the tWR timing parameter relevant.

After the test write, we wait for the refresh interval and perform

a verification read. We check if the verification succeeded and

log the list of errors, if any.

Coupling and Power-Noise Effects: We carefully design

the tests to be close to the worst-case in coupling and power-

noise (to stress the reliability of our proposal). From the stand-

point of a single row, each test (i) writes/reads data to/from the

row, and then (ii) reads data from the row for verification (ac-

cess – wait – verify). However, from the standpoint of the en-

tire DRAM chip, we test different rows in an overlapped man-

ner, staggered by tRC (access, access, · · ·, access, verify, ver-

ify, · · ·, verify). We perform this test sequence twice with two

different orders of row addresses (increasing/decreasing). Due

to this overlapped manner of testing multiple rows, the tests

exhibit the following effects.

• Bitline-to-Cell Coupling: Non-activated cells and bitlines

are coupled with each other in as many as half of the cells

per bitline (i.e., 256 times a 512-cell bitline).

• Wordline-to-Wordline Coupling: Each wordline is coupled

6
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Figure 7: Effect of Varying Each Timing Parameter on Error Count

with adjacent wordlines in as many columns as in a row

(i.e., 256 times for a 4k-cell row and 64-bit per access).

• Power-Noise: Power noise is close to the worst-case due to

the maximum number of allowed row activations per time

interval (i.e., activating a row every tRC).

Data Patterns: We repeat both tests for all DRAM ad-

dresses with eight different checkered data patterns [68] (0000,

0011, 0101, 1001, 0110, 1010, 1100, 1111). To test the bitline

precharge effect, we use exclusive-OR data patterns (i.e., 0101

vs. 1010) for adjacent rows. Therefore, bitlines are amplified

in the opposite direction from the previous row activation.

Iterating Tests: We repeat tests with a large number of re-

duced target timing parameters. We accumulate the erroneous

cells from all the test patterns. Since cells of the same DRAM

row are activated and precharged together, we run through all

the DRAM addresses in the column-major order to reduce in-

terference between tests of the cells in the same row. We per-

form 10 iterations of each test before deciding whether it is free

from errors.

7. DRAM Latency Profiling Results and Analysis

In this section, we present and analyze the results of our pro-

filing experiments. We first present the effect of reducing in-

dividual timing parameters on a single representative module

(Section 7.1). We then present the results of reducing mul-

tiple timing parameters simultaneously (Section 7.2), analyze

the timing slack present (Section 7.3), and quantify timing pa-

rameter reductions (Section 7.4) using this representative mod-

ule. Finally, we summarize our profiling results for all 115

modules (Section 7.5).

7.1. Effect of Reducing Individual Timing Parameters

As discussed in Section 4, DRAM access latency is tightly cou-

pled with the amount of charge in the accessed cell. To verify

this on real DRAM chips, we need to adjust the amount of

charge intentionally. Unfortunately, there is no way to quanti-

tatively change the charge stored in DRAM cells. Instead, we

indirectly adjust the charge amount by enabling the leakage of

DRAM cells. Note that DRAM cells have less charge in two

cases: (i) at longer refresh intervals and (ii) at higher temper-

atures. Using these characteristics, we design aggressive test

environments for analyzing the effect of reducing each timing

parameter by: (i) sweeping the refresh interval from the DRAM

standard (64 ms) to very long refresh intervals (up to 512 ms)

at the highest temperature in the DRAM standard (85◦C), and

(ii) sweeping the temperature at a very long refresh interval

(512 ms).

Sweeping the Refresh Interval: Figure 7a shows the num-

ber of errors when we reduce each of the four timing parame-

ters (tRCD, tRAS, tWR, and tRP) at different refresh intervals

while the temperature is kept at 85◦C. We make three key ob-

servations from the figure. First, it is possible to reduce the

timing parameters significantly without incurring errors. In

particular, at the standard refresh interval of 64 ms, the four

timing parameters can be reduced by (3.75 ns, 15 ns, 10 ns,

3.75 ns). Second, as the refresh interval increases, the number

of errors starts to increase and the range of timing parameters

for error-free operation decreases. In fact, increasing the re-

fresh interval beyond 256 ms results in errors even with the

standard timing parameters. Third, reducing tRCD or tRP be-

low a certain point results in a drastic increase in the number

of errors. This is because doing so causes a functional failure

of DRAM — e.g., reducing tRCD below 10 ns does not give

DRAM enough time to even activate the wordline completely,

resulting in a malfunction of the entire row.

Sweeping the Temperature: Figure 7b shows the number

of errors with reduced timing parameters at different tempera-

tures (55◦C to 85◦C) while the refresh interval is kept at 512

ms. Note that the refresh interval is 8 times as long as its stan-

dard value of 64 ms, meaning that the number of errors shown

in the figure are much larger than what they should be for com-

modity DRAM. From the figure, we find that the number of

errors decreases at lower temperatures, similar to how it de-

creases at lower refresh intervals in the previous experiment.

Therefore, we conclude that there is a significant opportunity

to reduce timing parameters at lower temperatures.

7.2. Effect of Reducing Multiple Timing Parameters

The results of the previous experiment showed that there is a

significant opportunity for reducing each timing parameter in-

dividually. However, we hypothesize that reducing one timing

parameter may also decrease the opportunity to reduce another

timing parameter simultaneously. For example, if we reduce

the value of tRAS, the charge on a cell may not be fully re-

stored by the end of the sense-amplification process. This may

decrease the opportunity to reduce tRP, as the bitlines may

have to be fully precharged to ensure that it can be reliably per-

turbed by the partially charged cell.

To study the potential for reducing multiple timing param-

eters simultaneously, we run our tests with all possible com-

binations of timing parameters in the following range: tRCD

(12.5–10 ns), tRAS (35–20 ns), tWR (15–5 ns), tRP (12.5–10
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ns). For each combination, we also vary the temperature from

55◦C to 85◦C and the refresh interval from 64 ms to 960 ms.

Figure 8 presents the number of errors for the read and write

tests for multiple such combinations at 85◦C. Our results vali-

date our hypothesis. For example, although it was possible to

individually reduce tRAS to 20 ns at 85◦C and 200 ms refresh

interval, tRAS can only be reduced to 32.5 ns if both tRCD

and tRP are also reduced to 10 ns. In this section, we only

present the results for specific combinations to show the effect

of reducing multiple timing parameters clearly. In Section 7.4,

we will present the test results with all timing parameter com-

binations and resulting potential reductions.

7.3. Effect of Temperature on Timing Slack

As discussed in Section 4, the length of the timing parameters

is dictated by the weakest cell with the shortest retention time

at 85◦C. However, ensuring enough charge is stored in such a

cell may not be enough to guarantee reliable operation — this is

because the cell could be affected by other failure mechanisms

that are difficult to foresee. Just to name one example, some

DRAM cells are known to suffer from a phenomenon known as

variable retention time (VRT) [29, 41], in which their retention

time could change unpredictably between short and long val-

ues. As a counter-measure against such failures, DRAM man-

ufacturers provide a built-in safety-margin in retention time,

also referred to as a guard-band [4, 29, 70]. This way, DRAM

manufacturers are able to guarantee that even the weakest cell

is insured against various other modes of failure.

In order to quantify the safety-margin, we sweep the refresh

interval from 64 ms to 960 ms. The safety-margin incorpo-

rated by the DRAM manufacturers is the difference between

the highest refresh interval that exhibits no errors at 85◦C and

the standard refresh interval (64 ms). Figure 9 plots the num-

ber of errors (in gray scale) for varying refresh intervals for

different temperatures (55◦C to 85◦C). For each temperature,

we also vary tRAS (Figure 9a) and tWR (Figure 9b). A box at

(x, y) represents the number of errors at a refresh interval y and

tRAS/tWR of x. A white box indicates no errors, and a darker

box indicates a large number of errors. The red line separates

the error-free region from the region with at least one error.

We make several observations from the figure. First, as ex-

pected, for each temperature, increasing the refresh interval

(i.e., going down on the y axis) leads to more errors. Sec-

ond, for a given refresh interval and temperature, reducing the

tRAS/tWR timing parameters (i.e., going right on the x axis for

each temperature) also increases the number of errors. Third,

at 85◦C, the highest refresh interval for error-free operation

is 192 ms for the read test and 144 ms for the write test —

this implies a safety-margin of 128 ms for reads and 80 ms for

writes. Fourth, the slack on the retention time increases with

decreasing temperature, because retention time increases with

decreasing temperature (Section 4). As shown in the figure, at

55◦C, the margin on the retention time is 576 ms for reads and

448 ms for writes — these values are at least 4× higher than

their safety-margins (at 85◦C). In summary, there is significant

room for reducing DRAM latency at lower temperatures while

still ensuring reliable DRAM operation.

7.4. Potential Timing Parameter Reductions While Main-

taining the Safety-Margin

So far, we have discussed the effect of reducing timing param-

eters both individually and simultaneously. We also have stud-

ied the safety-margin and the effect of the operating tempera-

ture on the slack in timing parameters. In this section, we study

the possible timing parameter reductions of a DRAM module

while maintaining the safety-margin.

We first measure the safety-margin of a DRAM module by

sweeping the refresh interval at the worst operating tempera-

ture (85◦C), using the standard timing parameters. Figure 10a

plots the maximum refresh intervals of each bank and each chip

in a DRAM module for both read and write operations. We

make several observations. First, the maximum refresh inter-

vals of both read and write operations are much larger than the

DRAM standard (208 ms for the read and 160 ms for the write

operations vs. the 64 ms standard). Second, for the smaller ar-

chitectural units (banks and chips in the DRAM module), some

of them operate without incurring errors even at much higher

refresh intervals than others (as high as 352 ms for the read

and 256 ms for the write test). This is because the error-free

retention time is determined by the worst single cell in each
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(a) Maximum Error-Free Refresh Interval at 85◦C (Bank/Chip/Module)

(b) Read Latency (Refresh Interval: 200 ms)

(c) Write Latency (Refresh Interval: 152 ms)

Figure 10: Latency Reductions While Maintaining the Safety-Margin

architectural component (i.e., bank/chip/module).

Based on this experiment, we define the safe refresh interval

for a DRAM module as the maximum refresh interval that leads

to no errors, minus an additional margin of 8 ms, which is the

increment at which we sweep the refresh interval. The safe

refresh interval for the read and write tests are 200 ms and 152

ms, respectively. We then use the safe refresh intervals to run

the tests with all possible combinations of timing parameters.

For each combination, we run our tests at two temperatures:

85◦C and 55◦C.

Figure 10b plots the error-free timing parameter combina-

tions (tRCD, tRAS, and tRP) in the read test. For each com-

bination, there are two stacked bars — the left bar for the test

at 55◦C and the right bar for the test at 85◦C. Missing bars in-

dicate that the test (with that timing parameter combination at

that temperature) causes errors. Figure 10c plots same data for

the write test (tRCD, tWR, and tRP).

We make three observations. First, even at the highest tem-

perature of 85◦C, the DRAM module reliably operates with

reduced timing parameters (24% for read, and 35% for write

operations). Second, at the lower temperature of 55◦C, the

potential latency reduction is even higher (36% for read, and

47% for write operations). These latency reductions are possi-

ble while maintaining the safety-margin of the DRAM module.

From these two observations, we conclude that there is signif-

icant opportunity to reduce DRAM timing parameters without

compromising reliability. Third, multiple different combina-

tions of the timing parameters can form the same overall value

of the timing parameters. For example, three different com-

binations of (tRAS, tRP, and tRCD) show the same overall

value of 42.5 ns. This might enable further optimization for

the most critical timing parameter at runtime. We leave the

exploration of such a fine-grained optimization to future work.

(a) Read Retention Time (b) Write Retention Time

(c) Read Latency (d) Write Latency

Figure 11: Analysis of Multiple DIMMs

7.5. Effect of Process Variation on Timing Slack

So far, we have discussed the effect of temperature and the po-

tential to reduce various timing parameters at different temper-

atures for a single DRAM module. The same trends and ob-

servations also hold true for all of the other modules. In this

section, we analyze the effect of process variation by studying

the results of our profiling experiments on 115 DIMMs. We

also present results for intra-chip process variation by studying

the process variation across different banks within each DIMM.

Figure 11a (solid line) plots the highest refresh interval that

leads to correct operation across all cells at 85◦C within each

DIMM for the read test. The red dots on top show the highest

refresh interval that leads to correct operation across all cells

within each bank for all 8 banks. Figure 11b plots the same

data for the write test.

We draw two conclusions. First, although there exist a few

modules which just meet the timing parameters (with a low

safety-margin), a vast majority of the modules very comfort-

ably meet the standard timing parameters (with a high safety-

margin). This indicates that a majority of the DIMMs have

significantly higher safety-margins than the worst-case module

even at the highest-acceptable operating temperature of 85◦C.

Second, the effect of process variation is even higher for banks

within the same DIMM, explained by the large spread in the

red dots for each DIMM. Since banks within a DIMM can be

accessed independently with different timing parameters, one

can potentially imagine a mechanism that more aggressively

reduces timing parameters at a bank granularity and not just

the DIMM granularity. We leave this for future work.

To study the potential of reducing timing parameters for

each DIMM, we sweep all possible combinations of timing pa-

rameters (tRCD/tRAS/tWR/tRP) for all the DIMMs at both

the highest acceptable operating temperature (85◦C) and a

more typical operating temperature (55◦C). We then determine

the acceptable DRAM timing parameters for each DIMM for
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both temperatures while maintaining its safety-margin.

Figures 11c and 11d show the results of this experiment for

the read test and write test respectively. The y-axis plots the

sum of the relevant timing parameters (tRCD, tRAS, and tRP

for the read test and tRCD, tWR, and tRP for the write test).

The solid black line shows the latency sum of the standard tim-

ing parameters (DDR3 DRAM specification). The dotted red

line and the dotted blue line show the most acceptable latency

parameters for each DIMM at 85◦C and 55◦C, respectively.

The solid red line and blue line show the average acceptable

latency across all DIMMs.

We make two observations. First, even at the highest tem-

perature of 85◦C, DIMMs have a high potential of reducing

their access latency: 21.1% on average for read, and 34.4% on

average for write operations. This is a direct result of the possi-

ble reductions in timing parameters tRCD/tRAS/tWR/tRP —

15.6%/20.4%/20.6%/28.5% on average across all the DIMMs.3

As a result, we conclude that process variation and lower tem-

peratures enable a significant potential to reduce DRAM ac-

cess latencies. Second, we observe that at lower temperatures

(e.g., 55◦C) the potential for latency reduction is even greater

(32.7% on average for read, and 55.1% on average for write op-

erations), where the corresponding reduction in timing parame-

ters tRCD/tRAS/tWR/tRP are 17.3%/37.7%/54.8%/35.2% on

average across all the DIMMs.

Given that DRAM latency is a significant bottleneck for sys-

tem performance, this reduction in timing parameters will di-

rectly translate to improvement in overall system performance

(as we will show in Section 8.2).

7.6. Analysis of the Repeatability of Cell Failures

In order to adopt a mechanism that exploits the DRAM latency

variation in real systems, it is important to understand whether

the latency-margin related errors remain consistent over time.

For this purpose, we specifically measured how many cells

consistently experience errors under different evaluation con-

ditions. We perform this consistency test for five different sce-

narios listed in Table 1. For each scenario, we choose a refresh

interval for which there are at least 1000 errors. We then repeat

each test for 10 iterations and report the percentage of cells that

appear in all 10 iterations.

As summarized in Table 1, the first four scenarios show

that a very high fraction (more than 95%) of the erroneous

cells consistently experience an error over multiple iterations

of the same test. Even though the overlap ratio is high, it is not

100%, which means that the characteristic of some cells may

be changing over time. We believe that these effects could be

related to the VRT phenomenon (Section 7.3). For the fifth

scenario (where parameters are set separately for reads and

writes), the repeatability of errors is the lowest at 71%. We

hypothesize that this is the result of different power-noise con-

ditions (between activation and write) for these two different

operations. This is why the read and write operations need to

be profiled separately, since they are likely to sensitize errors

in different sets of cells.

3Due to space constraints, we present only the average potential reduction for

each timing parameter. However, detailed characterization of each DIMM can

be found online at the SAFARI Research Group website [35].

Scenario Overlap (%)

10 iterations of the same test 96.94

10 iterations of eight different data patterns 96.01

10 iterations of eight timing-parameter combinations 98.99

10 iterations at two different temperatures (85 vs. 65◦C) 96.18

10 iterations of two different test types (read vs. write) 71.59

Table 1: Repeatability and Consistency of Erroneous Cells

8. Real-System Evaluation

We evaluate AL-DRAM on a real system, whose detailed con-

figuration is listed in Table 2. We chose this system for its

AMD processor, which offers dynamic software-based control

over DRAM timing parameters at runtime [5, 6]. We paired the

processor with one or more DRAM modules that have ECC

(error-correction code) support. For the purpose of minimiz-

ing performance variation, we disabled several optimization

features of the system (e.g., dynamic core frequency scaling,

adaptive DRAM row policy, and prefetching).

System Dell PowerEdge R415 [10]

Processor AMD Opteron 4386 (8 cores, 3.1GHz, 8MB LLC) [5, 6]

6 × 4GB ECC UDIMM (Single-/Dual-Rank)

Main DDR3-1600 (800MHz clock rate, 1.25ns cycle time)

Memory Default (tRCD/tRAS/tWR/tRP): 13.75/35.0/15.0/13.75ns

Reduced (tRCD/tRAS/tWR/tRP): 10.0/23.75/10.0/11.25ns

Storage 128GB SSD (random read/write speed: 97K/90K IOPS)

OS Linux 3.11.0-19-generic

Table 2: Evaluated System Configuration

8.1. Tuning the Timing Parameters

First, we evaluate the possible latency reduction in DRAM

modules without losing any data integrity. We stress the sys-

tem with memory intensive workloads (99.1% CPU utilization

with STREAM [44, 49] running in all eight cores) while re-

ducing the timing parameters. The minimum values of the

timing parameters that do not introduce any errors at 55◦C or

less define the maximum acceptable reduction in latency in

the system. Table 2 shows that the potential reduction is

27%/32%/33%/18% for tRCD/tRAS/tWR/tRP, respectively.

During the evaluation, the observed DRAM temperature range

is 30◦C–39◦C (always less than 55◦C, even at a very high CPU

and memory utilization). Therefore, we need only one set of

DRAM timing parameters for our real system evaluation.

8.2. Performance Improvement

Figure 12 shows the performance improvement of reducing

the timing parameters in the memory system with one rank

and one memory channel. We run a variety of different ap-

plications (SPEC, STREAM [44, 49], PARSEC [2], Mem-

cached [1], Apache [3], and GUPS [18]) in two different con-

figurations. The first one (Config. 1) runs only one thread and,

the second one (Config. 2) runs multiple applications/threads

(as described in the figure). We run each configuration 30

times (only SPEC is executed 3 times due to the large exe-

cution time), and present the average performance improve-

ment across all the runs and their standard deviation as an error

bar. Based on the last-level cache misses per kilo instructions

(MPKI), we categorize our applications into memory-intensive
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Figure 12: Real-System Performance Improvement with AL-DRAM (Each Error Bar Shows the Standard Deviation across Multiple Runs)

or non-intensive groups, and report the geometric mean perfor-

mance improvement across all applications from each group.

We draw three key conclusions from Figure 12. First, AL-

DRAM provides significant performance improvement over

the baseline (as high as 20.5% for the very memory-bandwidth-

intensive STREAM applications [44, 49]). Second, when the

memory system is under higher pressure with multi-core/multi-

threaded applications, we observe significantly higher perfor-

mance (than in the single-core case) across all applications

from our workload pool. Third, as expected, memory-intensive

applications benefit more in performance than non-memory-

intensive workloads (14.0% vs. 2.9% on average). We con-

clude that by reducing the DRAM timing parameters using our

approach, we can speed up a system by 10.5% (on average

across all 35 workloads on the multi-core/multi-thread config-

uration).

8.3. Reliability of Reduced Timing Parameters

By reducing the timing parameters, we are also stripping away

the excessive margin in DRAM’s electrical charge. The re-

maining margin should be enough for DRAM to achieve cor-

rectness by overcoming process variation and temperature de-

pendence (as we discussed in Section 4.3). To verify the cor-

rectness of our experiments, we ran our workloads for 33 days

non-stop, and examined their and the system’s correctness with

reduced timing parameters. Using the reduced timing param-

eters over the course of 33 days, our real system was able to

execute 35 different workloads in both single-core and multi-

core configurations (see Figure 12) while preserving correct-

ness and being error-free.

Note that these results do not absolutely guarantee that no

errors can be introduced by reducing the timing parameters.

Our real-system experiments are limited in their statistical sig-

nificance, since they involve a small sample population (six

ECC DRAM modules) over a relatively short test duration

(33 days). However, DRAM manufacturers already have the

necessary testing methodology to guarantee reliable operation

with reduced timing parameters that are appropriately chosen.

Existing industrial-grade methodology for measuring and en-

suring reliability (at different timing parameters) is typically

based on millions of hours of aggregate test time, which is

clearly beyond the scope of this paper but is also clearly doable

by DRAM manufacturers. Thus, we believe that we have

demonstrated a proof-of-concept which shows that DRAM la-

tency can be reduced at little-to-no apparent impact on DRAM

reliability.

8.4. Sensitivity Analysis

Number of Channels, and Ranks: We analyze the impact

of increasing the number of ranks and channels on the per-

formance achieved with AL-DRAM in Figure 13. Note that

adding ranks enables more memory parallelism while keep-

ing the total memory bandwidth constant, but adding channels

also increases the total memory bandwidth. The 2-channel sys-

tems we evaluate are overprovisioned for the workloads we

evaluate as our workloads exert little pressure on memory in

such systems. We make two major observations. First, AL-

DRAM significantly improves system performance even on

highly-provisioned systems with large numbers of channels,

and ranks: 10.6%/5.2%/2.9% on average across our memory-

intensive/multi-core workloads in a 2-rank 1-channel/1-rank

2-channel/2-rank 2-channel system, respectively. Second, the

benefits AL-DRAM are higher when the system is more mem-

ory parallelism- and bandwidth-constrained, as expected, be-

cause memory latency becomes a bigger bottleneck when

limited parallelism/bandwidth causes contention for memory.

As on-chip computational power continues to increase at a

much faster rate than the amount of off-chip memory band-

width [20, 58] due to the limited pin count, and as future appli-

cations become increasingly data-intensive, it is very likely that

future systems will be increasingly memory bandwidth con-

strained [51]. We conclude that AL-DRAM will likely become

more effective on such future systems.
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Figure 13: AL-DRAM Performance Improvement on a Real System with

Different Rank/Channel Configurations

Heterogeneous Workloads: We evaluate the performance

impact of AL-DRAM for heterogeneous workloads gener-

ated by combining two different applications from those listed

in Figure 13. We observe that AL-DRAM provides signifi-

cant weighted speedup improvement over the baseline system:

7.1% on average in a 1-rank 2-channel system.

Row Policy: Performance improvement can depend on the

row buffer management policy used in the memory system. We

use an in-house out-of-order multi-core simulator with a de-

tailed DRAM timing model to analyze the sensitivity of our

results to two policies (as our tested system does not have

any flexibility to change row policy): open-row & closed-

row [32]. We evaluate 51 multi-core workloads (randomly-
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selected from SPEC CPU2006, STREAM, TPC, and GUPS)

in a 1-rank 2-channel system. Our evaluation shows that AL-

DRAM provides similar performance improvements for both

policies (11.4%/11.0% improvement for open/closed row poli-

cies over the baseline system).

Energy Efficiency: By reducing the timing parameters and

overall execution time, AL-DRAM improves energy efficiency.

We estimate the DRAM energy consumption of AL-DRAM

using a DRAM energy calculator [47]. When using 4Gbyte

modules with DDR3-1600, AL-DRAM reduces DRAM power

consumption by 5.8% (in a current specification, IDD1 [59]).

The major energy reduction is attributed to the reduction in row

activation time.

9. Related Work

To our knowledge, this is the first work to (i) provide a de-

tailed qualitative and empirical analysis of the relationship be-

tween process variation and temperature dependence of mod-

ern DRAM devices on the one side, and DRAM access latency

on the other side (we directly attribute the relationship between

the two to the amount of charge in cells), (ii) experimentally

characterize a large number of existing DIMMs to understand

the potential of reducing DRAM timing constraints, (iii) pro-

vide a practical mechanism that can take advantage of this po-

tential, and (iv) evaluate the performance benefits of this mech-

anism by dynamically optimizing DRAM timing parameters on

a real system using a variety of real workloads.

Several works investigated the possibility of reducing

DRAM latency by either exploiting DRAM latency varia-

tion [7, 65] or changing the DRAM architecture [34, 36, 45,

61, 62, 66]. We discuss these below.

DRAM Latency Variation: Recently, Chandrasekar et

al. [7] evaluate the potential of relaxing some DRAM timing

parameters to reduce DRAM latency. This work observes la-

tency variations across DIMMs as well as for a DIMM at dif-

ferent operating temperatures. However, there is no explana-

tion as to why this phenomenon exists. In contrast, our work

(i) identifies and analyzes the root cause of latency variation in

detail, (ii) provides a practical mechanism that can relax tim-

ing parameters, and (iii) provides a real system evaluation of

this new mechanism, using real workloads, showing improved

performance and preserved reliability.

Shin et al. [65] show that recently-refreshed rows have

more charge, and propose a mechanism (NUAT) to access

the recently-refreshed rows with reduced latency (especially,

tRCD/tRAS). Even though some of the observations in [65]

are similar to ours, the approaches to leverage them are differ-

ent. AL-DRAM exploits temperature dependence in a DIMM

and process variations across DIMMs. NUAT uses the time dif-

ference between a row refresh and an access to the row (hence

its benefits are dependent on when the row is accessed after

it is refreshed). AL-DRAM provides latency benefits regard-

less of access pattern and NUAT provides latency benefits re-

gardless of DRAM temperature. Therefore, the two techniques

are complementary and can potentially be combined for better

performance. We note that (i) AL-DRAM has very little over-

head compared to NUAT, and (ii) compared to [65], our work

experimentally analyzes the dependence of DRAM latency on

temperature and process variation in real DRAM chips.

Low Latency DRAM Architectures: Previous works [8,

16, 34, 36, 45, 51, 61, 62, 66, 75] propose new DRAM architec-

tures that provide lower latency. These works improve DRAM

latency at the cost of either significant additional DRAM chip

area (i.e., extra sense amplifiers [45, 61, 66] or additional

SRAM cache [16, 75]), specialized protocols [8, 34, 36, 62]

or both. Our proposed mechanism requires no changes to the

DRAM chip and DRAM interface, and hence there is (almost)

no overhead. Furthermore, AL-DRAM is largely orthogonal to

these proposed designs, and can be applied in conjunction with

them, providing greater cumulative reduction in latency.

Binning or Over-Clocking of DRAM: AL-DRAM has

multiple sets of DRAM timing parameters for different temper-

atures and dynamically optimizes the timing parameters at run-

time. Therefore, AL-DRAM is different from simple binning

(performed by manufacturers) or over-clocking (performed by

end-users [19, 52]) that are used to figure out the highest static

frequency or lowest static timing parameters for DIMMs.

Other Methods for Lower Memory Latency: Other meth-

ods of reducing/hiding memory latency, e.g., by employing

prefetching (e.g., [67]), memory/cache compression (e.g., [53,

54, 64]), better memory scheduling (e.g., [32, 33, 50]), or better

caching (e.g., [28, 63]), are orthogonal to our approach.

10. Conclusion

This paper introduces Adaptive-Latency DRAM (AL-DRAM),

a simple and effective mechanism for dynamically tailoring the

DRAM timing parameters for the current operating condition

without introducing any errors. The standard DRAM timing

constraints are grossly overprovisioned to ensure correct op-

eration for the cell with the lowest retention time at the high-

est acceptable operating temperature. We make the observa-

tion that a significant majority of DRAM modules do not ex-

hibit the worst case behavior and that most systems operate

at a temperature much lower than the highest acceptable op-

erating temperature, enabling the opportunity to significantly

reduce the timing constraints. Based on these observations,

AL-DRAM dynamically measures the operating temperature

of each DIMM and employs timing constraints optimized for

that DIMM at that temperature. Results of our latency pro-

filing experiments on 115 modern DRAM modules show that

our approach can significantly reduce four major DRAM tim-

ing constraints by 17.3%/37.7%/54.8%/35.2 averaged across

all 115 DIMMs tested. This reduction in latency translates to

an average 14% improvement in overall system performance

across a wide variety of memory-intensive applications run on

a real multi-core system.

We conclude that AL-DRAM is a simple and effective

mechanism to reduce DRAM latency. We hope that our ex-

perimental exposure of the large margin present in the standard

DRAM timing constraints will inspire other approaches to op-

timize DRAM chips, latencies, and parameters at low cost.
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