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Abstract

The popularity of handheld devices, which are usually powered by batteries, has made power saving an important

and practical issue in recent years. Techniques of power saving for user devices using mobile communication

systems such as WiMAX and LTE (Long-Term Evolution) are parts of the major focuses in the literature. In this paper,

two revised schemes of the authors’ previously proposed power saving schemes for IEEE 802.16 are proposed to be

applied in LTE. The proposed schemes, namely LTE-LBPS-Aggr and LTE-LBPS-Merge, estimate the input load by

traffic measurement and the channel capacity by channel quality indicator (CQI) reports, calculate the length of the

sleep cycle, and notify related user equipments (UEs) of the next radio-on time for receiving data. The difference

between LTE-LBPS-Aggr and LTE-LBPS-Merge lies in the grouping of UEs for sleep scheduling. LTE-LBPS-Aggr treats

all UEs in a group, while LTE-LBPS-Merge allows multiple groups of UEs in sleep scheduling. The simulation study

shows that in comparison with standard-based mechanisms, the proposed schemes can achieve better power

saving efficiency at the cost of moderate increase on delays and the signaling overhead.

1 Introduction

With the increasing popularity of all sorts of mobile de-

vices and cloud computing applications [1], modern life

is being brought into a new era of mobile communica-

tions in recent years. To address the intense demand,

the wireless technology for the fourth generation (4G)

[2] of mobile broadband communications is standard-

ized. 4G candidate systems including Mobile WiMAX

[3] and LTE (Long-Term Evolution) [4, 5] are commer-

cially deployed. The LTE standard is defined and sup-

ported by all major players in the telecommunication

industry and is backward compatible with GSM/UMTS

cellular systems, which makes LTE deployment easier

than Mobile WiMAX, giving LTE benefit over its com-

petitors in the 4G market.

However, based on GSM/EDGE and UMTS/HSPA

network technologies, both the core network (Evolved

Packet Core, EPC) and the radio access (Evolved Uni-

versal Terrestrial Radio Access Network, E-UTRAN)

in LTE are fully packet-switched, rather than following

the circuit-switched model of earlier systems. LTE is

designed to work with a variety of different bandwidths

and to deliver a peak data rate of 100 Mbps in the downlink

and 50 Mbps in the uplink. The enhanced version of LTE,

namely LTE-Advanced (LTE-A), is designed with advanced

features to deliver a peak data rate of 1000 Mbps in the

downlink and 500 Mbps in the uplink. The specifications

for LTE produced by the Third Generation Partnership

Project (3GPP) are organized into releases, each of which

contains a stable and clearly defined set of features. LTE

was first introduced in Release 8 [4], and initial enhance-

ments were included in Release 9. The extra capabilities

required for LTE-A were specified in Release 10 [5]. As the

specification of Release 11 of the LTE standards is

approaching its completion, 3GPP is gradually moving its

focus toward the next major step in the evolution of LTE

(Release 12).

The progress of modern radio communication tech-

niques has been driven by the academic research in a

variety of areas, such as wireless mesh networks [6],

vehicular networks [7], cognitive radio [8, 9], efficient use

of radio resource [10, 11], and heterogeneous/composite

radio networks [12–14]. One of the research issues in mo-

bile communications is power saving/management at the

user side as well as at the network side. Power saving at the

network side creates the benefit of energy cost reduction,

but the user side is more critical since the user device is

usually battery-powered and the length of the operational
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time in communications is always a main focus. Discon-

tinuous Reception mode (DRX) [15, 16] is supported to

conserve the power of the mobile terminal, namely the user

equipment (UE) in LTE. The UE powers down most of its

circuitry in DRX when there are no packets to be transmit-

ted or received. During this time, the UE listens to the

downlink (DL) occasionally and may not keep in sync with

uplink (UL) transmission depending on its RRC (Radio

Resource Control) state. There are additional advantages in

using DRX, such as radio link resource saving on both UL

and DL to increase system capacity.

The authors have been working on the issue of power

saving in IEEE 802.16 for some years. The idea of Load-

Based Power Saving (LBPS) and associated schemes were

proposed to adaptively schedule the sleep (radio-off) time

of the user device for the current network load [17]. Ex-

tension of LBPS to integrate the user side and the network

side in sleep scheduling was also proposed [18].

In order to make LBPS work for LTE, the mechanism

of channel capacity estimation by channel quality indi-

cator (CQI) reporting as well as two revised LBPS

schemes, namely LTE-LBPS-Aggr and LTE-LBPS-Merge,

are proposed in this paper. A simulation study shows

that the two proposed schemes can adapt to the fluctu-

ated channel capacity as well as the input load and

achieve much higher power saving efficiency in com-

parison with standard-based mechanisms. The remain-

der of the paper is organized as follows: In Section 2, a

survey of the standard DRX in LTE, DRX related work,

and our previous work of LBPS in IEEE 802.16 is

presented. Two revised LBPS schemes for LTE are pre-

sented in Section 3. Results of performance evaluation

are presented in Section 4. Finally, Section 5 concludes

this paper.

2 Related work
In this section, the standardized operation of LTE DRX is

briefly introduced, and a survey of related research results

for the issue of LTE DRX and power saving is presented.

Lastly, the authors’ previous work of LBPS is presented.

2.1 LTE DRX

In LTE, the DRX mode can be enabled in both of the

following states of the radio link between the UE and

the base station (called eNodeB or eNB): RRC_idle and

RRC_connected. As illustrated in Fig. 1, a DRX cycle

consists of an “Opportunity for DRX period” (radio off )

during which the UE can skip reception of DL channels

and an “ON duration” (radio on) during which the UE

should monitor the physical downlink control channel

(PDCCH) to identify DL data. The inactivity timer is

used to trigger the start of a DRX cycle in the RRC_con-

nected state. The parameterization of the DRX cycle

involves a trade-off between battery saving and the

access latency. A long Opportunity for DRX period is

beneficial for lengthening the UE’s battery life. On the

other hand, a shorter DRX period is better for faster

response. Therefore, two DRX cycles, namely Short DRX

Cycle and Long DRX Cycle, can be configured for each

UE. The transition between the Short DRX Cycle and

the Long DRX Cycle can be controlled by the DRX Short

Cycle Timer or by explicit commands from eNB.

2.2 Related research

LTE DRX research in the literature can be classified

into the following categories: modeling for performance

analysis, optimized selection of DRX parameters, traffic

characteristic-based heuristic mechanisms, and miscel-

laneous schemes. In [19–21], the DRX operation with

Fig. 1 Illustration of LTE DRX
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bursty traffic was modeled by a semi-Markov process to

derive the equations of power saving and delay perform-

ance. Authors in [22] adopted an approach of dividing the

DRX operation into several independent parts, which was

claimed to be easier for theoretical analysis of accurate

power saving factor and packet transmission delay.

Optimized selection of DRX configuration is concerned

about the trade-off between power saving efficiency and

delay performance. Authors of [23] employed a partially ob-

servable Markov decision process to determine the optimal

selection of DRX parameters by maximizing power saving

efficiency under the delay constraint. A series of research

dealing with the trade-off of the two conflicting perform-

ance metrics was proposed in [24–26]. In [27], the busti-

ness of the traffic was considered and combinations of

DRX parameters were evaluated in terms of user through-

put, power consumption, and network performance to

select the best DRX configuration. The impact of DRX

operation on the QoS performance of VoIP traffic under

dynamic and semi-persistent packet scheduling strategies

was studied in [28]. Traffic characteristics of mobile

Internet applications were explored, and the impact of

the characteristics on LTE device power and air inter-

face signaling was investigated in [29].

Heuristic mechanisms for adjusting the inactivity timer

based on CQI reports from the users were proposed in

[30], in which a multi-threshold adaptive configuration

DRX mechanism, namely M-ADRX, was designed. In

[31], the effects of Short DRX Cycle and Long DRX Cycle

on power consumption for Voice and Web traffic were

investigated, and the influences of the length of TTI (time

transmission interval) on power saving efficiency and

access delay were evaluated. An analysis of processing in

LTE L2 and L3 protocols for frequent signaling procedure

was presented in [32], in which four signaling procedures,

namely Attach, Idle-Connected, Handover, and Tracking

Area Update, were analyzed.

Lastly, not too many research papers in the literature tar-

geted on power saving at the side of eNB in LTE. Authors

in [33] showed that energy consumption can be signifi-

cantly reduced by introducing discontinuous transmission

(DTX) at eNB, and up to 61 % of the energy can be saved

in a realistic traffic scenario. A distributed wake-up sched-

uling algorithm for the base transceiver stations in a cellular

network was proposed in [34], in which a base transceiver

station dynamically decides on its operation mode (off,

sleep, or active) according to the measured traffic load of

itself and its neighbors in a distributed manner.

2.3 Previous work of LBPS

The objective of LBPS is to adaptively adjust the sleep

window size of each MSS (mobile subscriber station) in

IEEE 802.16 to better fit in current traffic load. The base

station (BS) in LBPS estimates the current load for each

MSS (denoted by bits per time frame) by collecting and

exponentially averaging the samples of load measure.

Although uplink traffic can also be integrated into LBPS

schemes, only downlink traffic is considered in the

following for presentation purpose. LBPS sets a target

threshold of data accumulation in the buffer for an MSS

and dynamically calculates its next sleep window size. In

this way, LBPS can adapt to different traffic loads and

still achieves a proper level of power saving. The basic

version of LBPS is called LBPS-Aggr, in which all the

traffic in the network is treated as an aggregate flow in

calculating the size of the sleep window. In LBPS-Aggr,

the traffic arrival process is assumed to be Poisson, and

data accumulation under load λ in a time frame is calcu-

lated by the following equation:

Prob i bits arrived in a time frame½ � ¼
e−λT λTð Þi

i!
;

where T is the length of a time frame
ð1Þ

The threshold of data accumulation is denoted by

Data_TH (bits), which is practically set as the capacity

of a time frame. The probability of data accumulation

exceeding Data_TH packets over K time frames in a

row, denoted by PAcc(K, Data_TH) ≡ Prob [# of bits

arrived in K time frames >Data_TH], can be calculated

as follows:

PAcc K ; Data THð Þ ¼
X

∞

i¼Data THþ1

e−λKT λKTð Þi

i!

¼ 1−
X

Data TH

i¼0

e−λKT λKTð Þi

i!
ð2Þ

The number of time frames (including the current

awake time frame) before the next awake time frame for

an MSS is calculated as the smallest value of K such that

PAcc(K, Data_TH) is higher than a predefined probability

threshold denoted by Prob_TH. The length of one

awake-and-sleep cycle, denoted by K*, is calculated as

follows:

K� ¼ LengthAwkSlpCyl λ; Data THð Þ
¼ Min K jPAcc K ;Data THð Þ≥Prob THf g ð3Þ

Note that an awake-and-sleep cycle is composed of the

current awake time frame and the following sleep win-

dow. The size of the sleep window in a cycle is therefore

K*
− 1, which is sent by the BS to the currently awake

MSSs for entering the sleep mode.

Given the threshold of data accumulation, the best case

for an MSS in terms of power saving is to make the MSS a

single-member group resulting in the largest value of K*.

Therefore, instead of treating all MSSs as one group as in

LBPS-Aggr, we could firstly make each MSS a single-

member group for K* calculation. Since the load of each
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MSS varies, each group usually has a different value of K*.

In order to achieve a better gain of power saving, the sleep

scheduling algorithm should be able to accommodate

different values of K* as long as a feasible sleep schedule

can be found. In the case that a feasible sleep schedule

cannot be found for the current state of grouping, mer-

ging of some groups is necessary. This idea of treating

each MSS as a single-member group from the start and

merging groups when necessary leads to an enhanced

protocol, namely LBPS-Merge.

Since it is difficult to check the schedulability of

groups with any possible value of K*, the value of K* is

converted to the closest and smaller power of 2, denoted

by K# (i.e., K ¼ 2⌊Log2K
�⌋ ) in LBPS-Merge. With the

property of powers of 2, a quick check for schedulability

can be obtained. Schedulability of a number of groups with

different K# values is defined by the following equation:

Schedulability ¼
X

i

1

K
#

i

ð4Þ

Schedulability equal to or smaller than 1 indicates that

a feasible schedule can be found. Schedulability larger

than 1 indicates the necessity of merging some groups.

The worst case in LBPS-Merge is all MSSs be merged as

one group (the same result as in LBPS-Aggr) and K# = 1

(no sleep window). An example of the LBPS-Merge

protocol for illustration purpose is displayed in Fig. 2.

3 LTE LBPS schemes
3.1 Basic idea

The previous works of LBPS-Aggr and LBPS-Merge were

designed for IEEE 802.16. In LTE, the estimation of the

traffic load is performed by eNB, and each UE is notified

of the length of the DRX cycle by eNB via RRC signaling

as illustrated in Fig. 3. Moreover, applying the LBPS

schemes to LTE requires proper addressing of the features

of LTE as discussed in the following:

(1)As illustrated in Fig. 4, the basic time unit for packet

scheduling and transmission in LTE is called a TTI

(transmission time interval) with a length of 1 ms.

Thus, TTI is the time unit for LBPS to estimate the

length of the sleep cycle in LTE. In each TTI, a

scheduling decision is made where each scheduled UE

is assigned a certain amount of radio resources in the

Fig. 2 Example of LBPS-Merge

Fig. 3 Illustration of LTE LBPS
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time and frequency domain. In the time domain, a

TTI is split into two 0.5-ms slots. Each slot comprises

seven orthogonal frequency-division multiplexing

(OFDM) symbols in the case of the normal cyclic

prefix length. In the frequency domain, resources are

grouped in units of 12 subcarriers, such that one unit

of 12 subcarriers for a duration of one slot is called a

resource block (RB), which is the smallest element of

resource allocation. The smallest unit of resource is

the resource element (RE), which consists of one

subcarrier for a duration of one OFDM symbol.

Therefore, an RB is comprised of 84 (7 × 12) REs in

the case of the normal cyclic prefix length.
(2)In our previous work in IEEE 802.16, the channel

capacity was assumed to be static, and the

threshold of data accumulation (DATA_TH) was

practically set as the size of a time frame (i.e., the

number of bits that can be carried in a time

frame). In LTE, the channel capacity varies due to

the adaptively selected Modulation and Coding

Scheme (MCS) for each UE. LTE eNB typically

selects MCS for a UE depending on a prediction of

the DL channel condition, which is according to

the channel quality indicator (CQI) feedback

transmitted by that UE. 3GPP gives a table of

reference for efficiency of each CQI index as

shown in Table 1. The estimation of the channel

capacity of LTE is therefore based on the CQI

report from the UE and the corresponding

efficiency value in Table 1. Moreover, since LTE

physical control channels (such as PDCCH,

PCFICH, and PHICH) also make use of the REs in

the TTI, estimation of the capacity for the user

data should exclude the REs reserved for the

control channels.

An overview of the proposed LBPS schemes for LTE is

illustrated in Fig. 5, in which estimation of the traffic load is

the same as in our previous work. Capacity estimation in a

TTI is presented in the next section followed by the two

revised LBPS schemes for LTE, namely LTE-LBPS-Aggr

and LTE-LBPS-Merge.

3.2 Capacity estimation of TTI

Estimation of the channel capacity depends on the CQI

reports from a UE, meaning that different UEs would

have different views of the channel capacity. Estimation

of the channel capacity for a UE also requires to address

the type of CQI report. Two types of CQI reports are

addressed in this paper: Wideband report and Full-Sub-

band report. In Wideband report, the UE reports one

wideband CQI value for the whole system bandwidth. In

Full-Sub-band report, in addition to the wideband CQI

value, the UE reports a CQI value for each sub-band

with system-defined sub-band size. Notations used in

estimation of the channel capacity for UEi are defined as

follows and also illustrated in Fig. 6.

NTTI
OFDM The number of OFDM symbols (REs) in a TTI,

which is 14 in the case of the normal cyclic prefix length

NCtrl
OFDM The number of OFDM symbols used by the

control channels in a TTI

NResv
OFDM The number of OFDM symbols reserved for refer-

ence signals in a TTI of 12 subcarriers

Table 1 CQI table by 3GPP

CQI index Modulation Approximate code rate Efficiency (bits/RE)

0 No Tx – –

1 QPSK 0.076 0.1523

2 QPSK 0.12 0.2344

3 QPSK 0.19 0.3770

4 QPSK 0.3 0.6016

5 QPSK 0.44 0.8770

6 QPSK 0.59 1.1758

7 16QAM 0.37 1.4766

8 16QAM 0.48 1.9141

9 16QAM 0.6 2.4063

10 64QAM 0.45 2.7305

11 64QAM 0.55 3.3223

12 64QAM 0.65 3.9023

13 64QAM 0.75 4.5234

14 64QAM 0.85 5.1152

15 64QAM 0.93 5.5547

Fig. 4 Basic time-frequency resource structure of LTE TTI

Yang et al. EURASIP Journal on Wireless Communications and Networking  (2015) 2015:215 Page 5 of 13



Note that the two RBs in a TTI of 12 subcarriers are

called a resource block group (RBG) in the paper. There-

fore, the number of REs for the user data in an RBG,

denoted by NTTI
RE , is calculated as follows:

NTTI
RE ¼ NTTI

OFDM−N
Ctrl
OFDM

� �

�12 subcarriersð Þ−NResv
OFDM

ð5Þ

For the case of Wideband report, the channel capacity

estimated for UEi in a TTI, denoted by CW
i , is calculated

as follows:

CW
i ¼ NTTI

RE � Eff CQIWi
� �

� NRBG ð6Þ

The function of Eff CQIWi
� �

in Eq. 6 returns the effi-

ciency value for the given wideband CQI value CQIWi
according to Table 1, and NRBG is the total number of RBG

in the system.

For the case of Full-Sub-band report, the channel

capacity estimated for UEi in a TTI, denoted by CS
i , is

calculated as follows:

CS
i ¼

X

∀Sk

NTTI
RE � Eff CQISki

� �

� NS
RBG

� �

ð7Þ

Note that CQISki is the CQI value for sub-band Sk, and

NS
RBG is the number of RBG in a sub-band.

As in the estimation of the traffic load for a UE, the esti-

mation of the current channel capacity for UEi, denoted

by Ci, is calculated by exponentially averaging the samples

of each calculation. The channel capacity for all UEs is

calculated by combining the channel capacity estimated

by each individual UE with the ratio of the UE’s traffic

load in the group. The channel capacity (bits/TTI) for all

UEs, denoted by CChannel, is calculated as follows:

CChannel ¼
X

∀UEi

Ci
λi

λ

� �

;

where λ is the total DL load and λi is the current load of UEi

ð8Þ

3.3 LTE-LBPS-Aggr and LTE-LBPS-Merge

As presented in Section 2.3, all UEs are grouped to-

gether in sleep scheduling and all of the traffic flows are

treated as an aggregate flow in the scheme of LTE-

LBPS-Aggr. Therefore, the length of the next LBPS DRX

cycle (denoted by K �
Aggr in units of TTI) is calculated ac-

cording to Eqs. 3 and 8 as follows:

K �
Aggr ¼ LengthAwkSlpCyl λ;Data THð Þ;

where Data TH ¼ α⋅CChannel

ð9Þ

Note that the threshold of data accumulation in LTE-

LBPS-Aggr is set as a percentage (α) of the capacity for

the user data in a TTI in order to reduce the probability

of buffer overflow (e.g., α = 0.8 in the simulation).

The scheme of LTE-LBPS-Merge adopts a different

strategy for sleep scheduling in which each UE is initially

treated as a single-member group and a series of merging

operations is performed until a feasible sleep schedule is

found. The difference of LTE-LBPS-Merge over the previ-

ous work of LBPS-Merge includes the following: (1) the

value of Data_TH in calculating the sleep cycle length for

each group is based on the load of the group as well as the

estimated channel capacity as presented in Section 3.2,

and (2) in order to take advantage of multi-user diversity
Fig. 6 Notations used in capacity estimation

Fig. 5 Overview of LTE LBPS
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in resource allocation, the constraint of minimum group

size (denoted by MinGroupSize, set as 2 in the simulation)

is added into LTE-LBPS-Merge. Major steps in LTE-

LBPS-Merge are presented as follows:

Step 1: Estimate the current load of each UE, and each

UE initially forms a group.

Step 2: Sort the groups in the ascendant order of load.

For each group, calculate KG
* = LengthAwkSlpCyl

(λG, Data_TH), where λG = the total load in a

group and Data_TH = α ⋅CChannel (Note that

CChannel is calculated according to Eq. 8

considering only the UEs in the group).

Convert each group’s KG
* to the closest and

smaller power of 2, i.e., KG
# = 2⌊ log2K

�
G⌋.

Step 3: (Schedulability and MinGroupSize Check)

If (Schedulability =
P

1

K#

G

≤ 1) and (each group’s

size ≥ MinGroupSize)

The algorithm stops and returns the final sleep

schedule.

Else (merging operation)

Try to merge the smallest-load group with

another group until a non-degraded merge is

found, or merge the two groups with the

smallest loads (degraded merge).

Repeat step 2 and step 3.

(Note that merging of two groups that does

not result in a smaller value of K# is called a

non-degraded merge. A degraded merge is

performed only when a non-degraded merge

cannot be found. For details, please refer to

our previous work [17].)

4 Performance evaluation

4.1 Simulation environment and metrics

A simulation study is conducted to evaluate the

performance of the proposed LTE-LBPS-Aggr and LTE-

LBPS-Merge as well as some contrast schemes. A cus-

tom program developed by Microsoft Visual C++ for

system level simulation is extended from the authors’

previous tool in IEEE 802.16e. The input load for each

UE is equal and the packet arrival process is Poisson.

The size of a packet is fixed and two levels of packet

size, 799 and 3996 bits, are simulated. The channel

quality for each UE is simulated by directly drawing a

random number from the range of CQI values. The

number of bits that can be carried in a resource block

is calculated according to the efficiency of the CQI

value.

In order to simulate different cases of the channel quality,

three types of UEs are defined. An H-type (high link

quality) UE is assumed to use 64QAM modulation with

CQI value ranging from 10 to 15. An M-type (medium link

quality) UE uses 16QAM modulation with CQI value ran-

ging from 7 to 9. An L-type (low link quality) UE uses

QPSK modulation with CQI value ranging from 1 to 6. In

the simulation, the total number of RBG (NRBG) is 100 (for

a 20-MHz bandwidth) and the average channel capacity of

an H-type UE is 56.19 Mbps for Wideband report and

58.38 Mbps for Full-Sub-band report. M-type is 24.41 Mbps

(Wideband report) and 26.86 Mbps (Full-Sub-band report).

L-type is 5.43 Mbps (Wideband report) and 6.22 Mbps

(Full-Sub-band report). The total input load (denoted by λ

Μbps) in the simulation depends on the type of UEs in the

network, and the utilization factors ρWB and ρSB are defined

Table 2 Simulation parameters

System parameters Contrast schemes

Channel related NTTI
OFDM = 14 Std. DRX1 On duration = 1 ms

NCtrl
OFDM = 2 Inactivity timer = 10 ms

NResv
OFDM = 0 Short DRX Cycle = 80 ms

NRBG = 100 Short Cycle Timer = 2

NS
RBG = 8 Long DRX Cycle = 320 ms

# UE 12, 60 (equal load) Std. DRX2 On duration = 1 ms

Type of UE H-type: CQI 11~15 Inactivity timer = 10 ms

M-type: CQI 6~10 Short DRX Cycle = 160 ms

L-type: CQI 1~5 Short Cycle Timer = 2

CQI Reporting 5 ms (periodically) Long DRX Cycle = 640 ms

Packet size 799 bits, 3995 bits M-ADRX On duration: 1 ms

LTE-LBPS-Aggr, LTE-LBPS-Merge Inactivity timer: adaptive

DATA_TH CChannel × α, α = 0.8 Short DRX Cycle: 160 ms

Prob_TH 0.8 DRX Short Cycle Timer:2

MinGroupSize 2 Long DRX Cycle: 640 ms
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as the ratio of the total input load over the average channel

capacity for the case of Wideband report (denoted by WB)

and Full-Sub-band report (denoted by SB), respectively.

Two standard DRX operations (denoted by Std. DRX1

and Std. DRX2), each with different DRX parameter

settings, are simulated for the purpose of performance

comparison. The scheme of M-ADRX [30] in which the

inactivity timer is adjusted based on the signal-to-inter-

ference-plus-noise-ratio (SINR) value is also included as

one of the contrast schemes. Simulation parameters of

the network system, proposed schemes, and contrast

schemes are listed in Table 2. Conditions for the SINR-

based adjustment of the inactivity timer in M-ADRX in

the simulation are displayed in Table 3. Note that all of

the simulated schemes adopt the strategy of maximum

throughput [35] for RB assignment, in which each RB is

allocated to the awake UE that can achieve the max-

imum throughput in the current TTI.

Performance criteria investigated in the simulation study

include power saving efficiency (denoted by PSE), average

delay (denoted by AvgD), and signaling overheads for DRX

operation (denoted by SignalDRX) and CQI reporting

(SignalCQI), respectively. PSE is defined as the ratio of

radio-off time. SignalDRX is defined as the rate of signal-

ing messages (RRC connection reconfiguration) for config-

uring DRX parameters. SignalCQI is defined as the rate of

signaling messages for sending CQI reports.

4.2 Simulation results

4.2.1 PSE and delay

Figures 7, 8, and 9 show the result of PSE for each of the

following three input cases: all-H-type UEs, all-M-type

UEs, and all-L-type UEs. In the figures, there are three rows

of index for the x-axis. The upper row is the input load λ in

Table 3 Inactivity timer adjustment in M-ADRX

SINR Modulation Inactivity timer

11.738~+∞ 16QAM 4 ms

10.889~11.738 16QAM 5 ms

9.2851~10.889 16QAM 10 ms

6.509~9.2851 16QAM 20 ms

5.4524~6.509 16QAM 30 ms

4.7423~5.4524 QPSK 40 ms

3.6543~4.7432 QPSK 50 ms

3.4625~3.6543 QPSK 60 ms

1.295~3.4626 QPSK 80 ms

−1.1467~1.295 QPSK 100 ms

Fig. 7 PSE in the case of all-H UEs

Fig. 8 PSE in the case of all-M UEs

Fig. 9 PSE in the case of all-L UEs
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Mbps, the middle row is the utilization factor ρWB for the

case of Wideband report (WB), and the lower row is the

utilization factor ρSB for the case of Full-Sub-band report

(SB). The corresponding result of AvgD for each UE case is

displayed in Figs. 10, 11, and 12, respectively. Note that the

delay performance of the proposed schemes for the case of

WB is pretty close to that for the case of SB in Figs. 10, 11,

and 12; therefore, only the curve of SB is displayed for com-

pactness. The following observations can be made from

Figs. 7, 8, 9, 10, 11, and 12:

(1)The scheme of LTE-LBPS-Merge (in both WB and SB)

outperforms that of LTE-LBPS-Aggr and the other

schemes in terms of PSE in all UE cases. The reason

for the better PSE of LTE-LBPS-Merge than that of

LTE-LBPS-Aggr is LTE-LBPS-Merge’s flexibility in

sleep scheduling. However, LTE-LBPS-Merge achieves

higher PSE at the cost of longer AvgD in comparison

with LTE-LBPS-Aggr.

(2)Moreover, LTE-LBPS-Merge achieves higher PSE

than the contrast schemes (Std. DRX1, Std. DRX2,

and M-ADRX) no matter what the input load is.

The reason is threefold. Firstly, UEs in LTE-LBPS-

Merge enter the sleep mode earlier than in the

contrast schemes since there is no inactivity timer

period in the LBPS scheme. Secondly, data arrival in

the contrast schemes immediately makes UEs go

back to the active mode, while LTE-LBPS-Merge

retains the sleep mode of UEs until the pre-calculated

awake time is reached. Lastly, grouping UEs in

sleep scheduling in LTE-LBPS-Merge lengthens

Fig. 10 AvgD in the case of all-H UEs

Fig. 11 AvgD in the case of all-M UEs

Fig. 12 AvgD in the case of all-L UEs

Fig. 13 SignalDRX in all-H UEs
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the sleep cycle length of UEs, resulting a much

higher PSE.
(3)The value of PSE goes down as the input load

increases in all schemes, but the PSE curves of

LTE-LBPS-Merge do not drop as sharply as those of

the other schemes. The reason is LTE-LBPS-Merge

determines the sleep cycle length based on the

estimation of data accumulation instead of passively

getting back to the active mode for each packet

arrival as the contrast schemes do. Furthermore,

compared with LTE-LBPS-Aggr, multiple groups of

UEs in sleep scheduling in LTE-LBPS-Merge make a

lower load for each group; therefore, the impact of

the input load on PSE is reduced.

(4)LTE-LBPS-Aggr outperforms Std. DRX1 and Std.

DRX2 in terms of PSE and AvgD, except in the case

of all L-type UEs in Fig. 9, since in the case of all

L-type UEs, the arrival rate of packet with fixed size

(799 bits) is pretty low even under high utilization,

triggering the inactivity timer of Std. DRX1 and Std.

DRX2 to expire more frequently and achieve higher

PSE at the cost of unacceptable high AvgD in

Fig. 12.

(5)PSE of SB is slightly higher than that of WB in all cases

for LTE-LBPS-Aggr and LTE-LBPS-Merge. The

reason is that the channel capacity of SB is a little bit

higher than the channel capacity of WB, making the

utilization factor of ρSB slightly smaller than that of

ρWB for the same input load, which results in longer

sleep cycle length for the case of SB.

(6)PSE of Std. DRX2 is better than that of Std. DRX1

because of the longer cycle length in Std. DRX2.

Moreover, under the same utilization, two standard

DRX schemes can achieve better PSE in the case of

all-L-type UEs than in the case of all-M-type UEs and

all-H-type UEs, which is due to load reduction in the

case of all-L-type UEs resulting in less packet arrival rate

and more frequent expiration of the inactivity timer.
(7)The contrast scheme of M-ADRX performs better in

terms of PSE in the case of all-H-type UEs than in

Fig. 14 SignalDRX in all-M UEs

Fig. 15 SignalDRX in all-L UEs

Fig. 16 SignalCQI in all-H UEs

Fig. 17 SignalCQI in all-M UEs
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other UE cases, since as shown in Table 3, M-ADRX

selects a shorter inactivity timer for better SINR

(generally better CQI value) making it easier to enter

the DRX cycle in the case of all-H-type UEs.

(8)The behavior of AvgD with the increase of the input

load for all schemes in Figs. 10, 11, and 12 is

different from what we usually expect according to

the queuing theory. The reason is that the network

system with power saving is non-work-conserving,

and the average delay is affected by not only the

input load but also the sleeping mechanism. More

specifically, both the increase of load and the

increase of PSE contribute to the increase of AvgD.

However, load increasing makes lower PSE. Therefore,

as the load increases, the curve of AvgD will either go

up or go down, depending on which factor makes a

higher impact on the average delay.

In summary, the figures have demonstrated that the

proposed schemes of LTE-LBPS-Merge and LTE-LBPS-

Aggr can adapt to different input loads as well as channel

capacities and outperform the contrast schemes in terms

of PSE at the cost of a moderate increase in AvgD.

4.2.2 Signaling overhead

Results of SignalDRX are displayed in Figs. 13, 14, and 15.

Results of SignalCQI are displayed in Figs. 16, 17, and 18.

The following observations can be made from the figures:

(1)SignalDRX of LTE-LBPS-Aggr is larger than that of

LTE-LBPS-Merge in all cases since the smaller sleep

cycle length by LTE-LBPS-Aggr results in more

frequent notification of the next cycle length. The

same reason is also applied to the higher SignalCQI

of LTE-LBPS-Aggr than of LTE-LBPS-Merge in CQI

reporting. Moreover, as the input load increases,

SignalDRX and SignalCQI of both LBPS schemes

increase due to the decreased sleep cycle length.

(2)Since DRX configuration for Std. DRX1 and Std.

DRX2 is fixed after initialization, SignalDRX values

of the two DRX schemes are both zero. On the

other hand, M-ADRX adjusts the value of the

inactivity timer according to link quality; however,

for the same type of UEs (e.g., M-type), the link

quality does not change a lot, making the value of

the inactivity timer remain the same for most of the

time and resulting in smaller values of SignalDRX

for M-ADRX.

(3)The value of SignalCQI for Std. DRX1, Std. DRX2,

and M-ADRX increases as the load increases, since

under heavier load the chance for the three schemes

entering the DRX mode is getting lower, which

results in more CQI reporting for packet scheduling.

In summary, although LTE-LBPS-Aggr generates a rela-

tively high signaling overhead in both SignalDRX and

SignalCQI, the signaling overhead of LTE-LBPS-Merge is

moderate in comparison with the contrast schemes.

Fig. 18 SignalCQI in all-L UEs

Fig. 19 Impact of number of UEs on PSE (all-M UEs, WB)
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4.2.3 Impact of the number of UEs and packet size

Figure 19 shows the PSE result of each scheme under 12

UEs as well as 60 UEs for investigating the impact of the

number of UEs on PSE. As shown in the figure, all schemes

except LTE-LBPS-Aggr perform better under a larger num-

ber of UEs because of the reduced load for each UE for the

same total input load. Moreover, the increase of the num-

ber of UEs increases the flexibility of grouping UEs in LTE-

LBPS-Merge, which creates more benefit in terms of PSE.

Figure 20 shows the PSE result of each scheme under dif-

ferent packet sizes, in which a larger packet size results in

higher PSE for the contrast schemes of Std. DRX2 and M-

ADRX. The reason is that a larger packet size for the same

input load makes the packet arrival time more sparsely

distributed, which makes the UEs in the contrast schemes

enter the sleep mode more frequently. Changes in the

packet size do not affect the value of PSE of LTE-LBPS-

Aggr and LTE-LBPS-Merge, since the sleep cycle length in

both schemes is calculated based on the accumulated

amount of data in bits instead of the number of packets.

5 Conclusions

Based on our previously proposed Load-Based Power

Saving (LBPS) in the IEEE 802.16 network, two revised

schemes, namely LTE-LBPS-Aggr and LTE-LBPS-Merge,

are proposed for the LTE network in this paper. The

proposed schemes make use of load estimation and chan-

nel capacity estimation to calculate the length of the sleep

cycle in LTE DRX mode. LTE-LBPS-Aggr treats all UEs

under the same eNB as a group in sleep scheduling, while

LTE-LBPS-Merge allows multiple groups of UEs each with

different cycle lengths. The mechanism of channel capacity

estimation based on CQI reporting and the algorithms of

the proposed schemes are presented. The simulation study

demonstrated that LTE-LBPS-Aggr can achieve high

power saving efficiency, and LTE-LBPS-Merge outper-

forms all contrast schemes in terms of highest power

saving efficiency, moderate access delay, and moderate

signaling overhead. Simulation results also shows that

in comparison with other schemes, the proposed

scheme of LTE-LBPS-Merge can achieve a signifi-

cantly higher level of power saving efficiency under

heavy load. Moreover, given the same input load, the

increase of the number of UEs makes power saving

efficiency of LTE-LBPS-Merge even higher.
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