
Adaptive methods of moving car detection in monocular

image sequences

Włodzimierz Kasprzak
Institute of Control and Computation Eng., Warsaw University of Technology

ul. Nowowiejska 15/19, 00-665 Warszawa,

E-mail: W.Kasprzak@ia.pw.edu.pl

Abstract. Computer vision applications for traffic scene analysis and autonomous navigation

(driver support) require highly sophisticated sensors and computation methods – they constitute a

real challenge for image analysis systems. Common to both applications is the moving object detec-

tion/tracking task. In this paper we study this task on four different data abstraction levels: image

segmentation, 2-D object tracking, model-based 3-D object tracking and many-object traffic scene de-

scription. Two meanings of the term ”adaptive” are considered: learning algorithms or connectionist

systems and recursive estimation for dynamic systems. Generally the first approach may be applied for

low- and segmentation-level analysis of finite image sequences, whereas the second approach is suitable

for 2-D and 3-D object tracking and estimation.

Key words: model-based analysis, object tracking, obstacle detection, recursive estimation, road

following, traffic scene analysis, visual motion estimation.

1. Introduction

In the mid 80-s an intensive research work started in the field of autonomous navigation
and visual driver support systems (under moving camera) [13, 30, 37, 42, 51] and in
automatic traffic scene analysis systems (under stationary or active camera) [18, 29,
39, 41, 46, 61]. Although considerable results have been achieved, these problems still
constitute very attractive and challenging application fields of image sequence analysis
techniques.

The partly unknown ego-motion of the camera requires model-based approaches to
the main two problems in such vision systems: (1) the road following and ego-state track-
ing task ([27]), and (2) the obstacle (on-road 3–D objects) detection task ([49]). There
already exist solutions of the first task ([27, 40, 57, 59]) although they still seem not to be
sufficiently robust. There is a problem of automatic orientation recognition (overcoming
the camera nodding movement) and of recognizing the road if many obstacles exist in
the scene.

A reliable detection and classification of obstacles in images of many–object scenes
is still a challenging problem [33, 49, 51]. The complex nature of the subject makes
it necessary to apply dynamic model–based analysis, which usually performs object
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168 Adaptive methods of moving car detection

tracking and constrains the classes of recognized objects. But even a parallel tracking
of many hypotheses is not sufficient for reliable object recognition, as tracking works in
an object–centered manner. Only these image features are selected only, which support
the given hypothesis. A robust recognition system is required, that not only tracks
already known image features (due to manual or sub–manual initialization) but also
makes automatic detection of new features and is able to adapt to changes of the road
environment.

In this paper we review vehicle recognition techniques, that can be applied in auto-
matic analysis of image sequences of traffic scenes. We study solutions to problems of:
visual motion-based image segmentation, 2-D object tracking, model-based 3-D object
tracking and many-object scene description.

2. Adaptive schemas

Two meanings of the term ”adaptive” are considered in this work:

1. Artificial Neural Network(ANN)-learning based methods for the analysis of finite
image sequences. These connectionists systems are especially suitable for solutions
to low- and segmentation-level image analysis problems ([65]). In the learning phase
the ANN is trained by providing known image data samples. In the analysis phase
the ANN is stimulated by the unknown image data and its outputs correspond to the
results of analysis task.

2. Recursive estimation of dynamic objects in the analysis of infinite image sequences. A
recursive analysis mode is especially suitable for the analysis of a non-stationary scene
environment (e.g. moving objects, moving camera). The appropriate solution of such
analysis tasks requires the application of dynamic system theory in order properly to
adapt (modify) the previous image results to current image analysis results ([17, 28]).

2.1. ANN for finite sequence analysis

Main types of behavior of ANNs, from the point of view of pattern recognition theory,
were distinguished in the past:

1. associative memory - recall of patterns (e.g. Hopfield net [3] ),

2. classification or recognition of patterns (e.g. multi-layer network with supervised
back-propagating learning [8]),

3. clustering of patterns (e.g. Kohonen maps [15]),

4. feature extraction (e.g. Neocognitron [14]).

In scope of our application field - moving car detection in image sequences of traffic
scenes, we shall give two exemplary applications of following neural networks: (a) feed-
forward nets with supervised learning for image classification and feature detection (e.g.
backpropagation net, discriminant analysis by supervised LVQ); (b) feedback nets with
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unsupervised learning for associative memory and optic flow estimation (e.g. Hopfield
net, relaxation networks).

Other two main categories of ANNs can also be applied in image analysis, i.e. feed-
forward nets with unsupervised learning are used for filter-like mapping between vec-
tor spaces – image restoration, compression and clustering (e.g. ICA nets, PCA nets,
SONNs), and feedback nets with supervised learning for correspondence problems – vi-
sual motion detection, arbiter of multiple detections or inconsistencies (e.g. Boltzmann
machine).

1. Initialization: Application–dependent computation of initial estimation s∗(k0)
and covariance matrix P ∗(k0) of estimation error. Go to step 6.
FOR every next image k > k0
2. Detection of new measurementm(k). The covariance matrix of the system noise
Q(k) is also available.
3. Estimation of current gain K (2 versions).
4. State modification (innovation): s∗(k) = s+(k) +K(k)

{

m(k)−H(k)s+(k)
}

5. Modification of matrix P (2 versions).
6. Prediction of next state: s+(k + 1) = F (k) s∗(k).

7. Prediction of next matrix P : P+(k + 1) = F (k)P ∗(k)F T (k) +Q(k).
8. k ← k + 1

Fig. 1. The recursive object state estimator.

2.2. Recursive estimator for object tracking

For the object tracking process in infinite image sequences usually a recursive estimator
is used, like for example an extended Kalman filter (EKF) [17]. A general recursive
estimator is given in (Fig. 1). From the state modification it is evident that a crucial
role in the minimization of the estimated error is played by an appropriately designed
K(t) matrix. But originally the gain matrix depended on the estimation error covariance
matrix and on noise covariances only. There are two steps which we may be differently
performed. In an EKF, the Kalman gain is estimated as (index k is omitted):

K(k) = P ∗HT
{

HP ∗HT +R
}

−1

, (1)

whereR(k) is the covariance matrix of the measurement. Again in EKF, the modification
equation of the error covariance matrix P is:

P ∗(k) = P+(k)−K(k)H(k)P+(k). (2)

Hence, both steps in EKF are independent from current tracking error: m(k)−H(k)s+(k).
This requires the existence of a proper judgement scheme for measurement data in given

Machine GRAPHICS & VISION vol. 9, no. 1/2, 2000, pp. 167-185



170 Adaptive methods of moving car detection

application. If such a scheme is not available, all the n×m parameters Kij(t) ∈K(t) for
all t should be set by default, and this will usually result in object tracking errors. In the
desired solution we need a direct inclusion of the tracking error in the gain estimation
equation.

Hence, for estimation of the gain and the state covariance matrix a scheme is pro-
posed, that is similar to the self–adaptation of learning rates in neural network learning.
Let us assume, that measurement judgment can be expressed by the current tracking
error: e(k) =m(k)−H(k)s+(k) with its covariance matrix Re(k) = E{e(k)e

T (k)}. To
assure a minimum error threshold the default matrix R(t), corresponding to measure-
ment noise, is also added. Now the estimation of matrix P ∗(k) is given as:

P ∗ = (1− δ)P+(k) + δP+HT (Re +R)(HP
+HT )−1 (3)

and the estimation of a single gain element is:

Kij(k + 1) = (1−Kij(k)δ1)Kij(k) + αKij(k)
∑

l Pil(k)Hij(k). (4)

3. Segmentation-level moving object detection

3.1. Motion-based image segmentation

In case of image sequences from a stationary camera various robust visual motion de-
tection and estimation methods are available [9]. Pixel-based estimation of dense visual
motion is called optical flow detection [43]. The pixel motion can be applied for image
segmentation into moving and non-moving regions. This type of segmentation is used
very often for outdoor scene analysis, as the projected objects are relatively small and
detailed object structure is not detectable ([44], [35]). This approach is especially suited
for object detection if there is a homogeneous background.

For image sequence segmentation a (nearly) application-independent 2–D system
module was developed by the author [62]. At first, this module contains mostly conven-
tional methods for iconic processing, like: image normalization, edge- and region image
detection, and motion mask estimation (Fig.2(a)-(d)). Secondly, the image segmentation
steps follow: a ”free” region detection (large region in front of the camera), line segment
detection, segment grouping (linking lines to regions), represented by closed boundary
contours, and contour motion estimation (Fig. 2(e)-(h)).

3.2. ANN-technique of visual motion estimation

Let us consider the question if a visual motion detector can be helpful for segment
classification. In a stationary camera case a positive answer can be given. Any visual
motion detector can be applied to two or more consecutive images.

We propose a relaxation-like process in a feedback neural network, that can compute
optical flow for two consecutive images. Let a network with (n×m×k2) output neurons
be given, where the neuron o(x,y,D) represents the hypothesis, that the pixel (x, y) in the
first image corresponds to pixel (x+ v, y + u) in the second image.
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Let us denote by D = fun(u, v) a linear mapping from motion vector (x, y), to an
index D, where {v, u =< −k/2 + 0.5, k/2− 0.5 >}. The relaxation rule is given as:

y
(t+1)
(x,y,v) = σ[

∑

Exc.neighbors

y
(t)
(xn,yn,vn) − η

∑

Inh.neighbors

y
(t)
(xn,yx,vn) + y

(0)
(x,y,v)]. (5)

Here η is a relaxation constant and σ is a threshold function. The local excitatory
neighborhood S(x, y,D) and the local inhibitory neighborhood P (x, y,D) are defined
as:

S(x, y,D) = {(a, b, c)|(a = x or a = x− v) and (b = y − v or b = y)}, (6)

P (x, y,D) = {(a, b, c)|(|(a, b)− (x, y)| ≤ N) and c = D}. (7)

Initially the network contains the cross-correlation of the images

y
(0)
(x,y,v) = I

(0)
(x,y) I

(1)
(x+v,y). (8)

Thus the initial state represents the full set of possible pixel motions. During learning
this set is steadily reduced until a stable state of the network is reached. The motion of
some pixel (x1, y1) is represented by one particular active output neuron from the set:

Ox1,y1 = {o(x1,y1,i)|i ∈< 0, k
2 − 1 >}.

Only a single neuron in such set should be active at the end of the relaxation process.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2. Result samples of analysis steps from the 2–D module: (a) normalized image, (b) edge image,
(c) region image, (d) the motion mask image, (e) free region, (f) line segments, (g) segment
groups (contours), (h) contour motion vectors

As a result the optical flow is generated. In a simplified version of this method the
visual motion is detected only, without estimating its direction and magnitude at each
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pixel. The resulting so called dynamic mask image can additionally be tracked from
image to image, giving the adaptive motion mask (Fig. 3). Now the image segments are
classified into ”moving” or ”stationary” depending on the amount of covered ”moving”
pixel.

(a) (b) (c) (d)

Fig. 3. Motion based segment classification in the stationary camera-case: (a) a normalized image, (b)
the motion mask image, (c) segmented image, (d) moving objects, detected from grouping of
moving segments.

3.3. The moving camera case

In a moving camera case due to partially unknown ego–motion and unknown environment
the simple visual motion detection methods does not work properly (see Fig. 4). This
is even more evident in case of a truly moving camera. From Fig. 5 it is clear that the
optic flow in image regions representing moving obstacles and stationary surrounding
area very frequently changes its sign, whereas the regions representing the road surface
have approximately always the same number of upwards and downwards moving pixels -
thus these regions seems to be more stable in the optic flow images. But in any case the
obtained optic flow is not properly separating the stationary background from moving
objects.

(a) (b) (c)

Fig. 4. Examples of wrong visual motion estimation if the stationary camera is performing an even small
nodding movement: (a) one original image, (b) relatively proper visual motion, (c) relatively
wrong visual motion after the camera has unpredictably moved.
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3.3.1. Corrected visual motion under ego–motion

In order to overcame the influence of camera motion we developed a model-based scheme.
Two development stages can be distinguished: visual motion in road plane (assuming
known camera movement) (Fig.6) and ego-motion corrected visual motion (moving cam-
era with unknown nodding movement) (Fig. 7).

Let us first assume that the camera is moving with constant and known velocity and
that no nodding movement occurs. This is approximately true for an indoor environment
and for relatively slow moving car or robot. The camera is turned toward the ground,
i.e. the vanishing point is located in the image plane over the visible image area. Hence
the vanishing point can be fully back–projected onto the assumed ground plane (Fig. 6).
As all points are assumed to be located on the ground, a transformation of the whole
image into the ”synthetic” road plane can be computed. Now a standard visual motion
estimation can be applied for two consecutive ground images. This leads to motion
vectors in the ground plane. The known ego-velocity of the vehicle provides a threshold
for obstacle detection. If an obstacle is violating the planarity assumption it corresponds
to high displacement values in the estimated motion field.

(a) (b) (c) (d)

Fig. 5. Wrong optical flow in moving camera case due to unknown nodding camera movement: (a, c)
images no. 14 and 20; (b, d) pixels with negative y-component of gradient-based optical flow.

In case of unknown camera nodding movement we try to recognize the instantaneous
camera position, i.e. assuming that we have an outer orientation point or we can mea-
sure the relative position against the ground and/or horizon. Then we can eliminate
the influence of the movement of camera between two consecutive images. Finally we
establish a correspondence between current image and a corrected previous image, from
which the influence of estimated current ego–motion is eliminated (Fig. 7) [60].

3.3.2. FOE-based segment classes

When the camera is performing a known translating movement and the scene is planar
or sufficiently distant, then still the 2-D motion may be sufficient for moving object
detection. The dynamic focus of expansion point FOE (or epipole), corresponding to
egomotion, is estimated, which is defined as the image plane point in which the mo-
tion vectors of (hypothetical) stationary background points vanish. A differently than
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the camera, moving object induces its own individual FOE point (denoted by C FOE)
(like for contour segments Fig. 8(d)). By comparing the general FOE point with im-
age segment specific C FOE points the image segment classification into ”stationary’
background and different ”moving” objects is possible [63].

Ground (i)

Image (i+1) Ground (i+1)
Backprojection

Backprojection

(i)

(i+1)

(i)

Image (i)

Fig. 6. The principle of visual motion in road
plane under known ego-motion.

3.

Backtransformation (i) Road(i)

Image (i)

VP(i)

4.

1.

ego-motion adaptation

VP(i-1)

Image (i-1)

Projection (i-1) Road(i-1)

2.

Fig. 7. The principle of visual motion with un-
known ego–motion correction.

4. 2-D object tracking

The image segment detection in individual images may be extended in case of image
sequence analysis to the segment tracking process. As motion data are immediately
available from tracked segments, a so called ”sparse” visual is the result of image segment
tracking. In the past it was proposed to track different discrete image segments.

Let us detect a block of pixels that contains a 2–D texture in a first image. The
corresponding problem for this block in the next image from given image sequence may
be solved by correlation methods ([45]). The visual motion vector for this block is
determined by tracking its position continuously from image to image.

In the edge tracking method ([21]), the image location and direction of a tracked
edge is predicted. Around this expectation a search area is built. In this area it is
searched for the best corresponding edge. Most often this requires the use of heuristic
methods for pruning the correspondence space [52]. If point features, like corners, can
be distinguished in the image, then their trajectory determination can give good results
[26, 55].

The correspondence of more complex image features like, for example, local symme-
tries can also be searched for [34]. In this approach it is tried to detect and to track
complex objects, like vehicles, as groups of pairs of symmetrical features. In similar
approaches the correspondence and tracking of elements of a 2-D object model is per-
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formed, under the assumption that nearly always a front or back view of a 3-D object is
available only ([49, 33]). But the main goal of these methods is a stable detection and
tracking of the image position of the object and not the estimation of its visual motion.
Some dominant object points can define a 2-D contour hypothesis. This contour can
change its shape in an elastic way during the tracking process (so called active contour
tracking) [56].

4.1. 2-D object contour tracking

For outdoor scenes it was tried to detect short trajectories of many significant points of
a ground plane moving object and to determine its 3–D structure ([2]) or at least its
depth and motion ([41], [50]). In practise these applications require a stationary camera,
a nearly orthographic projection and one large-sized object in the scene.

In [38] we represent vehicle objects, recognized as segment groups, by their closed
boundary contours (Fig. 8). The state vector of a contour segment hypothesis consists
of the geometric and dynamic features, i.e.:

sC(k) = [l(k), Cx(k), Cy(k), ..., vx(k), vy(k), vz(k)]
T . (9)

The measurement vector is of similar structure as the state vector, although only the
position is measured directly. Dynamic features of a contour are obtained due to a short
time correspondence of this contour found in up to N consecutive images (N = 2 − 5).
Following dynamic contour features are available (Fig. 8(d)):

• visual motion of specific positions - mass center motion vC = (vCx, vCy), boundary
box motion (vxmin, vxmax, vymin, vymax), up to four point motions - v

P1 = (vP1x , v
P1
y ),

vP2 = (vP2x , v
P2
y ), v

P3 = (vP3x , v
P3
y ), v

P4 = (vP4x , v
P4
y );

• length change rate – of contour length vlz, of diagonal distance v
d
z .

(a) (b) (c)

max

y

min

min maxx
x

y

C

y
y

P31P3

xmin

C x x

C_FOE

V V

ymax
V

V
C

V
2

yminV

P4

P2

xmax
V

4V

V
1

P1

3

(d)

Fig. 8. Example of 2-D object tracking: (a) image from a sequence, (b) detection and classification of
an image window with a single object, (c) 2-D object (contour) tracking, (d) visual motion of a
contour.
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In images of road scenes the contour motion in image plane corresponds to some
object motion in the road plane. For example if a contour represents a moving car
its approximated translational motion can be computed on the basis of estimated con-
tour length change rate vz , or on the different motion vectors vx, vy of contour points,
respectively [62].

Under partially unknown camera ego-motion it is very difficult to perform a reliable
tracking of contours corresponding to single image segments. For example, the stationary
background consists usually of single segment contours. It was tested, that the estimation
of the focus of expansion point FOE is of much worse performance than the detection
and estimation of the road’s geometry-based vanishing point [48]. In case of moving
objects, a contour should correspond to a reliable detected segment group.

4.2. Image window classification

The ANN-learning scheme can be applied in the measurement step performed during
2-D contour tracking for each single object hypothesis. Let an image window of some
normalized size is scanned to an input vector Y . Let D be a projection matrix onto the
discriminant analysis (DA) space:

Z =DY . (10)
Z is a new feature vector from C classes, with class means located at Mi, 1 = 1, 2, ..., C.

In discriminant analysis we want to determine the projection matrix D that maxi-
mizes the ratio: det(Sb)

det(Sw)
. (11)

In other words we want to maximize the between–class scatter Sb, while minimizing
the within–class scatter Sw. It is known, that this ratio is maximized when the column
vectors of projection matrixD are the eigenvectors of S−1w Sb, associated with the largest
eigenvalues. The scalar components in Z are feature values of given sample and the
column vectors of D are the MDF feature vectors.

A standard numeric approach to DA would be very time consuming, as the vector
sizes are very large. The approach usually requires matrix inversion of matrices with
sizes equal to the size of a cross-correlation matrix of input vector Y . An ANN-learning
approach is preferred instead. For an adaptive solution of the DA problem we have
developed the following adaptive algorithm, which can be called a supervised LVQ algo-
rithm:

1. There exists N output neurons. Each output neuron i represents a class label Ci.

2. A learning sample p consists of an input vector xp and its correct class label dp.

3. Two winners are determined, the best one k and the second best l, by using distance
measures between weights wi of i−th output neuron and input x:

|x−wk| < |x−wl| < |x−wi|, ∀i, i 6= k, l. (12)

4. The class labels Cpk and C
p
l are compared with d

p and two weight update rules are
used according to the following strategy:
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(a) Let opk 6= d
p and dp = opl .

(b)

If |xp −wk| − |x
p −wl| < ǫ then wl(t+ 1) = wl(t) + η[s(t)−wl(t)]

and wk(t+ 1) = wk(t) + η[s(t)−wk(t)].
(13)

Hence, the vector wl corresponding to the correct label is moved towards the input
vector, whereas the vector wk with the incorrect label, which may even be nearest
the input, is moved away from it.

4.3. The road following/recognition task

A research topic closely related to autonomous navigation and obstacle detection is the
road recognition problem [25, 27, 30]. The integration of systems for road recognition
and traffic object recognition will lead to car driver assistance systems in relative near
future [51].

Current development stage in road recognition includes the design of specialized
hardware and software systems, that not only track the known state but also make
automatic adjustments to lane and road type changes [59, 57]. They are also able
to distinguish between a road lane marker and an obstacle [37]. An improved road
recognition scheme was proposed by the author in [64]. The method recognizes the
number of road lanes and estimates the width and curvature of the road. The ego-state
consists of the camera orientation, of the camera location relative to the road center line
and of the ego–velocities. In our approach to road curvature estimation it is required to
monitor the velocity and the steering angle of the ego–car, i.e. in order to be able to
estimate the rotational velocity of the ego–car.

5. Model-based 3-D vehicle tracking

By adapting control techniques a dynamic system with feedback for 3-D object tracking
was first defined in [12]. Applications of this 3–D model based object tracking approach
has been originally developed for flight and aerospace applications. It has later been
transformed to applications in road scene analysis and for autonomous navigation in
robotics. This approach is especially suitable for single object tracking if an exact object
model is available, i.e. exact shape and dimensions.

A model based method for automatic satellite docking at space stations is proposed
in [17]. The image measurement contains only a small number of significant points,
which allows the recovery of the 3–D position of the station in space. The rotations are
restricted to one plane and only the relative camera motion has to be recovered. In [28]
the same application field is assumed as in the previous paper. A tracking method for
known objects in space is described, where the number of degrees of freedom of object
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motion is increased to six. The object can freely rotate and the camera is stationary.
The measurement contains either points or edges, whereas the objects are defined either
by wire frames or by points.

In [39] an approach to single vehicle tracking on the ground plane with a stationary
camera is described. A parametric shape model (with 12 lengths) is applied that enables
the modeling of different vehicle types. It is assumed that all the recognized objects
are moving forward. The model edges are projected into the image plane and a match
between them and the image edges is performed.

In [62] the single object tracking task is extended to many object recognition. The
description of the developed 3–D vehicle recognition method starts with the object model
specification, i.e. the state and measurement vectors for different specializations of the
model. Then the particular object hypothesis tracking method, including measurement
procedures, and the final object selection steps are described in detail.

5.1. The object model

An object hypothesis is specified by its class and its state vector s:

s(k) = [sd(k), ξ(k)] (14)

where sd is the trajectory vector, that specifies the object position and motion on the
ground plane, and ξ is the shape vector. Thus two trajectories are considered: the
camera vehicle trajectory and the moving object trajectory. The two trajectories are
approximated locally by circular arcs in the road plane.

A trajectory vector x(k) at time point tk is a five–dimensional vector

sd(k) = [pX(k), pZ(k),Θ(k), (V (k), ω(k))]
T , (15)

that consists of the position (pX(k), pZ(k)) and orientation Θ of the translational motion,
and of the magnitudes V (k) and ω(k) of translational and angular velocities, respectively.

The parameters of the shape vector of an object hypothesis are the width Width and
several parameters κi:

ξ(k) = [Width(k), κ1(k), κ2(k), ..., κj(k)]
T (16)

The number and meaning of the components κi depends on the object class and on
the specialization of the shape representation. A general shape of a vehicle is modeled by
two boxes with equal width, i.e. five shape parameters are necessary: Width, Length1,
Length2, Height1 and Height2. Besides general shapes, which belong to the first spe-
cialization level of the object model, called the object level, two specialized model levels
are defined: object shape and object fine (Fig. 9).

In the first (most general) case the 3–D object hypotheses are repeatedly generated
and a matching between previous and new hypotheses takes place. The two shape
parameters height2 and length2 are dependent and are assumed to be related to the
independent parameters height1 and length1 by a constant. In the second case a goal

Machine GRAPHICS & VISION vol. 9, no. 1/2, 2000, pp. 167-185



W.Kasprzak 179

oriented 2–Dmeasurement takes place for each previous object hypothesis. The matching
takes place on the level of 2–D edges. The models of class object fine are working with
the edge based 2–D matching alone. Their goal is a detailed classification of the vehicle
hypothesis, if the image dimension of the object allows it. This specialization level can
contain such shapes like car or truck. The measurement step is similar to previous
specialization level.
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Fig. 9. Three vehicle model specializations.
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5.2. The 2–D measurement

The matching of model feature with the next image features can be performed alter-
natively on two ways: the measured points are derived from contour groups or from
line segment groups (Fig. 10). In both cases the state modification process is based on
the differences between projected model points and significant points of measured data
group. The projected model points are matched against the measured points from the
vector:

m(k)T = [Kminx,Kmaxx, GCx, GCy, Gminx, Gmaxx, Gminy , Gmaxy,Kx,Ky]
T (17)

Thus the 2–D measurement vector contains the x–components of the lower bounding
box (Kminx,Kmaxx), the gravity center G = (Gx, Gy), the overall bounding box and the
front location (Kx,Ky) of the smaller object box (Fig. 10).

Many alternative projections of the object hypothesis are generated in the image by
varying the state parameter values (with exception of ω and V ). The model alternatives
are limited by several constraints – i.e. width, height or the width–to–height relation).
For each alternative model ka of a hypothesis k the distanceDd(ka) to the segment group
d is calculated and the alternative ka with a smallest distance Dd(ka) is selected. In Fig.
11 an example of three consecutive state projections and measurements are provided.
The adaptation of the hypothesis on a real vehicle shape can be observed.
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Fig. 11. Adaptation of the measured segments and the object hypothesis onto the real shape in consec-
utive images (the outer double box denotes the image search area, the smaller one the object
prediction and the bright one comes from the measured data).

6. Many-object scene description

A paradigm for the selection of best hypothesis subset from the set of all generated
hypotheses is required. In the simplest case the selection process deals with a set of
(partially) competitive homogeneous hypotheses, i.e. all hypotheses represent objects
belonging to the same representation level and no dependency relations like is-part-of
or is-specialization-of appear between them. In the general case objects of complex
structure, represented by a tree or graph, are assumed. The hypothesis selection process
can be seen as amatching problem between the model structure and image data. Multiple
hypotheses of all objects and its parts or specializations may be generated and the goal
of such matching is to find a best (according to given judgement function) consistent
subgraph (or subtree) of heterogeneous object hypotheses.

6.1. Hypothesis selection for simple objects

A hypothesis is either in its tracking or in one of its recognition phases. A tracking phase is
given if the tracking time of this hypothesis is lower than Tmin or its variance is greater
than the maximum var. Otherwise the hypothesis is in one of its three recognition
phases. These phases are closely related to the use of object specialization levels (from
Shape over Fine to Type).

The consistency test takes place between pairs of hypotheses. If the tracking times of
two competitive hypotheses are both larger than Tmin or one of them is in the recognition
phase (i.e. its tracking time is longer than some threshold time Tmin and its combined
variance is lower than some Maximum V ar), then the consistency test among them is
performed. After a hypothesis has been tracked successfully for some time its status
changes to the recognition phase (Fig. 12).

6.2. Hypothesis selection for complex objects

Two general approaches for finding consistent analysis results could be be distinguished:
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Fig. 12. Examples of selected vehicle hypotheses in three image sequences.

1. logical approach - using a truth maintenance system [7] and (b) a central inference
net with relaxation-like or truth maintenance control (deterministic analysis control,
one central inference net with analysis results, relaxation-like control for consistency
detection [1]);

2. pattern recognition approach - by state space search [4] (non-deterministic analysis
control with graph representation of the decision space, many local inference result
nets, tree search for consistency detection [6]).

In the graph-search approach with each search graph node a local consistent inference
subnet is associated. In the truth maintenance approach only one central inference net is
given that may contain many inconsistencies. Let for example five competitive instances
of some concept Q(A) are generated. In the search approach this instantiation causes the
generation of five competitive search tree nodes, where each of them contains one instance
of Q(A). In the truth maintenance approach five assumption nodes A1, ..., A5 and five
justification nodes J1, ..., J5 are added to the central inference net. An assumption
is contained in the net as long as one of its conclusions (justification nodes) is not
proved to be wrong. All the justification nodes containing this wrong assumption can
be immediately removed from the inference net.

In the context of image sequence analysis the control should satisfy two (to some
extent contradictory) conditions: (1) it should avoid an exhaustive analysis flow by
providing sufficient selectivity of analysis, it should provide a stable tracking of concept
instances, i.e. the consistency decisions made for earlier image should not be changed
during next image analysis.

In the context of dynamic analysis the consistency maintenance approach has an
advantage over the tree search approach if stabilization power is considered. As the
decision about competitive instances may be postponed to a later time (if necessary
after several images) a parallel tracking of competitive hypotheses is always possible.
Thus the tracked hypotheses are stabilized independently all the time. The selection
decision made after such a long initialization phase is more proper than a decision made
immediately after first appearance of an object hypothesis. At other side the selectivity of
analysis is an important requirement for analysis of every image from the sequence. Here
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the use of an optimal tree search approach is preferred, as it reduces the computational
effort and provides a small number of alternative consistent solutions.

6.3. Graph search

After Nilsson [4] let us denote by the A∗-search the best node search algorithm in finite
graphs. The A-algorithm employs an additive cost function:

f(n) = g(n) + h∗(n), (18)

where g(n) means the current traversal costs from start node to current node n, and
h∗(n) are (expected) remaining costs of the solution path from node n to some terminal
node (heuristic part).

A∗ is an optimal graph search algorithm but only under consistent (monotonic)
heuristics [4, 6]. Some generalizations of the A-algorithm, with better behavior than
A in the case of graphs with inconsistent or non-admissible heuristics were proposed,
e.g. A∗∗ [11], B C [5] and D [16].

The interchange between heuristic quality and search complexity is not elastic. Very
high precision of heuristic is required in order to reach a polynomial complexity [6]. If
fore some application the design of a ”well” heuristic judgement is not possible, but one
wants to keep the search complexity as low as possible, sub-optimal search methods (e.g.
[6]) or locally optimal search (e.g. [24]) and hybrid methods (optimal search combined
with depth-first search) (e.g. [19]) may be considered.

7. Summary

Presented computer vision research has to be perceived in a large context of transporta-
tion projects aiming to achieve improved traffic solutions by intensive application of
information technology. For example more than 150 european companies and research
institutes have cooperated in the research project EU45-PROMETHEUS between 1986
and 1994, continued by the project PROMOTE (Program for Mobility and Transporta-
tion in Europe) and national projects [20, 53]. The main project targets were:

Driver security: improving the field of view, supervising the dynamic of the car, control-
ling the distance of view and status of the driver, autonomous road following, collision
avoidance.

Cooperated driving: communication between cars on roads, autonomous car driving, au-
tomatic warning.

Traffic control:mobile phone networks and GPS systems for efficient fleet management,
digital road maps, on-road orientation systems, dissemination of multimedia travel
and traffic information.
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