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Abstract

Background: Advertisers optimization is one of the most fundamental tasks in paid

search, which is a multi-billion industry as a major part of the growing online advertising

market. As paid search is a three-player game (advertisers, search users and publishers),

how to optimize large-scale advertisers to achieve their expected performance

becomes a new challenge, for which adaptive models have been widely used.

Main body: In this paper, we provide a review of the recent progress on adaptive

modeling for the task of large-scale advertisers optimization in paid search, including

keyword recommendation which can automatically suggest the relevant and

competitive keywords to match queries of users input, bid suggestion which can

efficiently give rational bids to help win the participated auctions and budget

optimization which helps the advertisers show ads throughout the whole period. In

addition, some related practical tools of advertiser optimization are introduced.

Conclusion: Finally, we conclude that it has attracted much attention on large-scale

advertisers optimization in both industry and research community and has achieved

tremendous advance over the recent decade, especially for the adaptive models.

Moreover, we discuss possible directions of future research on advertisers optimization.

Keywords: Advertisers optimization, Adaptive model, Paid search, Keyword

recommendation, Bid suggestion, Budget optimization

Background

Paid search (it is also known as sponsored search, search engine advertising and search

advertising) is an important form of online advertising that serves ads to match user’s

query on search engine result page. It has been exponential growth and become the cen-

tral business model of the major search engine companies since its inception in 1998

[1, 2]. In paid search, a set of ads are displayed and clearly labeled as sponsored along with

organic search results when answering a query. Figure 1 shows an example of paid search

result on the search engine of Bing, and all ads are indicated by the red box. Although dis-

played simultaneously and in similar forms, paid search results are actually generated by

a quite different mechanism from that of organic search. While organic search results are

produced according to the relevance of each web page to the query, the paid search results

are generated according to an auction process participated by three players of advertis-

ers, search users and publishers(i.e., search engine) [3, 4], which is very large scale, with

billions of keywords, tens of millions of ads, billions of users, millions of advertisers where

events such as clicks and actions can be extremely rare.
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Fig. 1 One example of paid search result on the search engine of Bing with the user query of “auto insurance”

Figure 2 shows a typical ecosystem of the paid search [5]. When one search user sub-

mits a query, the search engine will first retrieve some candidate ads whose bid keywords

match the query, which are provided by the advertisers in advance. Then the search engine

will run an auction on these candidate ads by considering both the ad quality and its bid

price [6]. Those ads are ranked by the product of bid prices and quality scores, and the top

ones will win the auction and be displayed at the different positions on search result page

according to the rank1. If one ad is clicked by the user, its advertiser will be charged by the

ad platform, e.g., Microsoft advertising adCenter2 and Google AdWords3. Mainstream ad

platform adopts the generalized second price (GSP) [7] auction mechanism, which means

that the advertiser’s cost of a click depends on the bid price and the relevance score of the

next ad in the ranking list of the auction.

Fig. 2 Paid search ecosystem
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In the system of paid search, each advertiser is asked to set up its accounts off-line with

the common organization structure like the one shown in Fig. 3. It is a tree structure of

three layers (i.e., Account, Campaign and Ad Group). In this structure, each account is

associated with a unique email address and billing information, each campaign has its

own budget and targeting setting that determine where/when its ads appear, and each ad

group contains a set of similar ads, keywords, matchtypes and bid prices. The matchtypes

help platform determine how closely a search query must match the keyword, and the

definitions are shown in Table 1. Generally, the more precise the matchtype (e.g., EM is

the most precise matchtype), the higher conversion rates and the lower volume tends to

be4. A triple of <keyword, matchtype, bid> is usually referred to as an orderitem, which

participates in the auction process actually.

In order to win the auction, an advertiser should carefully consider which keywords to

bid and what price to set for each of these keywords. However, not many advertisers are

good at dealing with this because paid search ia a complex system [8]. It is highly dynamic

in terms of the rapid change of user information needs, non-stationary bids of advertisers,

and the frequent modifications of ad campaigns. Moreover, those three players interact

with each other harmoniously but exhibit a conflict of interest when it comes to risk and

revenue objectives. Although each advertiser understands their business logic very well,

they usually are not familiar with the other parts of the paid search system, that’s why they

usually need the ad platform to give suggestions to help optimize their setting to achieve

their expected performance.

Adaptive models help advertisers optimize their bids, keywords and budgets, which are

firstly estimated from the historical auctions over the market place, then adapted by the

required advertiser’s historical performance. These models simulate each auction pro-

cess to predict the results of the orderitem with different bid prices. The results include

the probabilities that the orderitem wins the auction, and the probabilities that the ad is

shown at different positions on search engine and clicked by the search users. After sum

Fig. 3 One illustrated example of advertiser structure
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Table 1Match type definition

Definition

Exact Match (EM) Search query matches the keyword exactly.

Phrase Match (PM) Keyword is a sub-string of the search query.

Broad Match (BM) Search query contains the words in the keyword or concepts about the keyword.

of click probabilities over all auctions of that keyword participated in, the advertisers can

select those keywords with appropriate bids which get the highest click number5.

Numerous methods have been proposed to optimize advertisers’ revenue in paid search

[1, 2], yet we are unaware of comprehensive review of the subject over the recent decade,

which is the aim of this paper. In the rest of the paper, we first introduce some exist-

ing prominent approaches to improve the advertisers’ revenue, followed by the recent

progress in adaptive models for large-scale advertisers optimization in paid search with

several practical tools. Finally, we conclude and discuss about future work.

Related works

Awide range ofmodels have been proposed to optimize paid search, including the auction

mechanism, relevance modeling, and advertisers setting. In this section, we survey some

prominent approaches.

Auction mechanism optimization

In the auction process, an auction mechanism serves as the core role in the paid search

platform, which is used to select the ads shown to search users and determine the prices

charged from advertisers. There have been several pieces of work in the literature that

investigated how to design an auction mechanism in order to optimize the revenue of

the advertisers and search engine [9, 10]. The generalized first price (GFP) mechanism

was the first mechanism to find application in paid search6, where advertisers pay their

bids if their ads are shown and clicked. Due to the instability, Google adopted general-

ized second price (GSP) [7] mechanism in 2002, where advertisers pay minimum amount

necessary to maintain their position. Since then, GSP has become the industry standard

in paid search and has attracted a lot of research attention [11–14]. However, GSP is not

truthful essentially in the multi-slot setting, and assumed that all the advertisers have

well-defined utilities and have necessary information and computational power to opti-

mize the utilities. Some alternatives like the Vickrey-Clarke-Groves (VCG)7 and weighted

GSP [15] auction raise. Although they may be generic truthful mechanisms [3, 16], they

get different complications because they fundamentally change the way prices are com-

puted or they are not as easy-to-understand as GSP. In recent years, many works begin to

think the auction mechanism as an optimization problem of the revenue maximization

from the view of game theory machine learning [17–21].

Relevance modeling optimization

The relevance models of user query and ad are important in at least two aspects in the

paid search: ads selection and ads ranking.

Firstly, the search engine selects the candidate ads according to the relevance score.

For example, some approaches relied on the text relevance among several text streams

like query, keyword, ad copy, or the landing pages [22, 23], some employed the graph
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information from query logs or ad click logs [24, 25], other works like Hillard et al. [26]

imported both text relevance and graph information into the learning model as features,

and recently, Hui et al. added the keyword monetization ability to maximize the relevance

and revenue [27].

Secondly, the selected ads are ranked based on their expected revenue that is computed

by the product between the relevance score and bid prices [28]. The rank position on the

search engine result page will directly affect the cognitive attention of the search users

and influence their subsequent clicking and purchasing behaviors [29]. In this model, the

relevance score is usually represented as the predicted probability of being clicked (click-

ability). A large body of work discussing paid search is devoted to finding models and

techniques enabling the most precise prediction of click-ability of an ad when returned

to a user [30–37]. In this context, some works focused on the advanced machine learn-

ing models, like Graepel et al. [30] investigated Bayesian Networks in this problem, while

Ling et al. [37] employed ensemble models. Most works investigated sufficient features to

improve click prediction accuracy, like Hillard et al. [31] leveraged query segments fea-

tures, and Cetin et al. [32] used amixture of Gaussiansmodel to characterize the historical

click features. Due to the pervasive success of deep learning, recent works have detailed

how deep systems can be beneficial to click prediction, like the paper of Zhai et al. [35]

exploited a recurrent neural network model and Jiang et al. [36] proposed a deep neu-

ral network model. The deep model was used for automatically extracting abstract and

sophisticated features from advertisements content, users’ profiles, and clicks, and these

features were then used to train a logistic regression model.

Advertisers optimization

Advertisers optimization is a straightforward way to improve their revenue, which

generally includes recommending appropriate keywords with matchtypes with ratio-

nal bid prices and suggesting appropriate budget. For keyword recommendation, most

approaches can be divided into the following types: mining query-click logs or advertiser

log [25], mining semantic relationships between terms [38, 39], generating bid keywords

from given ad landing pages [40, 41]. All of these works generated potential candi-

dates and captured semantic similarity between terms based on fewer types of data logs.

Recently, Yang et al. [42] utilized rich relevance feedback information from search users

and advertisers and different types of relationships between keywords. In addition, the

paper of Kiritchenko et al. [43] achieved the appropriate keywords via feature selection

method, and Budhiraja et al. [44] focused on the long tail keywords via the concepts rather

than keywords themselves. Besides generating new keywords to the advertisers directly,

several works studied how to improve the broad match of existing keywords for a given

query [22, 24, 45–47].

In addition, there have been a number of researches [4, 48–53] who investigated how

advertisers determine their bid prices, and how their bid strategies influence the equilib-

rium of the paid search system. For example, the paper [4] assumed that the advertisers

bid the amount at which their value per click equals the incremental cost per click to max-

imize their utilities. The paper [51] studied how to estimate value per click, by assuming

advertisers were on the locally envy-free equilibrium, and assuming the distributions of

all the advertisers’ bids were independent and identically distributed. Xu et al. [53] investi-

gated advertiser behaviors via game theory machine learning, which considered different
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levels of rationality of advertisers. Since the advertisers are budget constrained, several

dedicated works have been proposed to optimize the bid prices under the constrain of

the budget [54–56]. Further, to get an appropriate budget, the paper of Zhang et al. [57]

studied the hierarchical structure of paid search advertisers and proposed a joint opti-

mization of bid price and campaign budget allocation under a multi-campaign sponsored

search account, and Nikolay et al. [58] optimized the budget using a Markov model of

user carryover effect.

Main text

As mentioned above, keywords (together with matchtypes) and bids play a critical role

in advertiser optimization for their revenue. In addition, advertisers typically prefer to

spend their budget smoothly over the time in order to reach a wider range of search users

accessible throughout a month (or a day) and have a sustainable impact, so an appropriate

budget is required. In this section, we introduce themethods for bid suggestion, keywords

recommendation, and budget optimization using adaptive models. Adaptive models are

powerful because their parameters are optimized according to both the overall market

place performance and the advertisers’ historical performance.

Bid suggestion

In the auction process, the candidate ads are ranked by their rankscores, which is usually

calculated by

Rankscore = Bid × QualityScore, (1)

where QualityScore is an estimation of the quality of the ad, keyword, and landing page.

Higher quality ads can lead to lower prices and better ad positions. From this equation,

we can see that the Bid is another factor to influence the rank. Unfortunately, advertisers

usually do not truthfully bid their ads because they do not know the competitors’ bids and

the market place performance over the search engine.

Bid suggestion is proposed to give advertisers the competitive bids, like the minimum

bid to show the ad at the side-bar position (also known as first-page bid which is abbre-

viated to FP bid) or the mainline position (which is abbreviated to ML bid) or the best

position (also known as mainline one bid which is abbreviated toML1 bid). It is obviously

that FPbid <= MLbid <= ML1bid, and higher position can lead the ad with higher

click-ability [29].

The challenge in bid suggestion is that the auction process is real time, so we can not

optimize bids in the auction online. The general solution is that we simulate the historical

auctions with diffident bids to get a bid landscape offline, by assuming that the market

place will not be fluctuant. This bid landscape can help advertisers see how different bids

might change their ads’ performance, including the impression, clicks, and the charged

cost. In details, we first simulate the bids in one auction. We extract the rankscores and

ad positions of all orderitems participated in this auction from the historical auction logs,

and calculate the required bids to show on different positions according to Eq. (1) because

the QualityScore of that ad in this auction is not changed. Using this bid, we know its

estimated impression is one, click is estimated by the click prediction adjusted by the ad

position [59, 60], and cost is estimated by bid × click8. In summary, we can get a series of

points with the quintuple of< bid, impresson, click, cost, adPosition > in this auction, and
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we merge this quintuple in all of historical auctions to get the final bid landscape like one

example shown in Fig. 4. In the combination of those points in two auctions, the higher

bid beats the lower bid in the same ad position, and the impression, click and cost are

directly added, respectively, so the combined cost-per-click is much lower than the bid,

as we can see that in the Fig. 4.

In addition, we can get bid suggestions from the bid landscape in above by using differ-

ent ad position thresholds. For example, we can get theML1 bid by choosing theminimum

bid whose ad position is better than the threshold of mainline1 position. By comparing

the performance of the new bid to that of the current bid, we can show the advertisers

that how much performance will be increased by setting the new bid.

Keyword recommendation

In the keyword setting, advertisers may know which keywords are related to their ads,

however, the keyword relevance only helps the ads to be chosen as candidates in the auc-

tion, which can not guarantee that the ads can win the auction because these keywords

are also generally set in the competitors’ campaigns. A straightforward method to solve

this problem is to suggest related keywords and bids with high performance to the adver-

tisers [8]. This method includes two tasks: (1) how to get related keywords, (2) how to set

appropriate bids for these candidates and estimate the performance.

For the first task, we try to suggest related keywords to help the advertisers’ ads partic-

ipate in more auctions. Those keywords for similar ads in the historical auction logs are

used, because it has been proven that these keywords are related to the advertisers’ ads

since they were selected into the auction by the search engine. In addition, we can modify

the matchtypes of the existing keywords to match more queries, like using broad match

in Table 1.

Once the candidate keywords and matchtypes are selected, we will estimate the bids

and performance in the second task. This is a big challenge because these keywords and

matchtypes are new for that campaign and they have no historical auctions. To overcome

this issue, we firstly use all historical auctions of the same keywords and matchtypes in

other campaigns to get the bid suggestion result via the method introduced in the last

section. Secondly, one advertiser adjustment factor is used to adapt the market place

result into the required campaign to get the final bid suggestion performance for those

new added keywords or matchtypes. Because each campaign has characteristic perfor-

mance, this adjustment factor is required, and it can be estimated from the performance

Fig. 4 One illustrated bid landscape example
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of the other keywords in this required campaign compared to that of the same keywords

in the market place.

At last, those keywords or matchtypes with higher performance (i.e., impression,

clicks and cost) will be recommended to the advertisers, and we can show the achieved

performance to the advertisers if they adopt them.

Budget optimization

Advertisers can set up budgets on the ad platform to control their expenses on search

ads in a period (e.g., a day or a month), however, the problem is that most of advertis-

ers have no idea on what budget is appropriate. On one hand, advertisers do not want

to spend too much on the ads in paid search, on the other hand, they always expect

the budget is enough to show ads throughout that period, because their performance

will be constrained when the budget is not enough. Budget optimization is proposed

to help advertisers to solve this problem, and the objective is that the optimized bud-

get should be acceptable by the advertisers and enough throughout that period on the

ad platform.

As shown in Fig. 3, budget is set at the campaign level. When the campaign is out of

budget in one time slot (e.g., one hour), all auctions the campaign participated in that time

slot will be indicated as lost due to budget issue in the auction logs. If we can estimate the

performance in that time slot, then we can get the performance for that campaign in the

whole period, which can be used to estimate its appropriate budget.

Formally, we split the period into a sequence of time slots (slot1 . . . slotn, n is the slot

number) and get campaigns’ performance in each slot from the auction logs. Table 2

shows this kind of formation, where x
j
i represents the performance (i.e., impression, click

or cost) of the i-campaign in the j-th time slot, and the symbol of ′?′ represents a missing

value when one campaign is out of budget in a time slot. The last row denotes the aver-

age performance of market place, which is calculated only by the existing performance

in each time slot. If all campaigns are out of budget in one time slot, then that average

performance is also a missing value. In this context, this problem is transformed into the

estimation of missing value ′?′ in the Table 2.

To estimate missing value ′?′, we use a very simple method of linear regression by

assuming that all campaigns’ performance is linearly dependent on the market place

performance, which can be expressed by

yj = ai · x
j
i + bi, i = 1, 2, . . .m, j = 1, 2, . . . n, (2)

Table 2 Campaign performance in a sequence of time slots

slot1 slot2 slot3 slot4 . . . slotn

Campaign1 x11 x21 ? x41 . . . xn1

Campaign2 x12 ? x32 ? . . . xn2

Campaign3 x13 x23 ? x43 . . . ?

Campaign4 x14 x24 x34 ? . . . xn4

. . . . . . . . . . . . . . . . . . . . .

Campaignm x1m ? ? ? . . . xnm

MarketPlace y1 y2 y3 y4 . . . yn



Wang et al. Big Data Analytics  (2017) 2:8 Page 9 of 13

where ai and bi are the parameters for the i-th campaign and them denotes the campaign

number in the market place. These parameters can be learned by the least square method

in the existing value set Vi, which can be calculated by

bi =

∑n
j=1 x

j
iy
j − nx̄iȳ

∑n
j=1

(

x
j
i

)2
− nx̄i

2
, j ∈ Vi (3)

ai = ȳ − bix̄i (4)

where x̄i and ȳ are the mean of the existing values in the set of Vi for i-th campaign

and market place, respectively. Once the parameters of ai and bi are learned, the missing

values for the i-th campaign are easily calculated by Eq. (2). For example, themissing value
′?′ in the j-th slot for the i-th campaign in the Table 2 can be estimated by

(

yj − bi
)

/ai.

At last, we sum the cost in all time slots to get the whole cost of that campaign in the

period, which is the ideal budget for the campaign because the cost represents how much

the campaign is charged in paid search.

To evaluate the performance of this approach, we will check those campaigns’ perfor-

mance in the next period. Totally, we havem campaigns with budget issue in the Table 2,

of which m1 campaigns accept the estimated budget and their performance are not con-

strained in the next period (i.e., no missing values), then we get the satisfaction ratio of

m1/m as the evaluation metric of budget optimization approach, the higher the better.

Practical tools in the ad platform

Advertisers optimization is very useful to improve the satisfaction of advertisers and

increase the revenue of search engines simultaneously. There are many such kind of tools

provided by the ad platform, and we will introduce two typical tools in this section:

opportunity tool and keyword planner tool.

Opportunity tool is a group of service to give suggestions to improve the advertisers’

performance, mainly including bid opportunity, keyword opportunity and budget oppor-

tunity. Bid opportunity is to suggest competitive bids to get expected position, like the

best position, mainline position and side-bar position, and this service adopts the bid sug-

gestionmethod in above. Keyword opportunity (or broadmatch opportunity) is to suggest

the advertisers to add new keywords or modify the matchtype to broad match, and this

service is usually based on the keyword recommendationmethod in above. Budget oppor-

tunity is from the method of budget optimization method in above, which is to help the

campaign to set up a sufficient budget. Both Microsoft BingAds9 and Google AdWords10

have this kind of tool, and Fig. 5 shows one example of opportunity tool in BingAds.

Keyword planner is an ensemble tool that provides both the keyword ideas and per-

formance estimation, which is mainly based on the combination of bid suggestion and

keyword recommendation. Compared to the opportunity tool, this tool supports location

targeting, and it is more flexible. In addition, it provides some historical statistics on the

search history for a keyword or how competitive that keyword is. So this tool is very use-

ful for the new campaigns, and it is also provided by Microsoft BingAds11 and Google

AdWords12.

Conclusions

In this paper, we conducted an intensive study on adaptive modeling for the large-scale

advertisers optimization in paid search, which has attracted much attention in both
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Fig. 5 One example of opportunity tool in BingAds

industry and research community and has achieved tremendous advance over the recent

decade. We firstly discuss the analysis of paid search and the challenges for advertisers

optimization, along with its importance and usefulness. Then we review some related

works on optimizing paid search revenue. At last, we introduce the adaptive models for

advertisers optimization from three aspects of the bid suggestion, keyword recommenda-

tion and budget optimization, and the related tools in the commercial ad platform show

their effectiveness though not perfect.

There are several future directions to be discussed. The first direction is to refine the

adaptive models to perform optimization for multiple advertisers simultaneously. In par-

ticular, we will consider the change of other advertisers’ setting and the traffic fluctuation

in the market place. Overcoming such kind of fluctuation will definitely improve the

performance of adaptive models.

The second direction is to propose a unified optimization framework, which can opti-

mize the keyword, bid and budget simultaneously. The advertisers optimization methods

we introduce in this paper are isolated, however, the information of keyword, bid and

budget are interrelated to affect the advertisers’ performance in paid search. Taking the

full advantage of the unified optimization framework, we can improve the performance

effectively.

The third direction is to apply more advanced machine learning algorithm into this

problem, like using matrix completion [61] for budget optimization. Matrix completion

method has been widely used in collaborative filtering [62], how to take advantage of

matrix completion to solve budget optimization is very worth studying.

The fourth direction is to consider user experience in the advertisers optimization

models. As we all know, paid search is a three-player game in which search user is one

of the key players. Therefore, we should consider user experience besides relevance and

competitiveness to obtain a comprehensive evaluation of the entire ecosystem.
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Endnotes
1Usually a reserve score is set and the ads whose scores are greater than the reserve

score are shown.
2BingAds: https://bingads.microsoft.com/
3AdWords: https://adwords.google.com/home/
4Matchtype: https://help.bingads.microsoft.com/apex/index/3/en-us/50822
5More clicks usually bring more conversions and more revenue for those advertisers.
6GFP mechanism: https://en.wikipedia.org/wiki/Generalized_first-price_auction
7VCG mechanism: https://en.wikipedia.org/wiki/Vickrey-Clarke-Groves_mechanism
8Here, this bid is the minimum bid for this ad position, which is used as cost-per-click

(CPC).
9Opportunity in BingAds: https://help.bingads.microsoft.com/apex/index/3/en-us/

51103
10Opportunity in AdWords: https://support.google.com/adwords/answer/3448398
11KeywordPlanner inBingAds: https://advertise.bingads.microsoft.com/en-us/solutions/

tools/keyword-planner
12Keyword Planner in AdWords: https://support.google.com/adwords/answer/2999770

Abbreviations

BM: Broad match; EM: Exact match; GFP: Generalized first price; GSP: Generalized second price; PM: Phrase match; VCG:

Vickrey-Clarke-Groves

Acknowledgements

We would like to thank all of the members in BingAds Adinsight team and PM team at Microsoft for their discussion and

help on this work, e.g., Mirror Xu, Nan Chen, Mingzhi Zheng, Huifeng Sun, Tracy Chen and Ji Bian. Particularly we thank

Mirror Xu to help me a lot on the overall work.

Funding

Not applicable.

Authors’ contributions

QW carried out the whole structure of the idea and the mainly drafted the manuscript. QW is currently with XJTLU, but

carried out the work described here while being affiliated with Microsoft. SL and WY participated the discussion and

gave valuable suggestion on the idea. KH provided the guidance of the whole manuscript. All authors read and

approved the final manuscript.

Availability of data andmaterials

Not applicable.

Ethics approval and consent to participate

Not applicable.

Consent for publication

Not applicable.

Competing interests

The authors declare that they have no competing interests.

Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in published maps and institutional affiliations.

Author details
1Xi’an Jiaotong-Liverpool University, Ren’ai Road, 215123 Suzhou, People’s Republic of China. 2Microsoft Corporation, No.

5 Danling Street, 100080 Beijing, People’s Republic of China.

Received: 6 June 2017 Accepted: 6 August 2017

References

1. Fain DC, Pedersen JO. Sponsored search: A brief history. Bull Am Soc Inf Sci Technol. 2006;32(2):12–13.

2. Jansen BJ, Mullen T. Sponsored search: an overview of the concept, history, and technology. Int J Electron Bus.

2008;6(2):114–30.

3. Aggarwal G, Goel A, Motwani R. Truthful auctions for pricing search keywords. In: Proceedings of the 7th ACM

conference on electronic commerce. New York: ACM; 2006. p. 1–7.

https://bingads.microsoft.com/
https://adwords.google.com/home/
https://help.bingads.microsoft.com/apex/index/3/en-us/50822
https://en.wikipedia.org/wiki/Generalized_first-price_auction
https://en.wikipedia.org/wiki/Vickrey-Clarke-Groves_mechanism
https://help.bingads.microsoft.com/apex/index/3/en-us/51103
https://help.bingads.microsoft.com/apex/index/3/en-us/51103
https://support.google.com/adwords/answer/3448398
https://advertise.bingads.microsoft.com/en-us/solutions/tools/keyword-planner
https://advertise.bingads.microsoft.com/en-us/solutions/tools/keyword-planner
https://support.google.com/adwords/answer/2999770


Wang et al. Big Data Analytics  (2017) 2:8 Page 12 of 13

4. Varian H. Position auctions. Int J Ind Organ. 2007;25:1163–78.

5. Liu T. Machine Learning for Search Ranking and Ad Auctions, CCF Advanced Disciplines Lectures. Beijing; 2014.

http://tcci.ccf.org.cn/conference/2014/ppts/adl/adl52-l6.pdf.

6. Feng J, Bhargava H, Pennock D. Comparison of allocation rules for paid placement advertising in search engines. In:

Proceedings of the 5th international conference on electronic commerce. New York: ACM; 2003. p. 294–99.

7. Edelman B, Ostrovsky M, Schwarz M. Internet advertising and the generalized second price auction: Selling billions

of dollars worth of keywords. Technical report. National Bureau of Economic Research. 2005.

8. Zhang Y, Zhang W, Gao B, Yuan X, Liu T-Y. Bid Keyword suggestion in sponsored search based on competitiveness

and relevance. Inf Process Manag. 2014;50:508–23.

9. Cavallo R, Krishnamurthy P, Sviridenko M, Wilkens CA. Sponsored Search Auctions with Rich Ads. In: Proceedings of

the 26th International Conference on World Wide Web, WWW. Republic and Canton of Geneva: International World

Wide Web Conferences Steering Committee; 2017. p. 43–51.

10. Che Y-K, Choi S, Kim J. An experimental study of sponsored-search auctions. Games Econ Behav. 2017;102:20–43.

11. Caragiannis I, Kaklamanis C, Kanellopoulos P, Kyropoulou M. On the efficiency of equilibria in generalized second

price auctions. In: Proceedings of the 12th ACM conference on Electronic commerce. New York: ACM; 2011. p. 81–90.

12. Chen W, He D, Liu T-Y, Qin T, Tao Y, Wang L. Generalized second price auction with probabilistic broad match. In:

Proceedings of the fifteenth, ACM conference on Economics and computation. New York: ACM; 2014. p. 39–56.

13. Ma W, Wu T, Qin T, Liu TY. Generalized second price auctions with value externalities. In: Proceedings of

international conference on, Autonomous agents and multi-agent systems. Richland: International Foundation for

Autonomous Agents and Multiagent Systems; 2014. p. 1457–8.

14. Rong J, Qin T, An B, Liu TY. Modeling bounded rationality for sponsored search auctions. In: Proceedings of the

22nd, European Conference on Artificial Intelligence. Amsterdam: IOS Press; 2016. p. 515–23.

15. Sun Y, Zhou Y, Deng X. Optimal reserveprices inweightedGSP auctions. Electron Commer Res Appl. 2014;13(3):178–87.

16. Vazirani VV, Nisan N, Roughgarden T, Tardos E. Algorithmic Game Theory. Cambridge: Cambridge University Press;

2007.

17. Ujwala RJ, Shahu CK, Vinaya BA. Game Theory and Its Applications in Machine Learning In: Satapathy S, Mandal J,

Udgata S, Bhateja V, editors. Information Systems Design and Intelligent Applications. Advances in Intelligent

Systems and Computing. vol 435. New Delhi: Springer; 2016. p. 195–207.

18. Zhu Y, Wang G, Yang J, Wang D, Yan J, Hu J, Chen Z. Optimizing search engine revenue in sponsored search. In:

SIGIR. New York: ACM; 2009. p. 588–95.

19. Chen Y, Liu W, Yi J, Schwaighofer A, Yan TW. Query Clustering based on Bid Landscape for Sponsored Search

Auction Optimization. In: Proceedings of the 19th ACM SIGKDD international conference on Knowledge Discovery

and Data mining, KDD. New York: ACM; 2013. p. 1150–8.

20. He D, Chen W, Wang L, Liu TY. A Game-Theoretic Machine Learning Approach for Revenue Maximization in

Sponsored Search. In: International Joint Conference on Artificial Intelligence. USA: AAAI Press; 2013. p. 206–12.

http://dl.acm.org/citation.cfm?id=2540128.2540160.

21. Rong J, Qin T, An B, Liu TY. Revenue Maximization for Finitely Repeated Ad Auctions. In: Association for the

Advancement of Artificial Intelligence. AAAI Press; 2017. p. 663–9.

22. Broder AZ, Ciccolo P, Fontoura M, Gabrilovich E, Josifovski V, Riedel L. Search advertising using web relevance

feedback. In: Proceedings of the 17th ACM Conference on Information and Knowledge Management, CIKM. New

York: ACM; 2008. p. 1013–22.

23. Choi Y, Fontoura M, Gabrilovich E, Josifovski V, Mediano M, Pang B. Using landing pages for sponsored search ad

selection. In: Proceedings of the 19th International Conference on World Wide Web, WWW. New York: ACM; 2010. p.

251–60.

24. Broder A, Ciccolo P, Gabrilovich E, Josifovski V, Metzler D, Riedel L, Yuan J. Online expansion of rare queries for

sponsored search. In: Proceedings of the 18th International Conference on World wide Web, WWW. New York: ACM;

2009. p. 511–20.

25. Fuxman A, Tsaparas P, Achan K, Agrawal R. Using the wisdom of the crowds for keyword generation. In:

Proceedings of the 17th International Conference on World Wide Web, WWW. New York: ACM; 2008. p. 61–70.

26. Hillard D, Schroedl S, Manavoglu E, Raghavan H, Leggetter C. Improving ad relevance in sponsored search. In:

Proceedings of the Third ACM International Conference on Web Search and Data Mining, WSDM. New York: ACM;

2010. p. 361–70.

27. Hui K, Gao B, He B, Luo T. Sponsored Search Ad Selection by Keyword Structure Analysis. In: European Conference

on, Information Retrieval (ECIR). Berlin, Heidelberg: Springer Berlin Heidelberg; 2013. p. 230–41.

28. Luca A, Loannis A, Ricardo BY, Xiao B, Nicola B, etc. The Role of Relevance in Sponsored Search. In: Proceedings of

the 25th ACM International on Conference on Information and Knowledge Management. New York: ACM; 2016. p.

185–94.

29. Jansen BJ, Liu Z, Simon Z. The effect of ad rank on the performance of keyword advertising campaigns. J Assoc Inf

Sci Technol. 201;64(10):2115–32.

30. Thore G, Joaquin QC, Thomas B, Ralf H. Web-scale bayesian click-through rate prediction for sponsored search

advertising in microsoft’s bing search engine. In: Proceedings of the 27th International Conference on Machine

Learning, ICML. USA: Omnipress; 2010. p. 13–20. http://dl.acm.org/citation.cfm?id=3104326.

31. Hillard D, Manavoglu E, Raghavan H, Leggetter C, Cantu-Paz E, Iyer R. The sum of its parts: reducing sparsity in click

estimation with query segments. J Inf Retrieval. 2011;14(3):315–6.

32. Cetin O, Achan K, Cantu-Paz E, Iyer R. Click probability with missing features in sponsored search: United States

Paten; 2012. Patent No.: US 8,229,768 B2, 2012. https://www.google.com/patents/US20110246286.

33. McMahan HB, Holt G, Sculley D, Young M, Ebner D, et al. Ad click prediction: a view from the trenches. In:

Proceedings of the 19th ACM SIGKDD international conference on Knowledge discovery and data mining. New

York: ACM; 2013. p. 1222–30.

34. He X, Pan J, Jin O, Xu T, Liu B, Xu T, Shi Y, et al. Practical lessons from predicting clicks on ads at facebook. In:

Proceedings of the Eighth International Workshop on Data Mining for Online Advertising. New York: ACM; 2014. p. 1–9.

http://tcci.ccf.org.cn/conference/2014/ppts/adl/adl52-l6.pdf
http://dl.acm.org/citation.cfm?id=2540128.2540160
http://dl.acm.org/citation.cfm?id=3104326
https://www.google.com/patents/US20110246286


Wang et al. Big Data Analytics  (2017) 2:8 Page 13 of 13

35. Zhai S, Chang K, Zhang R, Zhang Z. Attention based recurrent neural networks for online advertising. In:

Proceedings of the 25th International Conference Companion on World Wide Web. New York: ACM; 2016. p. 141–2.

36. Zilong J, Shu G, Wei D. Research on ctr prediction for contextual advertising based on deep architecture model.

J Control Eng Appl Inf. 2016;18(1):11–19.

37. Ling X, Deng W, Gu C, Zhou H, Li C, Sun F. Model Ensemble for Click Prediction in Bing Search Ads. In: Proceedings

of the 26th International Conference on World Wide Web Companion, WWW. Republic and Canton of Geneva:

International World Wide Web Conferences Steering Committee; 2017. p. 689–98.

38. Chen Y, Xue GR, Yu Y. Advertising keyword suggestion based on concept hierarchy. In: Proceedings of the 2008

International Conference on Web Search and Data Mining, WSDM. New York: ACM; 2008. p. 251–60.

39. Zhang W, Wang D, Xue G, Zha H. Advertising keywords recommendation for short-text web pages using

Wikipedia. ACM Trans Intell Syst Techno. New York: ACM; 2012;3(2):1–25.

40. Agrawal R, Gupta A, Prabhu Y, et al. Multi-label learning with millions of labels: Recommending advertiser bid

phrases for web pages. In: Proceedingsof the 22nd international conference onWorldWideWeb. New York: ACM; 2013.

41. Ravi S, Broder A, Gabrilovich E, Josifovski V, Pandey S, Pang B. Automatic a generation of bid phrases for online

advertising. New York: ACM; 2010.

42. Yang X, Deng T, Guo Z, Ding Z. Advertising Keyword Recommendation based on Supervised Link Prediction in

Multi-Relational Network. In: Proceedings of the 26th, International Conference on World Wide Web Companion.

Republic and Canton of Geneva: International World Wide Web Conferences Steering Committee; 2017. p. 863–4.

43. Kiritchenko S, Jiline M. Keyword Optimization in Sponsored Search via Feature Selection. In: International

Conference on New Challenges for Feature Selection in Data Mining and Knowledge Discovery, Vol. 4. JMLR.org;

2008. p. 122–34. http://dl.acm.org/citation.cfm?id=3053823.

44. Budhiraja A, Reddy PK. An Improved Approach for Long Tail Advertising in Sponsored Search. International

Conference on Database Systems for Advanced Applications. Springer; 2017. p. 1690–84. https://link.springer.com/

chapter/10.1007/978-3-319-55699-4_11.

45. Zhang W, He X, Rey B, Jones R. Query rewriting using active learning for sponsored search. In: Proceedings of the

30th annual international ACM SIGIR conference on research and development in information retrieval. New York:

ACM; 2007. p. 853–4.

46. Broder A, Fontoura M, Gabrilovich E, Joshi A, Josifovski V, Zhang T. Robust classification of rare queries using web

knowledge. In: Proceedings of the 30th annual international ACM SIGIR conference on research and development in

information retrieval. New York: ACM; 2007. p. 231–8.

47. Even-Dar E, Mirrokni V, Muthukrishnan S, Mansour Y, Nadav U. Bid optimization for broad match ad auctions. In:

Proceedings of the 18th international conference on World Wide Web. New York: ACM; 2009. p. 231–40.

48. Broder A, Gabrilovich E, Josifovski V, Mavromatis G, Smola A. Bid generation for advanced match in sponsored

search. In: Proceedings of the fourth, ACM international conference on Web Search and Data Mining, WSDM. New

York: ACM; 2011. p. 515–24.

49. Cary M, Das A, Edelman B, Giotis I, Heimerl K, et al. Greedy bidding strategies for keyword auctions. In: Proceedings

of the 8th ACM conference on Electronic commerce. New York: ACM; 2007.

50. Cary M, Das A, Edelman B, Giotis I, Heimerl K, et al. On best-response bidding in gsp auctions; 2008.

doi:10.3386/w13788. http://www.nber.org/papers/w13788.

51. Pin F, Key P. Stochasitic variability in sponsored search auctions: Observations and models. In: Proceedings of the

12th ACM conference on Electronic commerce. New York: ACM; 2011.

52. Zhou Y, Lukose R. Vindictive bidding in keyword auctions. In: Proceedings of the ninth International Conference on

Electronic Commerce, ICEC. New York: ACM; 2007.

53. Xu H, Gao B, Yang D, Liu TY. Predicting Advertiser Bidding Behaviors in Sponsored Search by Rationality Modeling.

In: Proceedings of the 22nd international conference on World Wide Web, WWW. New York: ACM; 2013. p. 1433–44.

54. Lee KC, Jalali A, Dasdan A. Real Time Bid Optimization with Smooth Budget Delivery in Online Advertising. In:

Proceedings of the Seventh International Workshop on Data Mining for Online Advertising, ADKDD. New York: ACM;

2013.

55. Amaldoss W, Desai PS, Shin W. Keyword Search Advertising and First-Page Bid Estimates: A Strategic Analysis.

Manag Sci. 2015;61(3):507–19. Linthicum: INFORMS. doi:10.1287/mnsc.2014.2033.

56. Xu J, Lee K, Li W, Qi H, Lu Q. Smart Pacing for Effective Online Ad Campaign Optimization. In: Proceedings of the

21th ACM SIGKDD International Conference on Knowledge Discovery and Data Mining, KDD. New York: ACM; 2015.

p. 2217–26.

57. Zhang W, Zhang Y, Gao B, Yu Y, Yuan X, Liu TY. Joint optimization of bid and budget allocation in sponsored

search. In: Proceedings of the 18th, ACM SIGKDD international conference on knowledge discovery and data

mining. New York: ACM; 2012. p. 1177–85.

58. Archak N, Mirrokni VS, Muthukrishnan S. Budget Optimization for Online Advertising Campaigns with Carryover

Effects. In: International Workshop on, Internet and Network Economics, WINE. Berlin, Heidelberg: Springer-Verlag;

2012. p. 86–99.

59. Nick C, Onno Z, Michael T, Bill R. An experimental comparison of click position-bias models, International

Conference on Web Search and Data Mining, WSDM. New York: ACM;. 2008. p. 87–94.

60. Chen Y, Tak WY. Position-normalized click prediction in search advertising. In: Proceedings of the 18th ACM SIGKDD

international conference on Knowledge Discovery and Data mining, KDD. New York: ACM; 2012. p. 795–803.

61. Davenport MA, Romberg J. An overview of low-rank matrix recovery from incomplete observations. IEEE J Selected

Topics Signal Process. 2016;10(4):608–22.

62. Su X, Khoshgoftaar TM. A survey of collaborative filtering techniques. Adv Artif Intell. 2009. http://dx.doi.org/10.

1155/2009/421425.

http://dl.acm.org/citation.cfm?id=3053823
https://link.springer.com/chapter/10.1007/978-3-319-55699-4_11
https://link.springer.com/chapter/10.1007/978-3-319-55699-4_11
http://dx.doi.org/10.3386/w13788
http://www.nber.org/papers/w13788
http://dx.doi.org/10.1287/mnsc.2014.2033
http://dx.doi.org/10.1155/2009/421425
http://dx.doi.org/10.1155/2009/421425

	Abstract
	Background
	Main body
	Conclusion
	Keywords

	Background
	Related works
	Auction mechanism optimization
	Relevance modeling optimization
	Advertisers optimization

	Main text
	Bid suggestion
	Keyword recommendation
	Budget optimization
	Practical tools in the ad platform

	Conclusions
	Abbreviations
	Acknowledgements
	Funding
	Authors' contributions
	Availability of data and materials
	Ethics approval and consent to participate
	Consent for publication
	Competing interests
	Publisher's Note
	Author details
	References

