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Adaptive Modulation and Coding for
Free-Space Optical Channels

Ivan B. Djordjevic
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Abstract—Adaptive modulation and coding can
provide robust and spectrally efficient transmission
over terrestrial free-space optical channels. Three
adaptive modulation schemes are considered in this
paper: (i) variable-rate variable-power adaptation,
(ii) channel inversion, and (iii) truncated channel in-
version schemes. It is shown that a simple channel in-
version scheme performs comparable to a variable-
rate variable-power adaptation scheme in the weak
turbulence regime but faces significant performance
degradation in the strong turbulence regime. We fur-
ther study adaptive coding based on large-girth
quasi-cyclic low-density parity-check- (LDPC-) coded
modulation. It is shown by simulation that deep fades
of the order of 30 dB and above in the regime of
strong turbulence can be tolerated with the proposed
scheme. It is demonstrated that communication in
the saturation regime is possible with the proposed
adaptive LDPC-coded modulation. We also determine
the spectral efficiencies for the proposed adaptive
modulation and adaptive coding schemes.

Index Terms—Atmospheric turbulence; Adaptive
modulation; Adaptive coding; Free-space optical
(FSO) communications; Low-density parity-check
(LDPC) codes.

I. INTRODUCTION

F ree-space optics (FSO) communication is a tech-
nology that can address any connectivity needs in

future optical networks, be they in the core, edge, or
access [1,2]. In metropolitan area networks (MANs),
FSO can be used to extend the existing MAN rings; in
enterprise, FSO can be used to enable local-area-
network- (LAN-) to-LAN connectivity and intercam-
pus connectivity; and FSO is an excellent candidate
for last-mile connectivity [2]. However, an optical
wave propagating through the atmosphere experi-
ences fluctuations in amplitude and phase, known as
scintillation, due to variations in the refractive index
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f the transmission medium because of inhomogeni-
ies in temperature and pressure caused by solar
eating and wind. Scintillation represents one of the
ost important factors that degrade the performance

f an FSO communication link that is present even
nder clear sky conditions. To deal with atmospheric
urbulence, different coding approaches have been
roposed including coded orthogonal frequency divi-
ion multiplexing (OFDM) [3], coded multi-input
ulti-output (MIMO) [4], and so called rateless coding

5–8]. The key idea in the coded-OFDM approach is to
ower the symbol rate by using OFDM and, in combi-
ation with interleaving and strong channel codes, to
btain high tolerance to the deep fades that are inher-
nt to a turbulent channel. In a space–time coded-
IMO approach [4], M optical sources and N photo-

etectors are used to improve immunity to the
tmospheric turbulence. In [7] code-rate adaptive
odes [5,8] are advocated. In particular, the raptor
odes, introduced by Shokrollahi in [6], obtained by
oncatenating an inner error-correcting code (the pre-
ode) with an outer fountain code such as a Luby-
ransform (LT) code, have been shown to provide high
olerance to deep fades due to atmospheric turbulence
7]. However, the achievable information rates (lower
ounds on channel capacity) results [9] indicate that
hose approaches are still several decibels away from
hannel capacity, suggesting that there is still some
oom for improvement.

In this paper we propose to use adaptive modulation
nd coding as an efficient way to deal with strong at-
ospheric turbulence. Adaptive modulation and cod-

ng, already in use in wireless channels, enables ro-
ust and spectrally efficient transmission over time-
arying channels [10–12]. The key idea behind our
roposal is to estimate the channel conditions at the
eceiver side and feed this channel estimate back to
he transmitter using an RF feedback channel, so that
he transmitter can be adapted relative to the channel
onditions. We study three different adaptive modula-
ion scenarios: (i) variable-rate variable-power adap-
ation, (ii) channel inversion with a fixed rate, and (iii)
runcated channel inversion with a fixed rate. We also
tudy the improvements that can be obtained by using
daptive low-density-parity-check- (LDPC-) coded
2010 Optical Society of America
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modulation. We show that in the strong turbulence re-
gime, even deep fades of the order of 30 dB and above
can be tolerated.

The paper is organized as follows. In Section II we
describe the adaptive modulation and coding scheme
with an RF feedback channel and channel model. In
Section III we describe different adaptive modulation
scenarios and determine the corresponding channel
capacity. In Section IV we describe a particular adap-
tive coding scheme based on adaptive LDPC-coded
modulation. In Section V some important concluding
remarks are given.

II. DESCRIPTION OF THE PROPOSED FSO COMMUNICATION

SYSTEM

The adaptive FSO communication system, shown in
Fig. 1, consists of a transmitter, a propagation path
through the atmosphere, and a receiver. The optical
transmitter includes a semiconductor laser of high
launch power, an adaptive modulation and coding
block, and a power control block. To reduce the system
cost, direct modulation of a laser diode is used.

The FSO system represents an intensity modula-
tion with direct detection (IM/DD) system. The modu-
lated beam is projected toward the distant receiver by
using an expanding telescope assembly. Along the
propagation path through the atmosphere, the light
beam experiences absorption, scattering, and atmo-
spheric turbulence, which cause attenuation, random
variations in amplitude and phase, and beam wander-
ing. At the receiver side, an optical system collects the
incoming light and focuses it onto a detector, which
generates an electrical current proportional to the in-
coming power. The intensity channel estimate is
transmitted back to the transmitter by using an RF
feedback channel. Because the atmospheric turbu-
lence changes slowly, with correlation time ranging
from 10 �s to 10 ms, this is a plausible scenario for
FSO channels with data rates of the order of Gb/s. No-
tice that erbium-doped fiber amplifiers (EDFAs) can-
not be used at all in this scenario because the fluores-
cence time is too long (about 10 ms). On the other
hand, semiconductor optical amplifiers (SOAs) can be
used if needed. In our study below we do not use any
optical amplifier at all. Given the fact that systems in-
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Fig. 1. (Color online) Block diagram of the adaptive modulation and
ratios; APP, a posteriori probability.
egrating RF and FSO technologies have recently
een reported in [13] (although for indoor applica-
ions) and the data rates needed for RF feedback are
ow, the proposed system is a promising candidate for
uture FSO systems. Notice that FSO systems have to
se an RF backup channel to provide communication
nder severe weather conditions (such as fog). There-

ore, the use of RF feedback does not introduce a sig-
ificant system cost increase. Moreover, by taking into
ccount the eye safety considerations and power effi-
iency, with power and rate adaptation we can avoid
ransmission at maximum laser power even when the
tmospheric conditions are favorable and atmospheric
urbulence is weak. Notice that the proposed adaptive
odulation/coding scheme can also be used in indoor

ptical wireless links to deal with multipath interfer-
nce.

The FSO communication channel model is described
y

yt = Ritxt + nt, �1�

here x= �xt�t�0 is the transmitted signal, i= �it�t�0 �it
0� is the instantaneous intensity gain (irradiance),

= �yt�t�0 is the received signal, n= �nt�t�0 is the addi-
ive white Gaussian noise (AWGN) with a normal dis-
ribution N�0,�2� representing the transimpedance
mplifier thermal noise, and R denotes the p.i.n. pho-
odiode responsivity. (Without the loss of generality in
he rest of the paper we will set R=1 A/W.) Two im-
ortant parameters in describing the effects of atmo-
pheric turbulence are correlation length d0 (d0 is
ypically in the range of 1–10 cm) and correlation
ime �0 (�0 is typically 1–10 ms or longer) [1]. These
wo parameters are related by [1] �0=d0 /v�, where v�

s the wind velocity perpendicular to the propagation
irection. Therefore, different techniques to deal with
tmospheric turbulence can be classified as time do-
ain and spatial domain. Since in the time domain it

s quite challenging to deal with this affect, here we
nstead use spatial-domain techniques to deal with at-

ospheric turbulence, in particular spatial diversity.
n the spatial-diversity technique, an array of M di-
ect detection receivers can be used to deal with this
roblem as explained in [1] (see Fig. 11.15 on p. 466).
y providing that the aperture diameter of each re-
eiver is smaller than the spatial correlation width of
he irradiance function, the array elements will be
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sufficiently separated so that they act independently.
In that case, the summed output samples of the array
will still be independent as shown in [1] (p. 469). [All
signals in Eq. (1) are real valued.]

Several probability density functions (PDFs) have
been proposed for the intensity variations at the re-
ceiver side of an FSO link [1]. For example, Al-Habash
et al. [14] proposed a statistical model that factorizes
the irradiance as the product of two independent ran-
dom processes (large-scale and small-scale factors)
each with a gamma PDF. It was shown in [1,7,9] that
the predicted distribution matches very well the dis-
tributions obtained from numerical propagation simu-
lations and experiments, and as such it is adopted
here. The PDF of the intensity fluctuation is given by
[14]

p�it� =
2������+��/2

��������
it

��+��/2−1K�−��2���it�, it � 0,

�2�

where it �t�0� is the signal intensity, � and � are pa-
rameters of the PDF, � is the gamma function, and
K�−� is the modified Bessel function of the second kind
of order �−�. The parameters � and � are related to
the scintillation, and in the case of zero inner scale
�l0=0� (for plane waves) they are given by [1,14,15]

� =
1

exp� 0.49�R
2

�1 + 1.11�R
12/5�7/6� − 1

,

� =
1

exp� 0.51�R
2

�1 + 0.69�R
12/5�5/6� − 1

, �3�

where �R
2 is the Rytov variance defined as

�R
2 = 1.23Cn

2k7/6L11/6, �4�

where k=2	 /
 (
 is the wavelength), L denotes the
propagation distance, and Cn

2 is the refractive index
structure parameter. Weak fluctuations are associated
with �2

R�1, moderate with �2
R�1, strong with �2

R
�1, and the saturation regime is defined by �2

R→�
[1]. Notice that the summed output of an array of di-
rect detection receivers still has gamma-gamma dis-
tribution, but with new parameters � and � as given
below [1]:

�M =
1 + M�

M��I
2 − 1

, �M = M�, �5�

where M is the number of detectors in the array and
I
2 is the scintillation index, defined as �I

2

E	it
2
 /E2	it
−1 (E	 
 denotes the mathematical expec-

ation operator).

Given this description of the system model and
hannel model, in the next two sections we describe
ur adaptive modulation/coding concept.

III. ADAPTIVE MODULATION

There are many parameters that can be varied at
he transmitter side relative to the FSO channel in-
ensity gain, including data rate, power, coding rate,
nd combinations of different adaptation parameters.
he transmitter power adaptation, similar to wireless
ommunications, can be used to compensate for the
ignal-to-noise ratio (SNR) variation due to atmo-
pheric turbulence, with the aim to maintain a de-
ired bit error rate (BER). The power adaptation
herefore inverts the FSO channel scintillation so that
he FSO channel behaves similarly to an AWGN chan-
el to the receiver. In all simulation results in this pa-
er, the spectral efficiencies are plotted against the
verage electrical SNR at the receiver, defined as
NR=PE	it

2
 /�2, where �2 is the variance of thermal
oise and P=E	xt

2
. Notice that this definition is used
n [16] (see also in [4,9]) but is different from [1],
here the SNR is defined as E2	it
 /N0�N0 /2=�2�, or

17], where it is defined as Po /��E	it

Po�. We se-
ected this definition (out of three definitions used in
SO communications) because no optical amplifier is
sed and to be consistent with the digital communica-
ions literature [18]. This definition emphasizes the
ole of the receiver since it operates in the thermal-
oise-dominated scenario, and its performance is de-
ermined by the electrical current (obtained upon con-
ersion from the optical to the electrical domain).
otice also that the average power of the optical sig-
al E	xt
 and the average power of the electrical cur-
ent at the receiver side are connected by a simple re-
ationship that will be provided later in this section.

oreover, the spectral efficiencies obtained by using
he E	xt

2

P constraint represent a lower bound for
he E	xt

P constraint because the set of input sig-
als defined by the former constraint is the subset of
hat defined by the latter.

The power adaptation policy for FSO channel inver-
ion is similar to that for wireless links [10–12] and is
efined by P�it�=C / it

2, where C=P /E	1/ it
2
 and P�it� is

he instantaneous power. The FSO channel, upon
hannel inversion, appears to the transmitter as a
tandard AWGN channel with SNR=�0 /E	1/ it

2
,
here �0=Es /N0 is the signal-to-noise ratio in the ab-

ence of scintillation, with Es being the symbol energy
nd N /2 being the double-side power spectral density
0
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of AWGN related to variance by �2=N0 /2. The chan-
nel inversion can be detrimental when it→0 because
the factor E	1/ it

2
 tends to infinity. To avoid this prob-
lem the truncated channel inversion policy from wire-
less communications [9–12] can be adopted, in which
the channel inversion is performed only when the ir-
radiance is above the certain threshold itsh�0; that is,
P�it�=C / it

2 for it� itsh (zero otherwise). The threshold
irradiance is to be chosen in such a way to maximize
the channel capacity [9–12].

In variable-rate adaptation, we change the signal
constellation size for the fixed symbol rate depending
on the FSO channel conditions. When the FSO chan-
nel conditions are favorable we increase the constella-
tion size, we decrease it when channel conditions are
not favorable, and we do not transmit at all when the
intensity channel coefficients are below the irradiance
threshold. The adaptive code rate adaptation was al-
ready considered in [7] and as such is not a subject of
interest in this paper.

In the rest of this section, we apply the adaptation
policies described above to the M-ary pulse-amplitude
modulation (MPAM) format, which is selected because
negative amplitude signals cannot be transmitted
over FSO channels with direct detection. The M-ary
quadrature-amplitude modulation (MQAM), com-
monly used in wireless communications, is not power
efficient because it requires the addition of DC bias to
convert negative amplitudes to positive ones and as
such is not considered here. Notice that M-ary pulse-
position modulation (MPPM) can also be used. Be-
cause MPPM is highly spectrally inefficient, we re-
strict our attention to MPAM. On–off keying (OOK),
commonly used in practice, is a special case of MPAM
and can be obtained by setting M=2. We describe be-
low three different adaptation policies: (i) the
adaptive-power adaptive-rate scheme, (ii) channel in-
version with a fixed rate, and (iii) truncated channel
inversion with a fixed rate.

Before we continue with the description of different
adaptation policies, we have to derive a target bit er-
ror probability equation Pb for an AWGN channel. In
MPAM the transmitted signal x takes values from the
discrete set X= �0,d , . . . , �M−1�d� �M�2�, where d is
the Euclidean distance between two neighboring
points. If all signal constellation points are equiprob-
able, the average signal energy is given by Es=E	x2

t

=d2�M−1��2M−1� /6, and it is related to the bit en-
ergy Eb by Es=Eb log2 M, so that the signal-to-noise
ratio per bit is defined by SNRb=Eb /N0
=ES / �N0 log2 M�=d2�M−1��2M−1� / �6N0 log2 M�. Be-
cause E	xt
=d�M−1� /2 we can quite easily establish a
connection between various SNR definitions.

Following the derivation in [10,18], we derive the
following expression for bit error probability:
Pb �
M − 1

M log2 M
erfc�� 3�0

2�M − 1��2M − 1�
 , �6�

here the symbol SNR �0 was introduced earlier, and
he erfc�z� function is defined by

erfc�z� =
2

�	
�

z

�

exp�− u2�du.

ecause Eq. (6) is not invertible with respect to the
NR, following a methodology similar to that intro-
uced in [11], we derive the following empirical for-
ula, which is valid in the regime of medium and

igh signal-to-noise ratios:

Pb � 0.2 exp�−
1.85�0

22.19 log2 M − 1� . �7�

n Fig. 2 we illustrate the validity of empirical Eq. (7)
obtained by modifying the Chernoff bound) for differ-
nt signal constellation sizes. For small constellations
he agreement is very good with Monte Carlo simula-
ions for all SNR values, whereas for large constella-
ions the agreement is good for medium and high
NRs. From Eq. (7) we can easily determine the num-
er of bits m carried per symbol as the function of bit
rror probability Pb:

m = log2 M =
1

2.19
log2�1 + K�0�, K = −

1.85

ln�5Pb�
.

�8�

In the presence of atmospheric turbulence the num-
er of bits per symbol becomes a function of FSO
hannel irradiance it as follows:
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ig. 2. (Color online) Bit error probability versus SNR per bit for
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m�it� =
1

2.19
log2�1 + K��it�

P�it�

P �, ��it� = it
2�0.

�9�

This equation can be used to adapt the signal constel-
lation size depending on the FSO channel irradiance
(i.e., to perform the rate adaptation). To derive the op-
timum power adaptation policy, we can define the La-
grangian (for more details on the Lagrangian multi-
plier method please see [10], Chapter 10)

L	P�it�
 = �
0

�

m�it�p�it�dit + 
��
0

�

P�it�p�it�dit − P� ,

�10�

where the p�it� is the PDF of the irradiance given by
Eq. (2). By differentiating the Lagrangian with re-
spect to P�it� and setting this derivative to be equal to
zero we obtained the following optimum power adap-
tation policy (known as water filling in information
theory [10] and wireless communications [11,12]):

K�0P�it�

P
= �

1

itsh
2 −

1

it
2 , it � itsh

0, it � itsh
� . �11�

With this adaptation policy more power and higher
data rates are transmitted when the FSO channel
conditions are good, less power and lower data rates
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regime and (b) in the strong turbulence regime.
re transmitted when the FSO channel is bad, and
othing is transmitted when the FSO irradiance falls
elow the threshold itsh. By substituting Eq. (11) into
iths

� P�it�p�it�dit=P we obtain

�
itsh

� � 1

itsh
2 −

1

it
2
p�it�dit = K�0. �12�

he optimum threshold can be obtained numerically
y solving Eq. (12).

The spectral efficiency, defined using the conven-
ional definition from [18] (data rate R over channel
andwidth B), can be evaluated by substituting Eq.
11) into Eq. (9):

R

B
=

1

2.19�itsh

�

log2� it
2

itsh
2 
p�it�dit 	bits/s/Hz
. �13�

In Fig. 3 we show the spectral efficiencies [obtained
sing Eq. (13)] that can be achieved using power and
ate adaptation and MPAM for different target bit er-
or probabilities and both the weak turbulence regime
�R=0.2, �=51.913, �=49.113) [Fig. 3(a)] and the
trong turbulence regime (�R=2, �=4.3407, �
1.3088) [Fig. 3(b)]. For example, the spectral effi-
iency R /B of 2 bits/s /Hz at Pb=10−9 is achieved for a
ymbol SNR of 23.3 dB in the weak turbulence regime
nd 26.2 dB in the strong turbulence regime.

Although the adaptive-rate adaptive-power scheme
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is optimum, the threshold computation in Eq. (12) is
time extensive. Instead, we can perform channel in-
version with a fixed rate. The channel inversion adap-
tation can be performed by

P�it�

P
=

1

it
2E	1/it

2

, E	1/it

2
 = �
0

� 1

it
2p�it�dit. �14�

To determine the spectral efficiency of the channel
inversion scheme, we have to substitute Eq. (14) into
Eq. (9) to obtain

R

B
=

1

2.19
log2�1 + K�0

1

E	1/it
2

 . �15�

In Fig. 3 we report the spectral efficiencies that can
be achieved by employing this simple power adapta-
tion scheme. Interestingly, in the weak turbulence re-
gime [see Fig. 3(a)] this scheme performs comparably
to the adaptive-power adaptive-rate scheme. However,
in the strong turbulence regime [see Fig. 3(b)] this
scheme faces significant performance degradation.
Therefore, in the strong turbulence regime we have to
employ the truncated channel inversion scheme, in-
stead.

In truncated channel inversion we perform the fol-
lowing power adaptation:

P�it�

P
= �

1

it
2Eitsh

	1/it
2


, i � itsh

0, i � itsh
� ,

Eitsh
	1/it

2
 = �
itsh

� 1

it
2p�it�dit. �16�

The threshold itsh in Eq. (16) can be chosen to maxi-
mize the spectral efficiency in Eq. (15) with respect to
threshold. The corresponding spectral efficiency ex-
pression is then given by

R

B
=

1

2.19
max

itsh
�log2�1 + K�0

1

Eitsh
	1/it

2

P�it � itsh�� ,

�17�

where

P�it � itsh� = �
itsh

�

p�it�d�it�.

This maximization can be performed by the Monte
Carlo integration approach, which is numerically less
intensive than the numerical optimization in Eq. (12).
For example, to evaluate Eitsh

	it
−2
 by Monte Carlo in-

tegration we have to perform the averaging of it
−2 for

intensity samples larger than threshold intensity.
In Fig. 3 we also report the spectral efficiencies that
an be achieved by employing the truncated channel
nversion. This scheme performs comparably to the
daptive-power adaptive-rate scheme in the weak tur-
ulence regime, whereas at Pb=10−9 and for a spectral
fficiency of 2 bits/s /Hz it performs 3.7 dB worse but
ignificantly better than the simple channel inversion
cheme.

In Fig. 4 we show the BER performance of uncoded
onadaptive MPAM for different turbulence
trengths. In the weak turbulence regime, the BER
erformance loss is small. However, in the strong tur-
ulence regime the BER performance degradation is
arge. The optimum adaptation policy at Pb=10−6 for a
pectral efficiency of 4 bits/s /Hz (see Fig. 3) provides
moderate improvement of 3.3 dB in the weak turbu-

ence regime, whereas the improvement in the strong
urbulence regime is significant at 31.7 dB. Notice
hat spectral efficiencies are shown against symbol
NR, whereas the BERs in Figs. 4 and 5 are shown
gainst the bit SNR so that modulation formats with
ifferent constellation sizes can be compared. This is a
ommon practice in the digital communication litera-
ure (see [1,11,19]).

In this section we described three different adaptive
odulation scenarios by employing uncoded MPAM.

n the next section we describe the adaptive coding
ased on LDPC-coded MPAM.

IV. ADAPTIVE LDPC-CODED MODULATION

By using the trellis-coded modulation (TCM), intro-
uced by Ungerboeck [20], in combination with convo-
utional codes or by using coset codes, introduced by
orney [21], in combination with block codes, we can
eparate the encoding and modulation process (see
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ig. 4. (Color online) Nonadaptive uncoded MPAM bit error prob-
bilities against bit SNR.



w
t
=
a
c
T
�
l
t
p
2
L
a
L
s

t
c
a
t
d
s
r
d
t
3
m

m
f
t
s
s
s
F

=
a
s
a
fi
i
b
l
m
t
m

Ivan B. Djordjevic VOL. 2, NO. 5 /MAY 2010/J. OPT. COMMUN. NETW. 227
[11,12] for more details). However, to keep the com-
plexity of this approach reasonably low the convolu-

tional or block codes should be simple and short.
Those codes are low rate and weak so that coding
gains are moderate. For example, the adaptive coding
scheme based on TCM proposed in [12] is about 5 dB
away from channel capacity. Instead, in this paper we
propose to implement adaptive coding based on
LDPC-coded modulation. The input data are LDPC
encoded and written to a buffer. Based on FSO chan-
nel irradiance, it, m�it� bits are taken at a time from a
buffer and used to select the corresponding point from
the MPAM signal constellation. The number of bits to
be taken from the buffer are determined by one of
three methods described in Section III. The corre-
sponding expressions for adaptation are to be modi-
fied to include the coding gain Gc of the LDPC code.
Because the coding gain refers to the savings attain-
able in the energy required to achieve a given bit error
probability when coding is used compared with that
with no coding, the bit error probability of the LDPC-
coded scheme can be evaluated by

Pb � 0.2 exp�−
1.85Gc�0

22.19 log2 M − 1� . �18�

Therefore, all expressions derived in the previous sec-
tion should be modified by substituting K with KGc.

To facilitate the implementation at high speed we
employ the quasi-cyclic LDPC codes [22,23] of girth
10. The parity-check matrix of quasi-cyclic LDPC
codes can be written as follows:
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Fig. 5. (Color online) Nonadaptive LDPC-coded bit error probabili-
ties versus SNR per bit for MPAM on the AWGN channel, under the
weak turbulence regime and under the strong turbulence regime.
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 . . . P�r−1�S	c−1

� ,
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here I is a p�p identity matrix, P is p�p permuta-
ion matrix (whose elements pi,i+1=pp,1=1, i
1,2, . . . ,p−1; other elements of P are zeros), and r
nd c represent the number of block rows and block
olumns in Eq. (19), respectively. p is a prime number.
he set of integers S are to be chosen from the set

0,1, . . . ,p−1� in such a way that cycles of short
ength in the corresponding bipartite graph represen-
ation of the H matrix are avoided. For example, for
=1123 and S= �0,2,5,13,20,37,58,91,135,160,
20,292,354,712,830� [from Eq. (19)] we obtain an
DPC code of rate 0.8, girth g=10, column weight 3,
nd length N=16,845. The soft iterative decoding of
DPC codes considered in this paper is based on the
um-product-with-correction-term algorithm [24].

In Fig. 5 we show the BER performance of nonadap-
ive LDPC(16935,13550)-coded MPAM for the AWGN
hannel, under the weak turbulence regime ��R=0.2�,
nd under the strong turbulence regime ��R=2.0�. In
he weak turbulence regime the BER performance
egradation is small, within 0.5 dB, whereas in the
trong turbulence regime the BER performance deg-
adation is so high that the adaptive coding approach
escribed above is a necessity. The results of simula-
ions are obtained for 25 LDPC decoder iterations and
LDPC decoder–APP demapper iterations. The gray
apping rule is used in simulations.

In Fig. 6 we show the spectral efficiency perfor-
ance of adaptive LDPC(16935,13550)-coded MPAM

or different adaptation scenarios. Given the fact that
he channel capacity of the FSO channel under atmo-
pheric turbulence is an open problem, we show in the
ame figure an upper bound in the absence of atmo-
pheric turbulence (denoted in Fig. 6 as the upper
SO bound) from [25].

The coding gain over adaptive modulation at Pb
10−6 for R /B=4 bits/s /Hz is 7.2 dB in both (weak
nd strong) turbulence regimes (see Figs. 3 and 6 at a
pectral efficiency of 4 bits/s /Hz). Larger coding gains
re expected at lower BERs and for higher spectral ef-
ciencies. Further improvements can be obtained by

ncreasing the girth of the LDPC codes and employing
etter modulation formats. The increase in codeword
ength to 100,515 does not improve the R /B perfor-

ance that much, as shown in Fig. 6. It is interesting
o notice that by employing adaptive coding, the com-
unication under saturation regime is possible, as
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shown in Fig. 6. Moreover, for the variable-rate
variable-power scheme there is no degradation in the
saturation regime compared with the strong turbu-
lence regime, whereas a small degradation was found
for the channel inversion scheme. Overall improve-
ment from adaptive modulation and coding for R /B
=4 bits/s /Hz at Pb=10−6 over nonadaptive uncoded
modulation ranges from 10.5 dB (3.3 dB from adap-
tive modulation and 7.2 dB from coding) in the weak
turbulence regime to 38.9 dB in the strong turbulence
regime (31.7 dB from adaptive modulation and 7.2 dB
from coding), which is significantly higher than that
reported in [3,4,7], where improvements up to 25 dBs
are reported.

Notice that results corresponding to OOK, which is
commonly used in practice, can be obtained by setting
M=2. From the numerical results reported in [15] (see
Fig. 3), we conclude that in the strong turbulence re-
gime the required SNR for OOK without adaptation to
achieve a spectral efficiency of 1 bit/s /Hz is above
50 dB, which is difficult to satisfy in practice. There-
fore, to enable communication under the strong turbu-
lence regime the power and/or rate adaptation is un-
avoidable. Since soft decoding is used in the proposed
scheme, the receiver complexity of MPAM is compa-
rable to that of OOK.

V. CONCLUSION

We have described three adaptive modulation and
adaptive coding schemes with RF feedback, which
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Fig. 6. (Color online) Spectral efficiencies against symbol SNR for
adaptive LDPC-coded MPAM.
rovide robust and spectrally efficient transmission
ver free-space optical channels, namely, (i) the
ariable-rate variable-power adaptation scheme, (ii)
he channel inversion with a fixed rate scheme, and
iii) the truncated channel inversion scheme. It was
emonstrated that the simple channel inversion
cheme is sufficient in the weak turbulence regime.
he use of either the variable-rate variable-power
cheme or truncated channel inversion is needed in
he strong turbulence regime. We also describe the
daptive LDPC-coded modulation scheme, which is
ble to tolerate deep fades of the order of 30 dB and
bove (at Pb=10−6, R /B=4 bits/s /Hz) in the strong
urbulence regime. With the proposed adaptive coding
cheme even communication in the saturation regime
s possible. Finally, we report the spectral efficiencies
or the proposed adaptive modulation and adaptive
oding schemes.

Topics of interest in future research include (i) de-
ermination of improvements in FSO channels when
hannel state information (CSI), provided by RF feed-
ack, is imperfect and (ii) estimation of degradation
ue to delay in delivery of CSI to the transmitter.
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