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#### Abstract

In this paper, we consider an IoT dedicated network corresponding to a non licensed LoRa Low Power Wide Area Network. The LoRa network operates in the unlicensed 868 MHz band within a total bandwidth of 1 MHz divided into 8 orthogonal channels of 125 kHz each. Despite the high level of interference, this network offers long range communications in the order of 2 to 5 km in urban areas and 10 to 30 km in rural areas. To efficiently mitigate this high level of interference, LoRa network essentially relies on a Chirp Spread Spectrum (CSS) modulation and on repetition diversity mechanisms. The LoRa CSS modulation spreads the signal within a band of 125 kHz using 6 possible spreading factors (from 7 to 12 ) to target data rates (starting from 5 kbps for the closest node to 300 bps for the furthest ones). The repetition diversity mechanisms enable the data recovery when the transmission is subject to bad channel conditions or/and high interference levels. Although the CSS modulation protects edge-cell's devices from the high level of interference induced by nodes in the proximity of the gateway, it fails to protect nodes at the edge of a given SF region and several trials are required to recover the packet. In this paper, we propose an adaptive multi-channels allocation policy that attributes multiple adjacent channels of 125 kHz for nodes situated at the edge of SF zones. We study the impact of this adaptive sub-band allocation on the gateways' intensities, the rate distribution and the power consumption. Our results are based on a statistical characterization of the interference in the network as well as the outage probability in a typical cell.


INDEX TERMS Low Power Wide Area Network (LPWAN), LoRa Network, Chirp Spread Spectrum Modulation, Internet of things, stochastic geometry, spatial Poisson Point Process.

## I. INTRODUCTION

WITH the massive expansion of the Internet of Things (IoT) application, several dedicated Low Power and Wide Area (LPWA) communications technologies have emerged. A statistical study from Ericsson [1] predicts 34 billion connected devices in 2024 among which 4.5 billion of IoT long range connected devices. To fulfill these massive demand on wireless connectivity, dedicated unlicensed LPWAN, considered as complementary to the licensed ones, have been extensively developed in the last recent years.

In this paper, we focus on the LoRa technology that operates in the unlicensed 868 MHz band [2]-[4] within a total bandwidth of 1 MHz . The frequency band is usually
sub-divided into several channels, typically 8 channels of 125 $\mathrm{kHz}, 4$ channels of 250 kHz or 2 channels of 500 kHz . To maximize the success rate of packet transmission, LoRaWAN supports packet repetition and adopts Chirp Spread Spectrum (CSS) modulation that is parametrized by a Spreading Factor (SF). This latter is chosen to adapt the data rate with respect to the radio propagation condition. Depending on the value of SF, a symbol of SF bits is represented by a chirp that occupies a fixed bandwidth, and a chirp duration that increases with SF. The SF value increases with distance and the coverage cell is divided into several SF regions.

Several experimental and analytic works have addressed the performance of LoRa network in terms of coverage,
power consumption and the multi-user network capacity [6][8], [10]-[13]. It has been shown that using the highest SF, the LoRa's communication range can reach more than 20 km in line-of-sight environments such as the maritime environment [6], [7]. However, these coverage performances are significantly affected by obstacles and the coverage ranges reduce to few kms in urban and rural environments [6]-[8]. Other experimental setups in [6], [7] show that the device battery life can be increased by tuning the SF, the coding rate and the bandwidth size. Finally, experimental studies were led to evaluate the multi-user capacity of the LoRa gateway [10], [11]. In [11], the authors show that under a packet rate reception of $70 \%$, the gateway supports within 15 mins up to 6000 nodes. The multi-user capacity of the gateway has been also analytically studied in many previous works, including [12], [13] to name but a few. These works generally assess the efficiency of the LoRa communications based on the simplification of strictly orthogonal sequences if they originated from different spreading factors. Indeed, as pointed in [12] signals having different spreading factors can be received simultaneously but, given the co-channel rejection of SF combinations, at the condition that none is received with a much higher power than another. Using the ideal SF orthogonality assumption, the co-spreading factor interference however rapidly limits the scalability of LoRa networks, according to [13]. In this work, the authors found out that in each 125 kHz sub-band, the co-SF interference is the main cause of outage as soon as the number of end devices increases.

In this paper, we propose a statistical modeling of the interference level received in LoRa network considering the intra-SF and cross-SF interference and deduce the outage behavior. To mitigate this high level of interference, LoRa network expoits repetition mechanisms where several trials are performed to recover the packet. This leads to an increased energy consumption and decreases the device battery life. Our goal in this paper is to decrease the number of the trials in the network and hence to improve the energy efficiency. For this, we propose to relax the spectral efficiency by adaptively allocating higher bandwidth depending on the position of the nodes in the cell. To statistically evaluate the network performance, we consider the average statistical behavior where the active sensors and gateways are randomly distributed in a given area according to a random Poisson Point Process (PPP). The randomness of the wireless channel is represented by a mark introduced in the PPP as in [15]-[22]. In a typical LoRa cell, we provide an analytic characterization of the interference and the outage probability distribution in function of the communication range. We derive this probability for both cases of fixed and adaptive sub-band allocation. The expression of the outage depends on the inter-correlation factors between the different spreading factor regions and the multi-band sizes that we also compute in this paper. Based on this outage probability expression, we evaluate the enhancement in terms of error, rate distribution and power consumption when using multi-
channels allocation policy.
The rest of the paper is organized as follows. Section II defines the IoT network, the LoRa Chirp Spectrum modulation and the fixed and adaptive multi-channels allocation. Then, we statistically characterize in Section III the interference in a LoRa network taking into account the inter-correlation factors between the different spreading factor regions and the multi-band sizes. The outage probability within one and multi-trial is deduced in Section IV. Section V explains SF and channels allocation policy. Section VI provides numerical results that assess the analytic ones and compare the numerical performance for the adaptive multi-channel allocation to the fixed sub-allocation in terms of outage probability, coverage, rate distribution and power consumption. Finally, Section VII concludes the paper.

## II. IOT LORA NETWORK MODEL

In this section, we describe the system parameters, the Chirp Spectrum Spreading (CSS) modulation as well as the access to the shared medium techniques in LoRa networks.

## A. NETWORK PARAMETERS

We consider the uplink of a LoRa network in which a set of active devices $\Phi_{a}$ are distributed in a region $\mathcal{A}$ according to an homogeneous PPP characterized by its intensity $\lambda_{a}$ nodes per $\mathrm{km}^{2}$. We assume no coordination between transmitting devices. The gateways are distributed according to a spatial PPP distribution with intensity $\lambda_{b}$ gateways per $\mathrm{km}^{2}$ and we let $\Phi_{b}$ denote the gateways set. Due to Slivnyak-Mecke Theorem in [16], the statistical behavior in the PPP remains unchanged when adding a gateway at the center of this region. We assume that each sensor node is connected to the nearest gateway. We focus on the typical cell centered at the origin o containing the set of all sensor nodes connected to o. Let $r=|x|$ be the distance between any sensor node $x$ belonging to this typical cell and the origin. The probability distribution function of the distance $r$ is known from [16], [17] and is,

$$
\begin{equation*}
f(r)=2 \pi \lambda_{b} r e^{-\lambda_{b} \pi r^{2}} \tag{1}
\end{equation*}
$$

Due the random spatial distribution of the gateways in the network, the cell coverage radius is a random variable. The maximal coverage radius $R_{c}$ of the cell is determined with a confidence level of $p_{c}$ is,

$$
\begin{equation*}
R_{c}=\sqrt{\frac{1}{\pi \lambda_{b}} \ln \left(\frac{1}{1-p_{c}}\right)} \tag{2}
\end{equation*}
$$

We set $p_{c}=99 \%$, and we determine $\lambda_{b}$ ranges using (2) considering rural and urban environments in Table 1. The sensor nodes transmit with a maximal power of 14 dBm . The sensor nodes and the gateway have omnidirectional antennas with 0 dBi of gain. For a given transmitting node x located at a distance $|x|$ from the typical gateway, the received power at the gateway is,

$$
\begin{equation*}
P_{r}(x)=\alpha|x|^{-\beta} P_{t} A_{f} \tag{3}
\end{equation*}
$$

where $\alpha$ and $\beta$ are respectively the attenuation factor and the path-loss exponent derived from the Okumura-Hata model, $A_{f}$ is the random fading coefficient that is exponentially distributed and $P_{t}$ the transmission power. In LoRa network, the access to the shared medium is managed by an Aloha protocol. In the absence of a centralized control in the network, this simultaneous access induces significant interference. The gateway receives in addition to its intended attenuated signal, the interference from all other nodes transmitting on the same sub-bandwidth. The network parameters as well as the numerical values of the attenuation factor and the path-loss exponent are summarized in Table 1.

TABLE 1: System parameters

| Parameter | Value |
| :--- | :--- |
| Carrier frequency | 868 MHz |
| Maximum transmit power | 14 dBm |
| Gateway height | 30 m |
| Urban path-loss propagation | $\alpha=10^{-10.07}, \beta=3.52$ |
| Rural path-loss propagation | $\alpha=10^{-9.08}, \beta=3.52$ |
| Confidence level | $p_{c}=10^{-2}$ |
| Urban gateway intensity $\lambda_{b}$ | 0.1 to 0.3 gateway per $\mathrm{km}^{2}$ |
| Urban coverage radius $R_{c}$ | 2 to 5 km |
| Rural gateway intensity $\lambda_{b}$ | 0.0015 to 0.015 gateway per $\mathrm{km}^{2}$ |
| Rural coverage radius $R_{c}$ | 10 to 30 km |

## B. CHIRP SPREAD SPECTRUM MODULATION

In a LoRa network in [3], Chirp Spread Spectrum (CSS) modulation is used to spread the signal within a limited bandwidth. This spreading technique protects the edge devices from the devices in the proximity of the network gateway. The spreading factor is dictated by the receiver sensitivity and hence by the threshold communication ranges. A high spreading factor better prevents transmission errors, but at the cost of a reduced data rate. LoRa features 6 possible spreading factors ( $\mathrm{SF}=7$ to 12 ). Each symbol transmits SF bits, has a time duration $T$ and occupies a bandwidth $B$ such that

$$
\begin{equation*}
2^{\mathrm{SF}}=T \times B \tag{4}
\end{equation*}
$$

A channel coding with a rate $R_{c}=\frac{4}{5}$ is used, and the spectral efficiency (SE) in bits/s/Hz is,

$$
\mathrm{SE}(\mathrm{~b} / \mathrm{s} / \mathrm{Hz})=\frac{R_{c} \times \mathrm{SF}}{2^{\mathrm{SF}}}
$$

Considering that the chosen SF depends on the distance between the node and the BS, the corresponding SF of a given node $x$ situated at a distance $|x|$ from the gateway o is computed as,

$$
\begin{equation*}
\mathrm{SF}(x)=\sum_{\mathrm{SF}_{0}=7}^{12} \mathrm{SF}_{0} \times \mathbb{1}_{\left\{x \in \mathcal{A}_{\mathrm{SF}}\right\}} \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{A}_{\mathrm{SF}}=\left\{x \in \Phi_{a}: \rho_{\mathrm{SF}-1} \leq|x|<\rho_{\mathrm{SF}}\right\} \tag{6}
\end{equation*}
$$

and $\rho_{\mathrm{SF}}$ is the outer-radius for each SF region with $\rho_{6}=0$. The choice of these outer-radii will be further discussed in Section V.

## C. MULTIPLE CHANNELS ALLOCATION

We consider a LoRa network that operates on a frequency 868 MHz within a total allocated bandwidth of 1 MHz . The typical communication bandwidth in values are 125, 250 and 500 kHz in the HF-ISM 900 MHz band. For a given active node $x \in \Phi_{a}$, we denote by $\mathrm{B}_{a}(x)$ the size of the sub-band on which the transmission occurs. In the following, we describe the fixed allocation strategy and the adaptive multi channels allocation that we introduce in this paper.

## 1) Fixed size channel allocation

For the fixed size channel allocation policy, all the nodes in the network transmit within a fixed sub-band size $B_{0}$ chosen among $B_{0}=125,250$ and 500 kHz , i.e.

$$
\forall x \in \Phi_{a}: \mathrm{B}_{a}(x)=B_{0}
$$

The total bandwidth of 1 MHz can be divided into $N_{m}=8,4$ or 2 channels. Each sub-band is labeled by an integer between 1 and $N_{m}$. The sensor node $x \in \Phi_{a}$ selects uniformly, before transmission, a random Medium Access Indicator (MAI) $e_{B_{0}}(x)$ from the set $\mathcal{M}=\left\{1, \ldots, N_{m}\right\}$ as illustrated in Figure 1. The authorized nodes transmit their information within the sub-band labeled by the medium access indicator.


FIGURE 1: Channels labels for different bandwidth size

Each channel is accessible with the same probability $\operatorname{Prob}\left\{e_{B_{0}}(x)=k\right\}=1 / N_{m}, \forall k$. The intra sub-band interference is induced by nodes that select the same subband for transmission. For a given node $x$ transmitting in sub-band $e_{B_{0}}(x)$, the set of interference contains all nodes transmitting in the same sub-band, i.e.,

$$
\begin{equation*}
\Phi_{i}=\left\{y \neq x \in \Phi_{a}: e_{B_{0}}(y)=e_{B_{0}}(x)\right\} . \tag{7}
\end{equation*}
$$

By the thinning theorem [16], the nodes of the set $\Phi_{k} \cup\{x\}$ are distributed according to a spatial PPP with an homogeneous intensity,

$$
\begin{equation*}
\lambda_{i}(y)=\lambda_{a} / N_{m}, \quad \forall y \tag{8}
\end{equation*}
$$

with $N_{m}=8,4$ or 2 with respect to the size of $B_{0}$.

## 2) Adaptive multi-channels allocation

Although the CSS modulation protects edge cell devices from the high level of interference induced by nodes in the proximity of the gateway, it fails to protect nodes at the edge of a given SF region. To solve this near-far problem, we propose to decrease the spectral efficiency for the edge nodes of the SF regions. To perform this, we increase progressively, inside each SF region, the size of the bandwidth while keeping the same data rate and same power consumption as shown in Figure 2. Depending on the position of the sensor, the chirps are spread in one, two or four adjacent channels.

We let $\mathcal{B}_{B_{0}}=\left\{x \in \Phi_{a}: \mathrm{B}_{a}(x)=B_{0}\right\}$ be the set of nodes transmitting within a band $B_{0}$ and $\mathcal{A}_{\mathrm{SF}} \cap \mathcal{B}_{B_{0}}$ the set of nodes using the same SF and bandwidth size. We denote by $d_{\left(\mathrm{SF}, B_{0}\right)}$ the delimiting outer radius of this region. For a


FIGURE 2: Multi-channels allocation within SF zones
given node $x \in \mathcal{A}_{\mathrm{SF}}$, the bandwidth allocated to this node using the adaptive multi-sub bands policy is,

$$
\mathrm{B}_{a}(x)=\sum_{B_{0} \in\{125,250,500\}} B_{0} \times \mathbb{1}_{\left\{x \in \mathcal{A}_{\mathrm{SF}} \cap \mathcal{B}_{B_{0}}\right\}}
$$

with

$$
\mathcal{A}_{\mathrm{SF}} \cap \mathcal{B}_{B_{0}}=\left\{x \in \Phi_{a}: d_{\mathrm{in}} \leq|x|<d_{\left(\mathrm{SF}, B_{0}\right)}\right\}
$$

and

$$
d_{\mathrm{in}}= \begin{cases}\rho_{\mathrm{SF}-1} & B_{0}=125 \mathrm{kHz} \\ d_{\left(\mathrm{SF}, B_{0} / 2\right)} & \text { else }\end{cases}
$$

Based on the delimiting outer-radius $d_{\left(\mathrm{SF}, B_{0}\right)}$ with $\left(\mathrm{SF}, B_{0}\right) \in\{7, \ldots, 12\} \times\{125,250,500\}$ and depending on the position of a node in the cell, the SF and the size of the bandwidth are assigned. According to the size of the bandwidth $\mathrm{B}_{a}(x)$, the node $x$ selects randomly and in an uniform way a sub-band index $e_{\mathrm{B}_{a}(x)}(x)$ as illustrated in Figure 1. Our goal is to find the appropriate values of these communications ranges $d_{\left(\mathrm{SF}, B_{0}\right)}$ to minimize the average outage probability in the cell. The optimized choice of these outer-radii will be further discussed in Subsection V-B. Note that considering LoRaWAN regional specifications in [4], the devices do not operate with all possible values of the couples ( $\mathrm{SF}, B_{0}$ ). In this case, the optimization is performed on the authorized combinations of (SF, $B_{0}$ ).

## III. STATISTICAL INTERFERENCE CHARACTERIZATION

In the following, we provide a statistical model to characterize the uplink interference computed at a typical gateway situated at the origin. Due to the high ranges in LoRa network, we consider only the intra-cell interference and neglect the inter-cell interference. We consider a given node $x$ situated at distance $r=|x|$ from the typical point and transmitting with a spreading factor $\operatorname{SF}(x)$ and within a bandwidth $\mathrm{B}_{a}(x)$. This latter is independent of $x$ in the fixed size case. The interfering set $\Phi_{i}$ is defined in eq. (7) to (18). For a fixed channel allocation and in (10) to (18) for the adaptive channels allocation. The position of a given interferer $y$ in the cell determines its spreading factor $\operatorname{SF}(y)$ and the size of its bandwidth $\mathrm{B}_{a}(y)$ in the adaptive allocation case. Depending on the SF and bandwidth of the interferer as well as the intended transmitter ones, the power of the interferer is weighted by a correlation factor denoted by $c(x, y)$. Let $I_{x}$ define the interference observed at the gateway on an intended transmitter $x$. The expression of the interference $I_{x}$ is then,

$$
\begin{equation*}
I_{x} \approx \sum_{y \in \Phi_{i}} c(x, y) P_{r}(y) \prod_{z \in \Phi_{b}} \mathbb{1}_{\{|y|<|z-y|\}} \tag{9}
\end{equation*}
$$

where $P_{r}(y)$ being the received power at the gateway o from the transmitter $y$ defined in (3). Note that the right hand side product in (9) is only equal to 1 if the sensor node $y$ is closer to o than all other nodes of the gateways process. In the following, we first characterize the spatial distribution of the interfering nodes. Then, we compute the inter-correlation factor $c(x, y)$ and we characterize the Laplace transform expression of the interference.

## A. SPATIAL DISTRIBUTION OF INTERFERING NODES

The set of the interfering nodes depends on the pre-assigned bandwidth $B_{a}(x)$ on which the intended node $x$ is transmitting. The set of interfering nodes corresponds to
$\Phi_{i}=\left\{y \in \Phi_{a}:\right.$ sub-band of y overlap with sub-band of $\left.x\right\}$.
In the following, we detail three possible cases.

1) Case 1: $\mathrm{B}_{a}(x)=125 \mathrm{kHz}$

Given a device transmitting on the band $\mathrm{B}_{a}(x)=125$ kHz say with $e_{125}(x)=3$ for example. The interference is generated by: (i) devices with band 125 kHz transmitting on sub-band 3 in Figure 1, (ii) devices with band 250 kHz transmitting on sub-band 2 in Figure 1 and (iii) devices with band 500 kHz transmitting on sub-band 1 in Figure 1. The set of interfering nodes $\Phi_{i}$ can be written as the union of three subsets such that $\Phi_{i}=\Phi_{i, 1} \cup \Phi_{i, 2} \cup \Phi_{i, 3}$, with

$$
\begin{align*}
& \Phi_{i, 1}=\left\{y \neq x \in \mathcal{B}_{125}: e_{125}(y)=e_{125}(x)\right\}  \tag{10}\\
& \Phi_{i, 2}=\left\{y \in \mathcal{B}_{250}: 2 e_{250}(y)-1=e_{125}(x)\right\} \\
& \cup\left\{y \in \mathcal{B}_{250}: 2 e_{250}(y)=e_{125}(x)\right\} \tag{11}
\end{align*}
$$

$$
\begin{align*}
\Phi_{i, 3}= & \left\{y \in \mathcal{B}_{500}: 4 e_{500}(y)-3=e_{125}(x)\right\} \\
& \cup\left\{y \in \mathcal{B}_{500}: 4 e_{500}(y)-2=e_{125}(x)\right\} \\
& \cup\left\{y \in \mathcal{B}_{500}: 4 e_{500}(y)-1=e_{125}(x)\right\} \\
& \cup\left\{y \in \mathcal{B}_{500}: 4 e_{500}(y)=e_{125}(x)\right\} \tag{12}
\end{align*}
$$

Note that the intensity of interfering nodes in $\Phi_{i, 1}$ is $\lambda_{a} / 8$, in $\Phi_{i, 2}$ is $\lambda_{a} / 4$ and in $\Phi_{i, 3}$ is $\lambda_{a} / 2$.

## 2) Case 2: $\mathrm{B}_{a}(x)=250 \mathrm{kHz}$

In a similar way, assuming $\mathrm{B}_{a}(x)=250 \mathrm{kHz}$, the interference set $\Phi_{i}$ is $\Phi_{i}=\Phi_{i, 1} \cup \Phi_{i, 2} \cup \Phi_{i, 3}$, with

$$
\begin{align*}
& \Phi_{i, 1}=\left\{y \in \mathcal{B}_{125}: e_{125}(y)=2 e_{250}(x)\right\} \\
& \cup\left\{y \in \mathcal{B}_{125}: e_{125}(y)=2 e_{250}(x)-1\right\}  \tag{13}\\
& \Phi_{i, 2}=\left\{y \neq x \in \mathcal{B}_{250}: e_{250}(y)=e_{250}(x)\right\}  \tag{14}\\
& \Phi_{i, 3}=\left\{y \in \mathcal{B}_{500}: 2 e_{500}(y)-1=e_{250}(x)\right\} \\
& \cup\left\{y \in \mathcal{B}_{500}: 2 e_{500}(y)=e_{250}(x)\right\} \tag{15}
\end{align*}
$$

The intensity of interfering nodes in $\Phi_{i, 1}$ is $2 \lambda_{a} / 8=\lambda_{a} / 4$, in $\Phi_{i, 2}$ is $\lambda_{a} / 4$ and in $\Phi_{i, 3}$ is $\lambda_{a} / 2$.

## 3) Case 3: $\mathrm{B}_{a}(x)=500 \mathrm{kHz}$

For the case with $\mathrm{B}_{a}(x)=500 \mathrm{kHz}$, the interference set $\Phi_{i}=\Phi_{i, 1} \cup \Phi_{i, 2} \cup \Phi_{i, 3}$, with

$$
\begin{align*}
& \Phi_{i, 1}=\left\{y \in \mathcal{B}_{125}: e_{125}(y)=4 e_{500}(x)-3\right\} \\
& \cup\left\{y \in \mathcal{B}_{125}: e_{125}(y)=4 e_{500}(x)-2\right\} \\
& \cup\left\{y \in \mathcal{B}_{125}: e_{125}(y)=4 e_{500}(x)-1\right\} \\
& \cup\left\{y \in \mathcal{B}_{125}: e_{125}(y)=4 e_{500}(x)\right\}  \tag{16}\\
& \Phi_{i, 2}=\left\{y \in \mathcal{B}_{250}: e_{250}(y)=2 e_{500}(x)-1\right\} \\
& \cup\left\{y \in \mathcal{B}_{250}: e_{250}(y)=2 e_{500}(x)\right\}  \tag{17}\\
& \Phi_{i, 3}=\left\{y \neq x \in \mathcal{B}_{500}: e_{500}(y)=e_{500}(x)\right\} \tag{18}
\end{align*}
$$

The intensity of interfering nodes in $\Phi_{i, 1}$ is $4 \times \lambda_{a} / 8=\lambda_{a} / 2$, in $\Phi_{i, 2}$ is $2 \lambda_{a} / 4=\lambda_{a} / 2$ and in $\Phi_{i, 3}$ is $\lambda_{a} / 2$.

## Heterogeneous interfering nodes distribution

Considering the three above mentioned different cases, the set of interfering nodes on an intended node $x$ with assigned sub-band size $B_{x}$, is distributed as a spatial PPP with heterogeneous distribution that depends on $x$ and on the position of $y$ and is given by,

$$
\lambda_{i, x}(y)=\sum_{B_{y} \in\{125,250,500\}} \Lambda\left(B_{y}, B_{x}\right) \mathbb{1}_{\left\{y \in \mathcal{B}_{B_{y}} \mid x \in \mathcal{B}_{B_{x}}\right\}}
$$

The values of $\Lambda\left(B_{x}, B_{y}\right)$ are detailed in Table 2 and can be deduced by considering the intensity of the sets detailed in (10) to (18).

TABLE 2: Intensity $\Lambda\left(B_{y}, B_{x}\right)$

| $B_{y}$ | 125 | 250 | 500 |
| :---: | :---: | :---: | :---: |
| 125 | $\lambda_{a} / 8$ | $\lambda_{a} / 4$ | $\lambda_{a} / 2$ |
| 250 | $\lambda_{a} / 4$ | $\lambda_{a} / 4$ | $\lambda_{a} / 2$ |
| 500 | $\lambda_{a} / 2$ | $\lambda_{a} / 2$ | $\lambda_{a} / 2$ |

## B. INTER-CORRELATION FACTOR COMPUTATION

The CSS modulation is based on chirp signal (obtained through a continuously varying carrier frequency [23]). A single LoRa chirp codes up to $\mathrm{SF}=12$ bits. To do so, during one chirp period, a specific frequency trajectory is defined for each of the $2^{\mathrm{SF}}$ symbols. This is done by shifting the chirp based on the symbol value, so that the lowest frequency is observed at time $\frac{k}{B}$ where $k$ is the symbol numerical value, and $B$ is the sub-bandwidth. This introduces a sharp edge in the instantaneous frequency trajectory. Let us consider a transmitting node interfering with the intended signal. The expression for the instantaneous frequency of the interfering coded chirp is thus:

$$
f_{c c}^{(k)}(t)= \begin{cases}\frac{B}{T}\left(t-\frac{k}{B}\right)+B & \text { if }-\frac{T}{2} \leq t \leq \frac{k}{B}  \tag{19}\\ \frac{B}{T}\left(t-\frac{k}{B}\right) & \text { if } \frac{k}{B} \leq t \leq \frac{T}{2}\end{cases}
$$

with $0 \leq k \leq 2^{\mathrm{SF}}-1$. At the receiver side, the received signal is multiplied with the raw down-chirp (supposedly perfectly synchronized) related to the desired user parameters. The instantaneous frequency becomes:

$$
\begin{aligned}
f_{p}(t)=\left(\left(\frac{B}{T}\right.\right. & \left.\left.-\frac{B_{0}}{T_{0}}\right) \times t-\frac{k}{T}+B\right) \mathbb{1}_{\left\{-\frac{T}{2} \leq t \leq \frac{k}{B}\right\}} \\
& +\left(\left(\frac{B}{T}-\frac{B_{0}}{T_{0}}\right) \times t-\frac{k}{T}\right) \mathbb{1}_{\left\{\frac{k}{B} \leq t \leq \frac{T}{2}\right\}}
\end{aligned}
$$

This signal is then sampled at $B_{0} \mathrm{~Hz}$, leading to $2^{S F_{0}}$ samples such that

$$
\begin{array}{r}
s(n)=A \exp \left(j 2 \pi \int_{0}^{\frac{n \cdot T_{0}}{2^{S F_{0}}}} \bmod \left(f_{p}(t), B_{0}\right) d t\right) \\
1 \leq n \leq 2^{\mathrm{SF}_{0}} \tag{20}
\end{array}
$$

with $A$ the amplitude coefficient which aggregates the effects of the transmitted power, channel losses, and circuit. The samples are processed with a Fast Fourier Transform (FFT) of $2^{\mathrm{SF}_{0}}$ size. The generated contribution, which depends on the initial parameters of the encoded chirp is thus given by :

$$
\begin{equation*}
S_{m}(\mathrm{SF}, B)=\max \left(\mathrm{FFT}\left[s(1), \ldots, s\left(2^{\mathrm{SF}_{0}}\right)\right]\right) \tag{21}
\end{equation*}
$$

We can finally deduce the inter-correlation factor, by comparing the contribution of the interferer $y$ with $\mathrm{SF}(y)=\mathrm{SF}_{y}$ and $\mathrm{B}_{a}(y)=B_{y}$ to the desired user's $x$ using $\mathrm{SF}(x)=\mathrm{SF}_{x}$ and $\mathrm{B}_{a}(x)=B_{x}$ such that,

$$
\begin{equation*}
c(x, y)=\frac{S_{m}\left(\mathrm{SF}_{x}, B_{x}\right)}{S_{m}\left(\mathrm{SF}_{y}, B_{y}\right)} \tag{22}
\end{equation*}
$$

Note that this inter-correlation factor depends on the parameters $\left(\mathrm{SF}_{x}, B_{x}, \mathrm{SF}_{y}, B_{y}\right)$, and is denoted in the following as

$$
c(x, y)=c_{\left\{\mathrm{SF}_{x}, B_{x}, \mathrm{SF}_{y}, B_{y}\right\}} .
$$

Besides, the spreading factor SF can vary from 7 to 12 . Tables 4 and 5 provide all numerical data obtained for all these cases regardless of the network topology and activity.

## C. INTERFERENCE LAPLACE TRANSFORM COMPUTATION

Let $I_{x}$ be the random power of interference on the signal of a given transmitter $x$ situated at a distance $r$ from the typical $o$ and transmitting with $\mathrm{SF}(x)=\mathrm{SF}_{x}$ and within a sub-band $\mathrm{B}_{a}(x)=B_{x}$. The Laplace transform of the interference $I_{x}$ computed for $s \in \mathbb{R}$ is

$$
\mathcal{L}_{I_{x}}(s)=\mathbb{E}\left[e^{-s I_{x}}\right]
$$

Considering the cases of a fixed sub-band allocation and adaptive multi-band allocation, we have derived in Appendix VIII-A1 and VIII-A2 the expression of the Laplace transform. The main results are summarized as follows.

## 1) Fixed sub-band allocation

In this case, the sub-band is fixed and is allocated independently of the node position i.e. $\mathrm{B}_{a}(y)=\mathrm{B}_{a}(x)=B_{0}$. Independently of the node $x$ position in the cell, the interferer is distributed in a spatial PPP with intensity $\lambda_{a} / N_{m}$. Given a sensor node position $x$ in the typical cell, the expression of the interference Laplace transform is

$$
\begin{equation*}
\mathcal{L}_{I_{x}}(s)=\exp \left(-\frac{\lambda_{a}}{N_{m}} 2 \pi \sum_{\mathrm{SF}=7}^{12} \kappa(s)\right) \tag{23}
\end{equation*}
$$

with

$$
\begin{equation*}
\kappa(s)=\int_{\rho_{\mathrm{SF}-7}}^{\rho_{\mathrm{SF}-6}} \frac{s \omega P_{t} \alpha r^{-\beta}}{s \omega P_{t} \alpha r^{-\beta}+1} r e^{-\lambda_{b} \pi r^{2}} d r \tag{24}
\end{equation*}
$$

and $\omega=c_{\left\{\mathrm{SF}_{x}, B_{0}, \mathrm{SF}_{y}, B_{0}\right\}}$ is the inter-correlation factor weight.

## Proof. See Appendix VIII-A1

## 2) Adaptive multi channels allocation

The expression of the Laplace transform of the interference on a transmitter $x$ depends upon the size of its allocated bandwidth $\mathrm{B}_{a}(x)=B_{x}$, and is given by,

$$
\begin{equation*}
\mathcal{L}_{I_{x}}(s)=\exp (-2 \pi g(x)) \tag{25}
\end{equation*}
$$

with

$$
\begin{equation*}
g(x)=\sum_{\mathrm{SF}=7}^{12} \sum_{B_{y} \in\{125,250,500\}} \xi(s), \tag{26}
\end{equation*}
$$

and
$\xi(s)=\int_{y \in \mathcal{A}_{\mathrm{SF}} \cap \mathcal{B}_{B_{y}}} \Lambda\left(B_{y}, B_{x}\right) \frac{s \omega P_{t} \alpha r^{-\beta}}{s \omega P_{t} \alpha r^{-\beta}+1} r e^{-\lambda_{b} \pi r^{2}} d r$,
such that $\omega=c_{\left\{\mathrm{SF}_{x}, B_{x}, \mathrm{SF}_{y}, B_{y}\right\}}$ and $r=|y|$.
Proof. See Appendix VIII-A2

## IV. OUTAGE PROBABILITY COMPUTATION

For a given transmitter $x$ situated at a distance $r=|x|$ from the typical gateway o and transmitting with $\mathrm{SF}(x)=\mathrm{SF}_{x}$ within a sub-band $\mathrm{B}_{a}(x)=B_{x}$, the received $\operatorname{SINR(x)~from~}$ a sensor node $x$ at a typical gateway point o is

$$
\begin{equation*}
\operatorname{SINR}(x) \approx \frac{P_{r}(x)}{P_{n}+I_{x}} \tag{28}
\end{equation*}
$$

where $P_{r}(x)$ is the received power in (3), $P_{n}$ is the thermal noise power, $I_{x}$ is the interference power and $A_{f}$ the equivalent fading coefficient that is exponentially distributed. There will be a failure in the transmission if the value of SINR is less than a given threshold. This threshold is determined in order to ensure a target symbol error rate. For the fixed or the adaptive sub-band allocation, the failure probability is,

$$
\mathbb{P}_{\text {out }}(r)=\operatorname{Prob}\left\{\operatorname{SINR}(x)<\gamma_{\left(\mathrm{SF}_{x}, B_{x}\right)}\right\}
$$

with $\gamma_{\left(\mathrm{SF}_{x}, B_{x}\right)}$ being the required threshold values according to $\left(\mathrm{SF}_{x}, B_{x}\right)$.

## A. THRESHOLD VALUES

The analytical expression of symbol error rate using the LoRa PHY layer has been derived in [24] and compared to the simulation ones. These symbol error probabilities were computed for different spectral efficiencies using spreading factors $\mathrm{SF}=7$ to 12 . By targeting a symbol error probability of $10^{-4}$, we have deduced from [24] the values of $\gamma_{(\mathrm{SF}, 125)}$ in Table 3. When targeting the same data rate with a larger bandwidth than 125 kHz , the time dedicated to transmit the SF bits contained within a chirp should remain unchanged. Spreading the signal on a larger bandwidth of 250 or 500 kHz naturally decreases the chirp duration compared to the case of 125 kHz . Using (4), the chirp duration reduces to half in the case of 250 kHz and to the quarter in the case of 500 compared to the chirp duration in 125 kHz . To keep the same data rate despite the reduced chirp duration, we propose to repeat the same chirp twice for the case with 250 kHz and four times with 500 kHz . In each trial, the spectral efficiency for a given SF remains the same as in the case of 125 kHz . The chirp is completely lost if it is impossible to recover it in all the trials. Based on this multi-trial transmission when considering multi-bands allocations within the duration of a packet of SF bits, we have deduced from [24] the values of $\gamma_{(\mathrm{SF}, 250)}$ and $\gamma_{(\mathrm{SF}, 500)}$ listed in Table 3.

TABLE 3: Threshold $\gamma_{\left(\mathrm{SF}, B_{x}\right)}$ in dB

| $B_{x} \mathrm{SF}$ | 7 | 8 | 9 | 10 | 11 | 12 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 125 | -7.5 | -10 | -12.5 | -15 | -18 | -21 |
| 250 | -9 | -12 | -14.5 | -17 | -20 | -23 |
| 500 | -11 | -13.8 | -16.5 | -19 | -21.8 | -25 |

## B. OUTAGE PROBABILITY

Using the distribution of the exponential distribution of the fading, the expression of the probability simplifies to

$$
\begin{equation*}
\mathbb{P}_{\text {out }}(r) \approx 1-\mathcal{L}_{P_{n}}(s) \mathcal{L}_{I_{x}}(s) \tag{29}
\end{equation*}
$$

with

$$
s=\frac{\gamma_{\left(\mathrm{SF}_{x}, B_{x}\right)}}{\alpha r^{-\beta} P_{t}} .
$$

The Laplace transform interference expressions $\mathcal{L}_{I}(s)$ are given in (23) for the fixed band case and in (25) for the adaptive one. The noise Laplace transform $\mathcal{L}_{P_{n}}(s)$ is computed as,

$$
\mathcal{L}_{P_{n}}(s)=\frac{1}{s N_{o} \mathrm{~B}_{x}+1}
$$

and $N_{o}=10^{-17.4} \mathrm{~mW} / \mathrm{Hz}$. Considering a single trial, the average outage probability in the typical cell is then,

$$
\overline{\mathbb{P}}_{\text {out }}=\int \mathbb{P}_{\text {out }}(r) f(r) d r
$$

For a multi-trial transmission with $L$ number of replications, which is the case in a LoRa network, the transmission fails if no successful transmission occurs during the $L$ trials. The average outage probability is

$$
\begin{equation*}
\overline{\mathbb{P}}_{\mathrm{out}}(L)=\int \mathbb{P}_{\mathrm{out}}(r)^{L} f(r) d r \tag{30}
\end{equation*}
$$

## V. SF AND CHANNEL ALLOCATION POLICY

In this section, we detail the SF and sub-band allocation policy that we used to delimit the outer-radii of the regions with nodes sharing the same SF and the same band $B_{x}$ i.e. $\mathcal{A}_{\mathrm{SF}} \cap \mathcal{B}_{B_{x}}$.

## A. SF ALLOCATION POLICY

The outer-radii of SF zones depends on the power consumption of the devices as well as the intensity of gateways in the network and consequently the average coverage radius $R_{c}$ in (2). The nodes situated at a distance less than $R_{c}$ are assigned to the CSS with spreading factor from 7 to 11 , and we set $\rho_{11}$ to $R_{c}$ i.e. $\rho_{11}=R_{c}$. The $\mathrm{SF}=12$ is left for devices tuated at a distance above $R_{c}$. One can compute the path-loss at the distance $R_{c}$ and deduce the maximal required pathloss. Based on the coefficients of the Okumura Hata model in Table 1, the maximal path-loss in dB denoted $\mathrm{PL}_{\text {max }}^{(11)}$ in the zone with $\mathrm{SF}=11$ is computed as,

$$
\mathrm{PL}_{\max }^{(11)}=10 \log _{10}\left(\alpha R_{c}^{-\beta}\right)
$$

As we can notice from Table 3, there is a gap of

$$
\Delta \gamma_{\left(\mathrm{SF}, B_{x}\right)}=\gamma_{\left(\mathrm{SF}, B_{x}\right)}-\gamma_{\left(\mathrm{SF}+1, B_{x}\right)}=\Delta \gamma_{\mathrm{SF}}, \quad \forall B_{x}
$$

when decreasing the spreading factor. The maximal path-loss in the other SF regions is then deduced as,

$$
\mathrm{PL}_{\max }^{(\mathrm{SF})}=\mathrm{PL}_{\max }^{(\mathrm{SF}+1)}-\Delta \gamma_{\mathrm{SF}} \quad 7 \leq \mathrm{SF} \leq 10
$$

Based on the Okumura Hata model in Table 1, the outerradius of each SF region can be computed accordingly.

## B. MULTIPLE CHANNELS ALLOCATION POLICY

Given the choice of the SF outer-radius, we allocate the channels to minimize the average outage probability in the cell. The delimiting outer-radius $d_{\left(\mathrm{SF}, B_{x}\right)}$ of the $\mathcal{A}_{\mathrm{SF}} \cap \mathcal{B}_{B_{x}}$ region is expressed in function of the conditional probability $p_{\left(B_{x} \mid \mathrm{SF}\right)}$ that we define as,

$$
\begin{equation*}
p_{\left(B_{x} \mid \mathrm{SF}\right)} \triangleq \operatorname{Prob}\left\{x \in \mathcal{B}_{B_{x}} \mid x \in \mathcal{A}_{\mathrm{SF}}\right\} \tag{31}
\end{equation*}
$$

with

$$
\sum_{B_{x} \in\{125,250,500\}} p_{\left(B_{x} \mid \mathrm{SF}\right)}=1, \quad \forall \mathrm{SF}
$$

Using the ergodicity of the spatial PPP, this probability reduces to,

$$
\begin{equation*}
p_{\left(B_{x} \mid \mathrm{SF}\right)}=\frac{\left|\mathcal{A}_{\mathrm{SF}} \cap \mathcal{B}_{B_{x}}\right|}{\left|\mathcal{A}_{\mathrm{SF}}\right|} \tag{32}
\end{equation*}
$$

with $\left|\mathcal{A}_{\mathrm{SF}} \cap \mathcal{B}_{B_{x}}\right|$ and $\left|\mathcal{A}_{\mathrm{SF}}\right|$ being the areas of $\mathcal{A}_{\mathrm{SF}} \cap \mathcal{B}_{B_{x}}$ and $\mathcal{A}_{\mathrm{SF}}$. Using (32), the delimiting outer radius of the $\mathcal{A}_{\mathrm{SF}} \cap$ $\mathcal{B}_{B_{x}}$ region can be computed as,

$$
\begin{equation*}
d_{\left(\mathrm{SF}, B_{x}\right)}^{2}=\rho_{\mathrm{SF}-1}^{2}+\left(\rho_{\mathrm{SF}}^{2}-\rho_{\mathrm{SF}-1}^{2}\right) \sum_{B y \leq B x} p_{\left(B_{y} \mid \mathrm{SF}\right)} \tag{33}
\end{equation*}
$$

The multi-channels assignment policy consists then in determining the values of the delimiting outer-radius $d_{\left(\mathrm{SF}, B_{x}\right)}$ or equivalently $p_{\left(B_{x} \mid \mathrm{SF}\right)}$ in order to minimize the worst case outage probability, i.e.,

$$
\begin{equation*}
\underset{p_{\left(B_{x} \mid \mathrm{SF}\right)}^{\operatorname{Minimize}}}{ } \overline{\mathbb{P}}_{\text {out }} \tag{34}
\end{equation*}
$$

constrained by

$$
\sum_{B_{x} \in\{125,250,500\}} p_{\left(B_{x} \mid \mathrm{SF}\right)}=1, \quad 7 \leq \mathrm{SF} \leq 12
$$

Given the intensity of gateways and devices in the network, an exhaustive search solution for this optimization problem is provided in Section VI.

## VI. NUMERICAL RESULTS

We consider a cellular LoRa network considering EU regional specifications in [4] with system parameters summarized in Table 1 studied in both cases of urban and rural environments. The density of active nodes $\rho_{a}$ nodes per $\mathrm{km}^{2}$ and per min transmitting in average $n_{a}$ messages a day. In rural (respectively urban) environment, we set $n_{a}=2$ (respectively $n_{a}=8$ ) and $\rho_{a}=72$ (respectively $\rho_{a}=360$ ) nodes per $\mathrm{km}^{2}$. We assume that the mean time of service is $\nu^{-1}=12 \mathrm{~s}$. The intensity of active nodes computed as $\lambda_{a}=n_{a} \rho_{a} \nu^{-1} /(24 \times 60 \times 60)$ nodes per $\mathrm{km}^{2}$ is equal to 0.02 nodes per $\mathrm{km}^{2}$ (respectively 0.4 nodes per $\mathrm{km}^{2}$ ) in rural (respectively in urban) environment.


FIGURE 3: Comparison of analytic and simulation average outage probability computed with fixed and adaptive size of bandwidth

## A. ASSESSMENT OF THEORETICAL RESULTS

We compare in Figure 3 the simulated average outage probability and the analytic expressions in (29) computed in rural and urban environments considering fixed and optimized adaptive sub-band allocation. We assume that the nodes in the network transmit with a maximal power of 14 dBm . The outer-radii of the SF regions are computed with respect to the gateway intensities $\lambda_{b}$ as explained in Subsection V-A to distribute the spreading factors in the whole area of coverage. Considering the adaptive band policy, the outer-radius $d_{\left(\mathrm{SF}, B_{x}\right)}$ of $\mathcal{A}_{\mathrm{SF}} \cap \mathcal{B}_{B_{x}}$ is chosen for each gateway intensity case in order to minimize the average outage probability in the cell. An exhaustive search is performed and the values of the conditional probabilities $p_{\left(B_{x} \mid \mathrm{SF}\right)}$ are determined. As we can see from Figures 3(a) and 3(b) corresponding respectively to urban and rural environments, the difference between the numerical and the analytic results is negligible which gives credit to our derived analytic results. For all policies, increasing the number of gateways reduces the size of the typical cells and enhances the level of the received SINR and consequently the outage probability. It can be observed from Figure 3(a) and 3(b) that increasing the size of the allocated fixed bandwidth increases the number of collision of the network. The interference level increases significantly and this cannot be compensated by the SINR threshold gain compared to the case of 125 kHz . For the adaptive band, the optimized choice of the outer-radius reduces the average outage probability compared to the fixed allocation policy. We can also notice that the outage probabilities have approximately the same ranges in rural and urban cases in Figure 3(a) and 3(b).This is due to the compensation of the high interference level in the highly loaded urban cell, by the pathloss of long rural communication ranges.

## B. COVERAGE PROBABILITY VARIATION

Figure 4 illustrates the variation of the coverage probability (complementary event as the outage one) with distance in rural and urban network. For both cases, we can see that the use of larger bandwidth is only advantageous for nodes situated in $\mathcal{A}_{7}$. For larger spreading factor, decreasing the spectral efficiency by increasing the size of the bandwidth does not over-balance the high level of interference on these bands coupled with the high inter-correlation factor between the lower spreading factor and lower bandwidth. For the urban and rural environments, we can note that for nodes with fixed band allocation situated at the edge of the region $\mathcal{A}_{7}$ with SF 7 are highly affected by the high level of interference generated by nodes in the proximity of the gateway. In this case, several trials should be performed before achieving an acceptable successful transmission rate. The nodes that are situated in the higher SF zones do not face this problem as the inter-correlation factor between the higher SF order with the SF 7 region one is low. By using the above mentioned policy, we can notice that the progressive increase of the bandwidth for nodes is only advantageous for nodes in the SF 7 region. The gain in SNR provided by the increase of the size of the bandwidth to 250 kHz in the network relatively counter-balance the high level of interference induced by the nodes in proximity to the gateway. Note as the channels overlap, the density of the interfering nodes on the 250 kHz becomes higher than if we kept the 125 kHz . However, the inter-correlation factor between the channels becomes lower and compensate for this high density. For the considered node intensity, the increase of the sub-band to 500 kHz is not benefiting as the inter-correlation factor does not compensate for the high density of interfering nodes.

(a) Rural environment: $\lambda_{b}=0.01$ gateways per $\mathrm{km}^{2}$

(b) Urban environment: $\lambda_{b}=0.2$ gateways per $\mathrm{km}^{2}$

FIGURE 4: Variation of coverage probability with distance

## C. AVERAGE DATA-RATE

Figure 5 compares the mean data rate considering rural and urban environments. We target a multiple trials outage probability of $10^{-4}$ achieved through several repetitions of the packet. These trials penalize the corresponding data rate related to each spreading factor. We can see that the adaptive band allocation policy slightly enhances the average data rate in the network compared to the other fixed band policies. Figure 6 compares the distribution of the rate in an urban and rural cell considering the adaptive and 125 kHz fixed allocation. In both cases, the adaptive band policy enhances the distribution of the rate in the zone with spreading factor of 7 which is naturally larger in the rural case than the urban one.

## D. MAXIMAL TRANSMISSION POWER

Figure 7 illustrates the variation average outage probability considering long range rural communications in function of the maximal power of device. We can see that the adaptive band slightly enhances the power consumption compared to fixed band allocation. When targeting a single outage probability of $4 \times 10^{-2}$ with a single trial, the required maximal probability with adaptive band is 12 dBm compared to 14 dBm with 125 kHz fixed band. The adaptive band allocation policy can enhance the maximal device power consumption.

Figure 8 shows the variation of the rate with the maximal transmitted power considering a multiple-trial threshold outage probability of $10^{-4}$. We can see that for low power consumption, the data rate is much more penalized by the number of trials that should be performed. The adaptive allocation policy slightly enhances the data rate when increasing the power compared to other fixed allocation policies.

## VII. CONCLUSION

In this paper, we proposed an adaptive bandwidth allocation
policy compatible with the long range IoT LoRa networks specifications to mitigate the high interference level induced by nodes transmitting with the same SF. With respect to the distance to the station, a joint allocation of SF and one, two or four sub-channels of 125 kHz are allocated to a single sensor device. By modeling the network using spatial PPPs, we have statistically characterized an approximation of the interference Laplace transform in a typical cell taking into account the inter-correlation factor between the different spreading factors as well as the different allocated bandwidth. For this policy, we have derived the analytical expression of the outage probability. Based on this expression, we have computed in each SF region the outer-radius of the region where a larger bandwidth is required to minimize the average outage probability. We have shown that the optimized adaptive sub-band allocation outperforms the average outage probabilities with fixed allocation policy. Moreover, it minimizes the device power consumption and enhances the distribution of the rate in the cell by statistically decreasing the required number of trials for the edge nodes using the SF of 7 . These results can be of high utility for network planners to find the dimensioning parameters of the network: the gateways' intensities, the maximal power consumption and to estimate the average data rate distribution in the network.

## VIII. APPENDIX

## A. INTERFERENCE LAPLACE TRANSFORM COMPUTATION

The interference Laplace transform is written as

$$
\mathcal{L}_{I_{x}}(s)=\mathbb{E}\left[e^{-s \sum_{y \in \Phi_{k}} g(x, y)}\right]=\mathbb{E}\left[\prod_{y \in \Phi_{k}} e^{-s g(x, y)}\right]
$$

with

$$
g(x, y)=c(x, y) \alpha|y|^{-\beta} A_{f} P_{t} \prod_{z \in \Phi_{b}} \mathbb{1}_{\{|y|<|z-y|\}}
$$



FIGURE 5: Average data rate in kbps versus the gateway intensities

(a) Rural environment: $\lambda_{b}=0.01$ gateways per $\mathrm{km}^{2}$


(b) Urban environment: $\lambda_{b}=0.2$ gateways per $\mathrm{km}^{2}$

FIGURE 6: Rate distribution in kbps in the cell


FIGURE 7: Outage probability versus the maximal transmitted power- Rural environment $\lambda_{b}=0.01$ gateways per $\mathrm{km}^{2}$.


FIGURE 8: Average data rate in kb/s versus the device power - Rural environment $\lambda_{b}=0.01$ gateways per $\mathrm{km}^{2}$.

Note that $c(x, y)=c_{\left\{\mathrm{SF}_{0}, B_{0}, \mathrm{SF}, B_{0}\right\}} \times \mathbb{1}_{\left\{y \in \mathcal{A}_{\mathrm{SF}}\right\}}$ and $\mathcal{A}_{\mathrm{SF}}$ being defined in (6).
Next, we rewrite $e^{-s g(x, y)}$ as,
$e^{-s g(x, y)}=1-\left(1-e^{-s c(x, y) \alpha|y|^{-\beta} A_{f} P_{t}}\right) \prod_{z \in \Phi_{b}} \mathbb{1}_{\{|y|<|z-y|\}}$.

## 1) Fixed sub-band allocation case

For the fixed sub-band allocation case, the interferers are distributed in an homogeneous PPP with intensity $\lambda_{a} / N_{m}$. By applying the Probability Generating Functional (PGFL) property,
$\mathcal{L}_{I_{x}}(s)=\exp \left(-\frac{\lambda_{a}}{N_{m}} \mathbb{E}_{z}\left[\int\left(1-e^{-s g(x, y)}\right) f\left(A_{f}\right) d A_{f} d y\right]\right)$,
with $f\left(A_{f}\right)=e^{-A_{f}}$ being the exponential distribution of $A_{f}$. Focusing now on the integral on the Right Hand Side
(RHS), this latter can be written as,

$$
\begin{align*}
& \text { RHS integral }=\int_{0}^{\infty} \int_{0}^{2 \pi} \int_{0}^{\infty}\left(1-e^{-s c(x, y) \alpha r^{-\beta} A_{f} P_{t}}\right) \\
& \times \mathbb{E}_{z}\left[\prod_{z \in \Phi_{b}} \mathbb{1}_{\{|y|<|z-y|\}}\right] e^{-A_{f}} r d r d \theta d A_{f} \tag{35}
\end{align*}
$$

Once again, using the PGFL property, we have,

$$
\begin{align*}
\mathbb{E}\left[\prod_{z \in \Phi_{b}} \mathbb{1}_{\{r<|z-y|\}}\right] & =\exp \left(-\lambda_{b} \int_{\mathbb{R}^{2}}\left(1-\mathbb{1}_{\{r<|z-y|\}}\right) d z\right) \\
& =\exp \left(-\lambda_{b} \int_{|z-y|^{2}<r^{2}} d z\right) \tag{36}
\end{align*}
$$

Note that $|z-y|=|z|^{2}+|y|^{2}-2|z||y| \cos \left(\theta_{z}-\theta_{y}\right)$ where $r_{z}=|z|$ and $\theta_{z}$ (resp. $r_{y}=r=|y|$ and $\theta_{y}$ ) are the polar coordinates of $z$ (resp. $y$ ). The condition $|z-y|^{2}<r^{2}$ in (36) is then equivalent to $|z|<2|y| \cos \left(\theta_{z}-\theta_{y}\right)$ such that $\cos \left(\theta_{z}-\theta_{y}\right)>0$. The corresponding integral

$$
\int_{|z-y|^{2}<r^{2}} d z=\int_{\theta_{y}}^{\theta_{y}+\pi} \int_{0}^{2 r_{y} \cos \left(\theta_{z}-\theta_{y}\right)} r_{z} d r_{z} d \theta_{z}=\pi r_{y}^{2}
$$

Replacing $c(x, y)$ by its value, we can get the expression of $\mathcal{L}_{I_{x}}(s)$ in (23).

## 2) Adaptive multi-channels allocation case

The main difference between the adaptive multi-channels and fixed sub-band allocation is the spatial distribution of the PPP that becomes heterogeneous. The intensity becomes then position dependent. The expression of the Laplace transform can be deduced by repeating similar steps as the fixed subband allocation case, and by taking into account the heterogeneity of the spatial PPP.
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|  | $\mathrm{SF}_{y}$ | 7 |  |  | 8 |  |  | 9 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{SF}_{x}$ | $\mathrm{B}_{x} \quad \mathrm{~B}_{y}$ | 125 | 250 | 500 | 125 | 250 | 500 | 125 | 250 | 500 |
| 7 | 125 | 0 | 21.07 | 21.07 | 16.67 | 21.07 | 21.07 | 18.20 | 0 | 21.07 |
|  | 250 | 12.41 | 0 | 21.07 | 13.33 | 16.67 | 21.07 | 13.66 | 18.20 | 0 |
|  | 500 | 13.80 | 12.41 | 0 | 13.51 | 13.33 | 16.67 | 13.73 | 13.66 | 18.20 |
| 8 | 125 | 24.08 | 24.08 | 24.08 | 0 | 24.08 | 24.08 | 19.70 | 24.08 | 24.08 |
|  | 250 | 19.70 | 24.08 | 24.08 | 15.42 | 0 | 24.08 | 16.23 | 19.70 | 24.08 |
|  | 500 | 16.38 | 19.70 | 24.08 | 16.46 | 15.42 | 0 | 16.57 | 16.23 | 19.70 |
| 9 | 125 | 27.09 | 27.09 | 27.09 | 27.09 | 27.09 | 27.09 | 0 | 27.09 | 27.09 |
|  | 250 | 6.02 | 27.09 | 27.09 | 22.71 | 27.09 | 27.09 | 18.39 | 0 | 27.09 |
|  | 500 | 24.60 | 6.02 | 27.09 | 18.96 | 22.71 | 27.09 | 19.45 | 18.39 | 0 |
| 10 | 125 | 30.10 | 30.10 | 30.10 | 30.10 | 30.10 | 30.10 | 30.10 | 30.10 | 30.10 |
|  | 250 | 27.51 | 30.10 | 30.10 | 6.02 | 30.10 | 30.10 | 25.73 | 30.10 | 30.10 |
|  | 500 | 25.72 | 27.51 | 30.10 | 27.57 | 6.02 | 30.10 | 22.15 | 25.73 | 30.10 |
| 11 | 125 | 33.11 | 33.11 | 33.11 | 33.11 | 33.11 | 33.11 | 33.11 | 33.11 | 33.11 |
|  | 250 | 28.30 | 33.11 | 33.11 | 30.55 | 33.11 | 33.11 | 6.020 | 33.11 | 33.11 |
|  | 500 | 12.04 | 28.30 | 33.11 | 28.73 | 30.55 | 33.11 | 30.56 | 6.02 | 33.11 |
| 12 | 125 | 36.12 | 36.12 | 36.12 | 36.12 | 36.12 | 36.12 | 36.12 | 36.12 | 36.12 |
|  | 250 | 30.92 | 36.12 | 36.12 | 31.49 | 36.12 | 36.12 | 33.57 | 36.12 | 36.12 |
|  | 500 | 33.53 | 30.92 | 36.12 | 12.04 | 31.49 | 36.12 | 31.75 | 33.57 | 36.12 |

TABLE 4: Inter-correlation factors $c_{\left\{\mathrm{SF}_{x}, B_{x}, \mathrm{SF}_{y}, B_{y}\right\}}$ in $\mathrm{dB}, x$ is the intended device and $y$ the interfering device

|  | $\mathrm{SF}_{y}$ | 10 |  |  | 11 |  |  | 12 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{SF}_{x}$ | $\widehat{\mathrm{B}_{x}} \quad \mathrm{~B}_{y}$ | 125 | 250 | 500 | 125 | 250 | 500 | 125 | 250 | 500 |
| 7 | 125 | 18.62 | 16.45 | 18.51 | 18.70 | 18.14 | 0 | 18.65 | 18.60 | 16.46 |
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