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A theoretically optimal multichannel receiver for intersymbol interference communication 
channels is derived, and its suboptimal versions with linear and decision feedback equalizer are 
presented. A practical receiver based on any of these structures encounters difficulties in the 
underwater acoustic channels in which the extended time-varying multipath is accompanied by 
phase instabilities. A receiver that overcomes these problems by jointly performing adaptive 
mean-squared error diversity combining, multichannel carrier-phase synchronization and 
decision feedback equalization is proposed. Its performance is demonstrated on the experimental 
telemetry data from deep and shallow water long-range acoustic channels. Presented results 
indicate superior quality of coherent phase-shift keying (PSK) and quadrature amplitude 
modulation (QAM) reception obtained through joint equalization of very few channels. 

PACS numbers: 43.30.Re, 43.60.Gk 

INTRODUCTION 

In the recent years there has been a growing interest in 
the underwater acoustic (UWA) communications in vari- 
ous application areas such as telemetry, remote control, 
speech, or image transmission. Consequently, the band- 
width efficiency of candidate systems becomes an impor- 
tant issue in UWA communications. While most of the 

existing systems use noncoherent modulation techniques, 
such as frequency-shift keying (FSK), in order to avoid 
problems associated with phase instabilities encountered in 
the UWA channels, current research focuses on the use of 
coherent modulation techniques which offer bandwidth ef- 
ficiency and improved performance. 

A large class of UWA channels can be characterized 
as rapidly varying time dispersive channels. • Although 
many of the radio communication channels fit into the 
same description, not all of the communication strategies 
developed for these channels have yet been successfully 
applied to the ocean channel. High-speed coherent digital 
communications over UWA channels are made difficult by 
the combined effect of extended time-varying multipath 
propagation and Doppler fluctuations. Multipath propaga- 
tion is of special concern in horizontal links, where it re- 
sults in very long channel responses spanning up to several 
tens of symbol intervals. The resulting intersymbol inter- 
ference (ISI) makes the channel equalization dispropor- 
tionately difficult as compared to that of most radio chan- 
nels where multipath spreads are not larger than two or 
three symbol intervals. Even without the extended ISI, as 
is the case in vertical UWA links, reliable coherent com- 
munication over UWA channels is still a challenging task. 

Some of the most recent work in this area 2-• focuses on 
the use of differentially coherent modulation techniques 
such as differential phase-shift keying (DPSK). While 
Refs. 2 and 3 use linear equalization methods, Refs. 4 and 

•)Woods Hole Oceanographic Institution, Woods Hole, MA 02543. 

5 resort to the use of direct sequence spread spectrum (DS- 
SS) techniques to resolve and combat the ISI. Purely co- 
herent modulation schemes, such as phase-shift keying 
(PSK), offer additional power efficiency, but face the prob- 
lem of extracting the carrier reference in the presence of 
strong multipath. A receiver which deals with this problem 
by simultaneously performing adaptive equalization and 
synchronization was presented in Ref. 6. The experimental 
results of its application to long-range deep and shallow 
water, and short-range shallow water channels have dem- 
onstrated the feasibility of achieving coherent communica- 
tions over these channels. 

Further improvement in performance with respect to 
noise, as well as robustness to fading can be achieved 
through the use of spatial diversity. Since the concept of 
joint equalization and synchronization has proved to be an 
efficient way of dealing with various UWA channels, it is 
extended here to a multichannel case. The principles of 
diversity combining and those of equalization are well un- 
derstood in communication theory, 7 but often used sepa- 
rately due to the fact that in many of the application areas 
it is usually one or the other that is needed. On the other 
hand, both the structure of the UWA channel, and the 
relative simplicity of building a receiver array, call for both 
multichannel combining and equalization in this channel. 
This paper deals with the theoretical and practical aspects 
of jointly optimal multichannel combining and equaliza- 
tion in the UWA channels. 

We begin in Sec. I by reviewing the background theory 
of optimal multichannel combining for ISI channels, based 
on maximum likelihood sequence estimation (MLSE) 
principles. Using the analogy with single-channel receivers, 
suboptimal structures with linear and decision feedback 
equalizers (DFE) are deduced from the optimal receiver, 
and their parameters are optimized under the minimum 
mean-squared error (MMSE) criterion. Practical difficul- 
ties in operating the multichannel equalizer which arise in 
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the presence of large time-varying Doppler shifts are dis- 
cussed in Sec. II, and a receiver which jointly performs 
MMSE multichannel combining, carrier phase recovery 
and fractionally spaced decision feedback equalization is 
presented. The receiver uses an adaptive algorithm which 
is a combination of recursive least squares (RLS) method 
and a second-order multichannel digital phase locked loop 
(DPLL), and can be implemented in a fast, numerically 
stable version. The algorithm is tested and proved efficient 
on experimental telemetry data, and some of the results are 
shown in Sec. III. The experiments, conducted by the 
Woods Hole Oceanographic Institution (WHOI), were 
performed in both deep and shallow water long-range 
UWA channels. The results demonstrate the fact that su- 

perior performance of coherent reception in UWA chan- 
nels can be obtained through joint diversity combining and 
equalization. 

I. OPTIMAL MULTICHANNEL COMBINING AND DATA 
DETECTION IN ISI CHANNELS 

In this section we address the problem of extracting 
the transmitted data sequence from the signal received over 
a number of propagation paths and observed across an 
array of sensors. Due to the widespread use of linear beam- 
forming in the UWA signal processing, it may seem natu- 
ral to first use the array to beamform to each of the mul- 
tiple signal reflections, and subsequently coherently 
combine the ISI free signals. However, the ML detector 
yields a different solution. The optimal ML combiner is 
shown to contain elements of a classical beamformer. 

However, it makes use of multiple arrivals, rather than 
treating them as an unwanted interference. In such a way, 
it benefits from the implicit time diversity present in the 
multipath propagation, as well as from the explicit, spatial 
diversity. 

Let us assume the most general channel model in 
which each of the array sensors observes the transmitted 
signal passed through a different channel with some noise 
added. The transmitted signal is a data sequence linearly 
modulated onto a carrier, and it is represented in its equiv- 
alent complex baseband form as 

u(t) = • d(n)g(t--nT), (1) 

where {d(n)) is the sequence of M-ary data symbols, g(t) 
is the basic transmitter pulse, and T the signaling interval. 
The channel, as seen by one of the K sensors, is described 
by its impulse response fk(t), which includes any transmit 
filtering. Both the effects of time delay and phase devia- 
tions are included in this response, and for the moment we 
treat fk(t) as constant in some interval of time Tob s in 
which the received signals are given by 

v&(t) = •] d(n)f •( t--nT) -{-v•(t), 
n 

te Tobs, k=l ..... K. (2) 

The term v•(t) represents zero mean additive noise which 
is independent of the data. In other words, no multipath 
effects are treated as noise. 

In a special case of plane wave propagation, each of 
the received signals contains a number of reflections shifted 
in time across the array as given by 

P 

fk(t)= •] g•,[t--(k--1)T•,]e-J(•-•)ep, k=l,...,K, 
•'=• (3) 

where g•,(t) is the response of the œth propagation path, T•, 
is the uniform delay between the array elements experi- 
enced by the signal traveling on that path, and qp is its 
corresponding phase angle. In matrix notation, this is ex- 
pressed as 

f(t) =•g(t). (4) 

In a narrow-band case, the operator ß reduces to matrix 
multiplication by 

1 ... 1 E--Jql ... e-Jqp 

•= i : (5) 
e-J(K-1)q•l ... e--J(K-- 1)q•p 

and all the vectors are defined as column vectors. The 

received signals are arranged in a vector 

v(t) = •] d(n)f(t--nT) q-v(t) =g(t) q-v(t). (6) 

Assuming that the noise is temporally white Gaussian with 
covariance 

E(v(t)v'(t))----Rv (7) 

the log-likelihood function of the data sequence d= {d(n )} 
is given by 

A(d)=- ;T [v(t)--¾(t) ]'R•[v(t)--g(t) ]dt' ob$ 

(8) 

where prime denotes conjugate transpose. Maximizing this 
function with respect to the data sequence is equivalent to 
maximizing 

L(d)=2Re •d*(n) •r f'(t--nT)R•v(t)dt tt ohs 

-- • •m d*(n,d(m, 
XR•-•f(t--mT)dt. (9) 

In the last expression we recognize the term 

y(n)= •r f'(t--nT)RS•v(t)dt (10) ohs 

as the sum of the matched-filter outputs sampled at time 
n T. We use the notation 
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FIG. 1. Optimal multichannel receiver. 
FIG. 2. Optimal narrow-band multichannel receiver. 

R.,•=R._•= fr f'(t--nT)R•-if(t--rnT)dt (11) OhS 

and refer to this term as the composite channel autocorre- 
lation function. With this notation the expression (9) is 
rewritten as 

L(d) =2 Re • d*(n)y(n) - • • d*(n)Rn_md(m) 
(12) 

and the most likely transmitted data sequence is deter- 
mined as 

•=arg max L(d). (13) 
d 

The expressions (10) and (12) for the equivalent likeli- 
hood function suggest an optimal multichannel receiver 
structure as shown in Fig. 1. The optimal receiver consists 
of a combiner and a single-channel postprocessing algo- 
rithm for determining that data sequence d which has the 
largest likelihood given the combiner output and the 
knowledge of the composite channel autocorrelation func- 
tion, subject to the constraint that data symbols take one of 
M possible values. The combiner itself consists of the 
KXK noise covariance inverse (in case of correlated 
Gaussian noise in each of the channels this would be a 

KXK linear filter), followed by a bank of matched filters 
each of which is matched to the channel as seen by the 
corresponding sensor. The matched-filter outputs are syn- 
chronously sampled using symbol rate sampling and co- 
herently combined. 

It may be interesting at this point to draw a parallel 
between the structure obtained and one that would employ 
a classical beamformer. For the sake of simplicity, let us 
concentrate on a narrow-band case, in which the propaga- 
tion time between the array elements is much smaller than 
the symbol duration, Tp• T. In such a case, given the 
angles of signal arrivals from different paths, the optimal 
receiver has the structure as given in Fig. 2. It incorporates 
a PXK matrix transformation •' followed by a bank of 
filters matched to the individual path responses. In the 
simplest case, when there is no dispersion on individual 
paths, each of these filters is given by a complex channel 
gain multiplying the basic transmitter pulse. A classical 
beamformer on the other hand, designed to resolve the 
multiple arrivals based on their angular separation, 8 ap- 
plies a matrix transformation (•'•) •' on the input 
signals. It thus introduces additional noise correlation and 

results in the lower output SNR if followed immediately by 
matched filters. Therefore, we can say that the optimal 
beamforming, from the perspective of data sequence detec- 
tion, is represented by the transformation •', whose task, 
together with that of matched filtering, is to weight signals 
from different channels and paths proportionally to their 
energy. In this manner, the optimal receiver coherently 
combines multiple reflections in each of the channels, mak- 
ing use of all of their energy, rather than using only one 
signal arrival per channel, as would have been the case 
with a classical beamformer. Similar arguments hold in a 
broadband case, except that the equivalent structure of the 
optimal receiver is somewhat more complicated. 

Although theoretically identical, the two structures 
shown in Figs. 1 and 2 may lead to different implementa- 
tions. In practice, the channel responses are not a priori 
known and are also time varying. Hence adaptive imple- 
mentation is desirable, in which one can either make no 
assumptions about the spatial distribution of signals across 
the array, and implement the structure of Fig. 1, or one 
may resort to the angle of arrival estimation and imple- 
ment a smaller, P-channel combiner of Fig. 2. The trade- 
offs are many and largely depend on the ability to estimate 
and track the angles of arrival, provided that the plane- 
wave propagation assumption holds. Furthermore, in a 
practical implementation with finite length filters, there is a 
closed form MMSE solution for the first, but there is no 
closed form solution in the second case, due to the con- 
strained structure of matrix •. We chose to concentrate on 

a K-channel combiner, since it requires no a priori knowl- 
edge of the channel structure, such as the number of mul- 
tiple arrivals, which may be a difficult information to ac- 
quire for large range to depth ratios. It neither requires any 
particular array geometry, and can be used with as few as 
two sensors, which still provide diversity gain. 

A. Optimal multichannel equalization 

In many cases of practical interest, the computational 
complexity of the optimal structure becomes prohibitively 
high. For example, at a transmission range of three con- 
vergence zones in deep water, using a rate of 300 symbols 
per second, the ISI will span about 20 symbols, which 
makes even the Viterbi algorithm impractical to use. On 
the other hand, for shorter channel responses which result 
either at shorter ranges or at lower symbol rates, the use of 
the Viterbi algorithm aided by an adaptive channel estima- 
tor is a viable way of achieving high quality coherent com- 
munications. In order to reduce the computational com- 
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plexity, and make the multichannel receiver applicable to 
the long range UWA channels, we next consider subopti- 
mal versions in which the MLSE block of the optimal 
receiver is replaced by a different detection algorithm. Es- 
sentially this is the problem of optimal multichannel com- 
bining and equalization. This problem was analyzed in Reft 
9 for linear and decision feedback equalizers, while we use 
here a simpler approach of merely deducing those struc- 
tures from the optimal one, using sufficient statistics. Be- 
sides computational simplicity, the advantage of using an 
equalizer in place of the MLSE, is that it makes no assump- 
tions about the underlying noise distribution. m 

The expression (12) shows that the sequence {y(n)) 
of combiner outputs represents the set of sufficient statis- 
tics for detecting the data sequence (d(n)} since it is the 
only variable of the likelihood function that depends on the 
input signals. In other words, any multichannel equalizer 
structure, optimized under the MMSE criterion, will con- 
sist of exactly the same combiner part, while all the subse- 
quent processing can be performed in a single channel, i.e., 
on the sequence {y (n)) of combiner outputs. The problem 
of optimizing the multichannel equalizer parameters there- 
fore reduces to the single-channel discrete time optimiza- 
tion problem. Using this fact, the classical principles of 
single-channel equalization techniques 7 can be directly ap- 
plied to obtain the corresponding multichannel equalizers. 

The combiner output, as a function of the desired data 
symbols, is given as 

y(n) = • d(k)Rn-t,+•'(n), (14) 
k 

where •(n) is zero mean Gaussian noise with 

E{/•(n)•'*(n--m)}=R,•. (15) 

A linear symbol spaced equalizer with an infinite number 
of taps {a•} gives an estimate of the data symbol d(n) as 

•(n) = • a•(n-k) (16) 
k 

based on which final decision is made by quantizing it to 
the nearest symbol value. The MMSE solution for the 
equalizer transfer function is 

A (z) = I/[ I+R (z) ], (17) 

where we have assumed that E{Id(n)12}- - 1, and 

R(z)= (18) 

with R,• as given in Eq. ( 11 ). 
The potential benefits of multichannel equalization are 

most easily seen in the case of spatially white noise. In this 
case R•--rr2J, and the composite channel spectrum R(z) 
represents the sum of the individual channel's spectra, 
R•,(z), normalized by the input noise power. Hence, if 
there is a spectral null in one of the channels [Rk(e j•ør) =0 
for some o•], in which case a single-channel equalizer 
would encounter difficulties, it does not imply a null in the 
composite spectrum R (z), which is the one the multichan- 
nel equalizer is attempting to adjust to. At the same time, 

RT• i 52 A(z)• 

FIG. 3. Optimal multichannel DFE. 

with more channels it becomes less likely that spectral 
nulls in different channels will coincide. In other words, 
the equalizer does not really see the individual channels, 
but only their coherent combination. Nevertheless, better 
performance is achievable if a decision feedback type of the 
equalizer is used. 

The optimal multichannel DFE is obtained similarly 
using its single-channel counterpart. It consists of an opti- 
mal receiver's combiner part followed by a discrete time 
single-channel DFE, as shown in Fig. 3. The only function 
relevant for determining the DFE parameters is again the 
composite channel spectrum R (z). The ideal DFE consists 
of an infinitely long anticausal feedforward filter A (z) and 
the causal feedback filter B(z). Using the spectral 
factorization • • 

R(z) + 1 = L(z) L*( l/z*), (19) 

where L(z) denotes the causal and stable factor, the 
MMSE solution for the DFE filters is 

1 1 

A (z) -- L(O) L*(l/z*) ' B(z) = L---• L(z) -- 1. 
(20) 

In the stationary environment, both linear and decision 
feedback equalizers result in the steady state MSE equal to 
a 0, the zeroth tap of the corresponding feedforward filter. 
The DFE's MSE however is always smaller than that of 
the linear equalizer. 

Our experimental results have indeed shown superior 
performance with a DFE, and the next section deals in 
detail with an adaptive implementation of a multichannel 
DFE. However, no matter which structure is used, similar 
problems concerning the adaptive implementation will 
arise, and the principles discussed in the next section are 
applicable to both the optimal and the structures with 
equalizers. 

II. JOINTLY ADAPTIVE MULTICHANNEL CARRIER 

RECOVERY AND DECISION FEEDBACK 
EQUALIZATION 

All the structures discussed so far were based on the 

assumption that the receiver has knowledge of the channel 
responses at all times. A practical receiver is aided by a 
channel estimator whose adaptation has to be carried out 
continuously to meet the rapidly changing conditions in 
the ocean channel. Knowledge of the channel responses 
involves knowledge of the multipath structure, propaga- 
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equalizer/synchronizer parameter update 

FIG. 4. Adaptive multichannel DFE. 

tion delays and carrier phases. Of these three, carrier phase 
is by far the most rapidly changing parameter in the UWA 
channel. In classical communication systems, in which car- 
rier and bit synchronization are performed separately from 
equalization, the presence of strong time-varying multipath 
affects the performance of a synchronization subsystem, 
resulting in poor tracking capabilities. The residual phase 
fluctuations on the other hand, impair the equalizer's per- 
formance, and may result in the tap rotation 
phenomenon.•2 The reason for this is that the rate of con- 
vergence of the equalizer tap update algorithm is lower 
than the rate at which the carrier phase changes. A possi- 
ble solution to this problem is to jointly perform synchro- 
nization and equalization, and it appears to be particularly 
suitable for the UWA channels with severe multipath. 6 

The structure of an adaptive multichannel carrier 
phase synchronizer and DFE is shown in Fig. 4. The sig- 
nals in all of the channels are frame synchronized prior to 
any processing. This is accomplished by matched-filtering 
to a known channel probe. The signaling frame is shown in 
Fig. 5. It consists of the channel probe, and a data block 
which itself starts with a training sequence. Frame syn- 
chronization is performed periodically, at the start of each 
frame, and it provides coarse alignment in time for the 
duration of a frame. 

The overall channel response as a function of delay r 
at time t can be written as 

fk(r,t) =hk(r,t)e jøk(t), k= 1 ..... K (21) 

so as to explicitly indicate the carrier phase 0k(t) in each of 
the channels, and the more slowly varying part of the re- 
sponse hk(r,t). The received signal in the kth channel at 
time t is then given as 

vk(t) = • d(n)h/<(t-nT,t)eJøk(t) +vk(t). (22) 

1625 

Cphra • training data 
FIG. 5. Signaling frame. 
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These signals are sampled at a Nyquist or higher rate, and 
fed into the bank of feedforward fractionally spaced equal- 
izers. Sampling is performed at an arbitrary initial time 
instant, and we assume a sampling rate of 2/T without loss 
of generality. This sampling rate is sufficient for signals 
bandlimited to 1/T. The outputs of the feedforward filters 
are produced once per symbol interval, and since the frac- 
tionally spaced equalizers have the capabilities of analog 
filters •3 they implicitly account for symbol synchroniza- 
tion. Periodic frame synchronization ensures that the de- 
sired signal always stays within the time span of the equal- 
izer, and no explicit symbol delay tracking is needed. 

Looking at the structure of the receiver it is seen that 
there is no explicit linear equalization following the multi- 
channel combinet as is the case in the optimal structure of 
Fig. 3. However, one can think of an alternative optimal 
structure in which the feedforward equalizer is moved into 
each of the matched-filtering branches. The functions of 
the feedforward section of the adaptive receiver now be- 
come apparent. It performs ( 1 ) adaptive matched filtering, 
(2) symbol synchronous sampling, and (3) linear equal- 
ization for reducing the ISI of future symbols. This tem- 
poral processing accounts for coherent combining of mul- 
tiple arrivals in each of the diversity branches. 

Following the feedforward filters is the multichannel 
carrier phase synchronizer. Depending on the particular 
channel characteristics, it may not be necessary to have a 
separate phase-locked loop (PLL) for each of the diversity 
branches if there is sufficient coherency between the carrier 
phases in different channels. In the application of interest, 
however, we found that due to the possibly large differ- 
ences in time varying Doppler frequency offsets caused by 
unpredictable motion of the receiver array, it was neces- 
sary to have as many phase estimators as diversity chan- 
nels. This is also one of the reasons that preclude the use of 
a passband DFE structure TM in the multichannel form. In 
this structure, the carrier phase correction is moved further 
into the decision feedback loop, resulting in minor im- 
provements. 

After coherent combining, the signals from different 
channels are fed into the common decision feedback part of 
the equalizer. Since all the receiver parameters are updated 
jointly based on the single symbol estimation error, the 
performed spatial processing can be said to be of a maximal 
ratio combining type. In a pure maximal ratio (maximal 
$NR) combiner, which operates in conditions of no ISI, 
each diversity signal is weighted proportionally to its 
strength, and coherently combined with the others prior to 
decision making. ? Indeed, if there were no ISI, the two 
structures would be equivalent. When there is ISI present, 
the multichannel receiver retains similar properties in the 
sense that if there is a channel with no signal in it, it will 
automatically be rejected in the process of adaptation, 
while the remaining channels will be favored according to 
their energy. 

A. Receiver algorithm 

Having established the receiver structure, we can pro- 
ceed to determine the optimal values of its parameters. The 
optimization criterion we use is the minimum mean- 
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squared error between the estimated data symbol •(n) and 
the transmitted symbol d(n). The receiver parameters to 
be determined are the tap weights of the multichannel feed- 
forward equalizer, feedback equalizer coefficients, and the 
carrier phase estimates. In general, there are two ways of 
computing the equalizer parameters. One is the direct ad- 
aptation of the equalizer coefficients driven by the output 
error, and the other is their computation from the esti- 
mated channel impulse response. Although the latter is 
potentially more robust to the time variations of the 
channel, •6 we chose the usual, direct method, as computa- 
tionally less involved. 

Assuming the constant channel impulse response and 
carrier phase in some short interval of time, one arrives at 
the optimal values of equalization and synchronization pa- 
rameters. Let the kth channel feedforward equalizer tap 
weight vector be 

t k k , 
ak= [a_Nl...aN2 ] , (23) 

where the tap weights are taken as conjugate for later con- 
venience of notation. The input signal samples stored in the 
kth feedforward equalizer at time n T are represented in a 
vector 

vk(n) = [ok(nT + N•T/2)" 'vk(nT-N2T/2) ] r. 
(24) 

The output of the kth feedforward equalizer, after phase 
correction by the amount •k, is given as 

^ 

pk( n ) =a•vk( n )e - jøk (25) 

and the coherent combination of all diversity channels is 

K 

p(n) = • pk(n). (26) 
i=k 

The feedback filter coefficients are arranged in a vector 

b'= [bt' "bst]* (27) 

and the vector of M previous decisions, currently stored in 
the feedback filter, is denoted as 

•(n) = [•(n-- 1)" .t•(n--M)] r. (28) 
This defines the output of the feedback filter as 

q(n) =b'•(n). (29) 

The estimate of the data symbol at time n is 

t•(n) =p(n) -q(n), (30) 
from which the decision •(n) is obtained as the closest 
signal point. The estimation error is 

e(n)=d(n) --•(n) (31) 

and the receiver parameters are optimized based on j•oint 
minimization of the MSE with respect to {ak}, b, and {0k}. 

In order to find the optimal values of the equalizer 
coefficients, it is convenient to group all the coefficients 
into a composite vector e, and to express the estimate 
•(n) as 

vl(n)e -j•l 
: 

t•(n) = [a•'"a}c--b' ] vK(nie_j• =e'u(n). (32) 

The MSE can now be expressed as a function of the com- 
posite equalizer vector e, as 

MSE=E{ld(n)--e'u(n) 

= Rdd-- 2 Re{e'Rud} + e'Ruue, (33) 

where we have used the notation Rxy = E{x (n) y' (n) } for 
the cross correlations. The value of e that minimizes the 

MSE is the well known solution to the finite order Wiener 

filtering problem, and is given by 

C = R•-uRu ß (34) 
The optimal values of the estimates of the carrier 

phases, •k, are most easily found if the estimate •(n) is 
represented as 

t•(n)=pk(n)+ • œj(n)--q(n) 
j•:k 

=a•vk(n)e-JOk+ •rk(n). (35) 
The second term in the last expression is independent of 
•k, which makes it possible to express the MSE as 

MSE=E{[d(n) -•'k(n) -a•vk(n)e-Jb•l 2} 
= -2 Re{a•E{%(n) [d(n) - rrk(n) ]*}e -jo•} 

+terms independent of •k. (36) 

The optimal values • satisfy the gradient equations 
0MSE 

O•k -- 2 Im{a•E{vk(n)[d(n)--rrk(n)]*}e -•ø•} 
=0, k=l ..... K. (37) 

In order to be able to track the time-varying optimal 
solution for the receiver parameters, the Eqs. (34) and 
(37) should be solved recursively, using updated values of 
possibly time-varying cross correlations. An alternative 
method to continuous adaptation is the so-called block 
adaptation, •? in which the receiver parameters are updated 
only during short training blocks interspersed in the data 
stream, and interpolated between such blocks. The advan- 
tage of such an approach is the local prevention of error 
propagation. 

As it was pointed out earlier, the carrier recovery pro- 
cess can theoretically be absorbed in the process of equal- 
ization. It can be verified that the optimal solution in such 
case would be the same as the one represented by Eqs. (34) 
and (37). The point of having separate expressions for the 
equalizer coefficients and the carrier phases, is to be able to 
derive different tracking strategies for the two, which ulti- 
mately eliminates the problem of equalizer tap rotation. 

The simplest form of an adaptive algorithm is the com- 
bination of a least-mean-squares (LMS) algorithm for the 
equalizer coefficients update, and the first-order DPLL. 12 
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Such an algorithm, however, failed on the UWA channel, 
primarily due to the poor phase tracking capabilities. In 
order to obtain improved phase-tracking capabilities, we 
introduce a second-order multichannel DPLL into the pro- 
cess of joint synchronization and equalization. Using the 
analogy between the phase detector output of a classical 
DPLL •5 and the instantaneous estimate of the MSE gradi- 
ent with respect to •t,, we define 

ß t•(n) = Im{a•vk(n) [d(n) -rrk(n) ]*e-i•k] . (38) 
as the equivalent output of the kth phase detector. Using 
the fact that 

d(n) -n'•(n) =pn(n) +e(n) (39) 

the expression (38) is rewritten as 

ß n(n) =Im{pk(n) [pn(n) +e(n) ]*}, k= 1 ..... K. 
(40) 

The second-order phase update equations are given by 

•k(n+ 1 ) =•n(n) + Ko•t,( n ) + Ko 2 •--o •t,( rn ), 
k=l ..... K. (41) 

It is assumed here that the same proportional and integral 
tracking constants are used in all diversity channels, and 
that perfect loop integration is used. Alternative tracking 
strategies are of course possible. 

The equalizer coefficients are computed adaptively 
based on the RLS estimation principles. The RLS algo- 
rithms have become almost a standard in digita signal 
processing, due to their superior convergence properties 
over the LMS algorithm. The RLS algorithm solves for the 
equalizer tap weight vector as 

e(n) =•(n)•,,a(n), (42) 
where the estimated cross-correlation matrices are 

•,,•,(n)=E,•=oAn-mx(m)y'(m), A being the forgetting 
factor which accounts for the exponential windowing of 
the past data? 

The long channel responses which require long equal- 
izers, in conjunction with diversity reception, result in high 
computational complexity if the standard RLS algorithm is 
used. Instead, a fast transversal filter (FTF) realization 
can be used for implementation. We have found a numer- 
ically stable FTF algorithm presented in Ref. 19 readily 
applicable for the problem at hand, with minor modifica- 
tions concerning the incorporation of the eartier phases 
update equations. The computational complexity of the 
original algorithm is of the order of 10N, and it can further 
be reduced by performing periodic instead of continuous 
update. With currently available processing speeds, and 
relatively low candidate symbol rates for the long-range 
UWA telemetry, the computational complexity is not a 
limiting factor. With 50 Mfiops, and both feedforward and 
feedback equalizers of length 100, which is representative 
of the worst observed case for 1000 symbols per second 
transmission, up to 50 channels can theoretically be ac- 
commodated. 

The exact performance analysis of the proposed re- 
ceiver performance in a nonstationary environment is dif- 
ficult to evaluate. The theoretical analysis of a similar re- 
ceiver was carried out in Ref. 20 for the case of perfectly 
known and Rayleigh fading channel responses. The perfor- 
mance bounds for the optimal, infinite length multichannel 
DFE can be found in Ref. 9, again for perfectly known 
channels. It is the subject of current study to evaluate an- 
alytically the impact of estimation errors on the overall 
receiver performance, and the results obtained so far indi- 
cate possibly large losses at high fading rates. However, by 
increasing the signaling rate, the channel will stay rela- 
tively constant over a larger number of symbol intervals, at 
the expense of introducing the ISI. Since the proposed re- 
ceiver is capable of compensating both for the ISI and 
phase fluctuations, it is suitable for use at high symbol 
rates, at which the long-range UWA channel stays rela- 
tively constant over a period of several hundreds of symbol 
intervals. This corresponds to moderate fading rates at 
which we expect no significant losses due to the channel 
mismatch. 

III. EXPERIMENTAL RESULTS 

The proposed algorithm was demonstrated on experi- 
mental telemetry data, and some of the results are pre- 
sented here. The experiments were performed in two dif- 
ferent long-range UWA channels, namely deep and 
shallow water channels. The fundamental difference be- 

tween these two channels lies in the mechanism of sound 

propagation in each of them. In deep water, propagation 
occurs in convergence zones, while in the shallow water 
sound travels over a direct, and a number of bottom and 

surface reflected paths. Both channels are characterized by 
extended multipath, with coherence times on the order of a 
few seconds. The multipath spread was measured to be 
about 50 ms at 110 nautical miles in deep water, and about 
100 ms at 50 nautical miles in the shallow water channel. 

Propagation in deep water results in a strong, but finite 
multipath, while the more random nature of reflections in 
the shallow water channel results in a typical channel re- 
sponse consisting of a fairly stable main arrival followed by 
an extremely long, unstable multipath. While both chan- 
nels are typically nonminimum phase, the deep water 
channd has comparatively much more energy concen- 
trated in the part of the response preceeding the main ar- 
rival. Both channels exhibit rapid and irregular phase fluc- 
tuations. 

The deep water experiment was performed off the 
coast of northern California in January 1991. The trans- 
mission ranges were 40-140 nautical miles, corresponding 
to 1, 2, 3, and 4 convergence zones. The receiver had a 
vertical array of 12 sensors spanning depths fr3m 500- 
1500 m. The shallow water experiment was performed at 
the New England Continental Shelf, in May 1992. In this 
experiment, the transmission ranges were 15-65 nautical 
miles, and the receiver was positioned in about 50-m-deep 
water with a vertical array of 20 sensors spanning depths 
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FIG. 6. Single-channel performance. FIG. 7. K-----3 multichannel performance. 

from 15-35 m. The transmitter power in both experiments 
was 193 dB re: pPa, and a carrier frequency of 1 kHz was 
used. 

The signaling frame, as shown in Fig. 5, was used with 
the channel probe consisting of a 13-element Barker code 
of symbols unshaped at the transmitter. The signals from 
the data blocks were shaped using a cosine roll-off filter 
with roll-off factor 0.5 and truncation length of 4-2 symbol 
intervals. The modulation formats were QPSK, 8-QAM, 
and 8-PSK, and the symbol rates were varied from 1-1000 
symbols per second. The details of signal design are given 
in Ref. 21. 

For purposes of later comparison, Fig. 6 shows an 
example of single-channel receiver performance in deep 

water at 110 nautical miles and 333 symbols per second 
signaling rate using QPSK modulation. The first subplot 
shows a snapshot of the channel response as obtained from 
the Barker probe and indicates the estimated input SNR of 
about 16 dB. Shown next to it is the input scatter plot 
which is completely smeared mostly due to the large 
amount of ISI present at this signaling rate. The algorithm 
converges in about 2-3 times the total number of taps used, 
and the mean-squared error plot shows this initial conver- 
gence and the proper operation in the subsequent, decision- 
directed mode. The estimate of the carrier phase, given in 
radians as a function of time measured in symbol intervals, 
indicates rapid and irregular •variations. The scatter plot of 
the estimated data symbols d(n) shows the open eye, and 
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the estimated probability of symbol error is on the order of 
10 -3. The output SNR is defined as 

E(ld(n)l 2) 

SNRout= 10 log (1/md)z•d]d(n)_•(n) 12, (43) 
with N d the number of data symbols in a block, which is 
taken to be 10 000 for all the presented examples. In this 
case, N=40 feedforward, and M= 10 feedback taps were 
needed, and these values, together with the forgetting fac- 
tor of the RLS algorithm and the phase tracking constants 
are indicated in the figure. 

Figure 7 shows the multichannel receiver performance 
obtained at the same range and rate with K= 3 channels. 
The same channel as that of Fig. 6 was used together with 
two other channels whose instantaneous impulse responses 
are shown in Fig. 7. The channels are numbered according 
to depth, 0 being the one closest to the surface. The esti- 
mated phases are shown after the individual Doppler shifts 
of --0.18, --0.21, and -0.22 Hz were removed. The out- 
put eye pattern shows improvement of about 5 dB with 
respect to the single-channel output SNR. In this case, no 
errors were detected in a data block of length 10 000. 

An interesting example shown in Fig. 8 is that of 
8-QAM transmission over 110 nautical miles at 333 sym- 
bols per second. In this case, the single channel algorithm 
was not able to achieve a high enough output SNR needed 
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FIG. 9. Single- and K=3 multichannel performance. 

for convergence in the decision-directed mode. However, 
by using only two channels in a multichannel algorithm, a 
relatively satisfactory performance was obtained as shown 
by the output scatter plot. 

The shallow water performance results are shown in 
Fig. 9 for transmission over 48 nautical miles using a rate 
of 500 symbols per second. An 8-PSK modulation is used 
here which results in 1500 bits per second equivalent bit 
rate. Three channels are combined in this example, and the 
snapshots of their responses are shown in a single plot. 
There is much more coherence between the channels in 

this case due to the lower separation between the array 
elements. The input scatter plot in this case is again com- 
pletely smeared., and rather than that one, we show the 
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output scatter plot resulting from the application of the 
single-channel algorithm. Although the single-channel al- 
gorithm converges, the related probability of symbol error 
is estimated to be on the order of 10 -2. Combining the 
three channels eliminates all the errors and results in about 

3-dB better output SNR. It should be noted here that one 
cannot expect the gain of a pure, no ISI diversity combiner. 
The deviation from ideal is caused both by the presence of 
ISI and the noise enhancement in the feedforward equal- 
izers. The amount of degradation depends on the channel 
structure and the length of the equalizers used. For exam- 
ple, in the case of 333 symbols per second QPSK transmis- 
sion in deep water we obtained a 5-dB improvement by 
combining the same number of channels. Taking a closer 
look at the responses of these channels reveals the presence 
of a strong second arrival in one of the deep water chan- 
nels. As it was discussed earlier, since the receiver is capa- 
ble of synchronously processing multiple arrivals, such a 
channel structure brings an equivalent of time diversity 
gain. This fact, together with the fact that shorter equaliz- 
ers were used in the deep water channel, explains the 
higher gain obtained in that case. 

Finally, we examine the case of QPSK transmission at 
1000 symbols per second over 48 nautical miles in shallow 
water, shown in Fig. 10. The channel in this case spans 
several tens of symbol intervals, requiring about 100 taps in 
the feedforward, and at least 80 taps in the feedback equal- 
izer. The single channel performance in this case is limited 
by poor input SNR and extremely long multipath. Not to 
be forgotten is the fact that the carrier frequency is the 
same as the symbol rate used, and that the transducer 
bandwidth (700-1400 Hz) is actually smaller than that 
occupied by the signal. Nevertheless, the multichannel al- 
gorithm was able to achieve the error free performance in 
a block of 10000 data symbols, resulting in noticeably 
clearer output eye pattern. 

The results shown here correspond to the maximal 
rate/range combinations for which we were able to achieve 
good performance. Excellent results were obtained at all 
lower rates and ranges, while performance limitations were 
met at higher symbol rates and longer distances at which 
the available SNR was insufficiently high. 
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IV. CONCLUSIONS 

In order to improve the performance of a previously 
designed single-channel receiver for coherent demodula- 
tion of acoustically transmitted underwater communica- 
tion signals, we considered its extension to the multichan- 
nel, spatial diversity case. The receiver structure that we 
used is based on the optimal multichannel DFE, but it 
incorporates a second-order multichannel DPLL which 
makes it possible to operate in the conditions of severe 
Doppler fluctuations met in the UWA channels. An RLS- 
based algorithm provides fast tracking capabilities needed 
for the highly dynamic ocean channel. 

The receiver performs near-optimal spatial and tempo- 
ral processing of the received signals by jointly performing 
MMSE multichannel combining and equalization. This re- 

sults in both implicit diversity improvement obtained by 
coherent processing of multiple signal arrivals in each of 
the diversity channels, and the explicit diversity improve- 
ment obtained by coherent combining of signals from dif- 
ferent channels. 

Experimental results justify the earlier speculation that 
the approach of joint diversity combining and equalization 
is especially suited for achieving reliable high-speed digital 
communications over UWA channels. Long-range chan- 
nels are representative of highly dispersive transmission 
medium and in addition they exhibit rapid Doppler fluc- 
tuations. With QPSK, 8-QAM, and 8-PSK signaling, sat- 
isfactory results were obtained with rates up to 300 sym- 
bols per second over three convergence zones in the deep 
water, and up to 1000 symbols per second over 50 nautical 
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miles in shallow water. The receiver algorithm is fully ex- 
ploited on these channels, and is therefore certainly suit- 
able for use in other, more benign UWA channels. 
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