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Adaptive observer-based fault estimation
for a class of Lipschitz nonlinear systems

NABIL OUCIEF, MOHAMED TADJINE and SALIM LABIOD

Fault input channels represent a major challenge for observer design for fault estimation.
Most works in this field assume that faults enter in such a way that the transfer functions be-
tween these faults and a number of measured outputs are strictly positive real (SPR), that is, the
observer matching condition is satisfied. This paper presents a systematic approach to adaptive
observer design for joint estimation of the state and faults when the SPR requirement is not
verified. The proposed method deals with a class of Lipschitz nonlinear systems subjected to
piecewise constant multiplicative faults. The novelty of the proposed approach is that it uses a
rank condition similar to the observer matching condition to construct the adaptation law used
to obtain fault estimates. The problem of finding the adaptive observer matrices is formulated
as a Linear Matrix Inequality (LMI) optimization problem. The proposed scheme is tested on
the nonlinear model of a single link flexible joint robot system.

Key words: nonlinear adaptive observer, fault estimation, strictly positive real, Lipschitz
systems, observer matching condition, LMI.

1. Introduction

The growing complexity and automation degree of modern technical processes in-
crease the possibility of system failures. Faults in sensors, actuators or process compo-
nents may lead to the degradation of the overall system performance and could cause
serious damage. Therefore, to improve system’s reliability and avoid performance de-
terioration or system shutdown, faults have to be detected and localized timely while
the system is still operating in a controllable region. In the community of the control re-
searchers, this has stimulated over the last decades an intense interest in the development
of model-based fault detection and identification (FDI) methods (see [5, 7]).

One of the mostly used schemes in this area is the observer-based FDI technique. The
basic idea behind this scheme is to use the observer as a system model running parallel to
the real system to generate optimal estimates of the system outputs. Errors between the
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estimated outputs and the measured outputs are used to generate fault indicator signals
called residuals. By comparing a residual with a threshold function, one can determine
if the system is suffering from some faults or not.

During the last two decades, for the purpose of active fault tolerant control, one can
notice an increasing interest in the observer-based fault reconstruction and estimation
(FRE). Instead of generating and evaluating residuals, the observer-based FRE gener-
ates estimates of faults, which means immediate fault detection and identification. The
main advantage of this method over FDI techniques is that the used observer for FRE can
also be used for state feedback control because it is designed to preserve accurate state
estimation even in the faulty case. Various observer-based FRE design approaches have
been reported in the literature, mainly based on sliding mode observers and adaptive ob-
servers. The first sliding mode observer-based fault reconstruction scheme was proposed
in [6] where actuator faults are reconstructed using the equivalent output injection signal.
Afterward, several papers have been published on this subject for linear and nonlinear
systems [2, 12, 16, 17, 20, 23]. When faults are modeled in terms of parameter changes,
adaptive observers can be employed to estimate these faults. One of the benefits of using
this technique is that, based on persistent excitation condition, it enables the estimation
of any number of faults, regardless the number of measured outputs. Adaptive observers
have been exploited for fault estimation by many authors [1, 8, 10, 13, 18, 21]. Neverthe-
less, they assume that the transfer functions between faults and the number of measured
outputs are strictly positive real (SPR), which is not the case for many practical systems.

Few solutions have been developed to remove the SPR requirement. In [11], an
adaptive observer for actuator and sensor fault estimation was developed. The proposed
scheme circumvents the SPR condition at the expense of requiring the existence of a
positive definite solution to a certain matrix inequality. A different technique was pro-
vided in [19] where a high gain adaptive observer is used to estimate the fault vector for
a class of single-output nonlinear systems.

Motivated by the works in [15] and [24], in this paper, an adaptive observer design
technique for fault estimation for a class of Lipschitz nonlinear systems that do not sat-
isfy the SPR requirement is proposed. The main contribution of this work is the proposal
of a new adaptation law augmented by a switching leakage term for fault estimation.
Unlike adaptation laws in [15] and [24], which relay, respectively, on solving a partial
differential equation and a set of algebraic matrix equations, the proposed solution relay
on a rank condition similar to the well-known observer matching condition. This makes
it possible to use some conventional adaptive observer design tools.

The paper is organized as follows: System description and some background results
are presented in section 2. In section 3, the design of the adaptive observer for fault esti-
mation and the analysis of the stability of the error dynamics are provided. An illustra-
tive example with simulation results is provided to verify the efficiency of the proposed
scheme in section 4, followed by some concluding remarks in section 5.
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Notations

Throughout the paper, R denotes the set of real numbers, Rn the set of real n−vectors
and Rn×m the set of real n×m matrices. In and 0n×m denote, respectively, the n× n
identity matrix and n×m zero matrix. The Euclidian norm of a vector x is denoted by
∥x∥ and the induced norm of a matrix A ∈Rn×m is denoted by ∥A∥. λmin(A) and λmax(A)
denote, respectively, the minimum and the maximum eigenvalues of the matrix A.

2. Problem Statement

2.1. System description

Consider the continuous-time nonlinear system described by the following equa-
tions: {

ẋ = Ax+BΦ(x,u)+E f (x)
y = Cx

(1)

where x ∈ Rn is the state vector, u ∈ Rm is the control input vector, y ∈ Rp is the output
vector. Φ(x,u) : Rn×Rm→Rs is a known nonlinear function vector and f (x) : Rn→Rr

is an unknown state-dependent function vector which is due to the faulty behavior of the
system. It is assumed that the control signals ensure that x remains bounded even when
faults occur. A, C, B and E are known constant matrices of appropriate dimensions with
(A,C) being an observable pair. without loss of generality we assume that rank(E) = r
and rank(C) = p.

In this paper, we intend to use an adaptive observer to estimate component faults.
For this purpose, the following multiplicative fault model is adopted:

f (x) = Ψ(x)θ (2)

where θ ∈ Rq is a vector of unknown time-dependent functions which reflect the source
and the size of component faults and Ψ(x) : Rn → Rr×q is a known function matrix
representing the functional structure of faults.

Consider the following assumptions which are typically required in the literature on
adaptive observer design for nonlinear systems.

Assumption 1 The fault vector θ is piecewise constant and bounded in the following
sense:

∥θ∥¬ ∥θm∥= ρ (3)

where θm ∈ Rq is a known constant vector and ρ is a known positive constant.

Assumption 2 The nonlinear function vector Φ(x,u) and the matrix Ψ(x) satisfy the
following Lipschitz conditions:

∥Φ(x,u)−Φ(x̂,u)∥¬ γ1∥(x− x̂)∥ (4)
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∥Ψ(x)−Ψ(x̂)∥¬ γ2∥(x− x̂)∥ (5)

∀x, x̂ ∈ Rn, where γ1 and γ2 are positive constants.

Assumption 3 The matrix EΨ(x) is persistently exciting, i.e. there exist positive con-
stants T , k1 and k2 such that for all t ­ 0

Ink1 ­
t+T∫
t

EΨ(x)Ψ(x)T ET dt ­ Ink2. (6)

Remark 1 It should be pointed out that the multiplicative fault vector θ may not have
the same dimension as the additive fault vector f (x). In an observer-based FRE scheme,
for fault observability reasons, the number of additive faults should not exceed the num-
ber of the measured outputs. The persistency of excitation condition in Assumption 3
ensures the observability of the multiplicative fault vector θ regardless of the number of
measured outputs. This fact can be understood through the Gramian observability matrix
of the system obtained by appending θ into the state vector x [19].

2.2. Conventional nonlinear adaptive observer design for fault estimation

Most results on adaptive observer design for nonlinear systems follow [3] where
a class of Lispschitz nonlinear systems with a regression matrix that can depend on
the whole state is considered. According to [3], under Assumptions 1–3, an adaptive
observer for joint estimation of state and faults for system (1) is given by the following
equations:

˙̂x = Ax̂+BΦ(x̂,u)+EΨ(x̂)θ̂+L(y−Cx̂) (7)
˙̂θ = ΓΨ(x̂)T F(y−Cx̂) (8)

where x̂ is the state estimate, θ̂ is the fault vector estimate, Γ = ΓT ∈ Rq×q is learning
rate matrix and L ∈ Rn×p and F ∈ Rr×p are such that

(A−LC)T P+P(A−LC) =−Q (9)

ET P = FC (10)

for matrices P = PT > 0 and Q = QT > 0 satisfying the following inequality:

γ1∥B∥+ γ2ρ∥E∥< λmin(Q)

2λmax(P)
. (11)

The existence of a positive definite matrix P to satisfy the condition (10) is guaran-
teed when the transfer functions between at least r outputs and the unknown parameters
are dissipative or SPR [3]. It is usual to verify the feasibility of (10) using the following
lemma.
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Lemma 1 [4, 12] There exist matrices P = PT > 0 and F verifying equality (10), if and
only if the observer matching condition

rank(CE) = rank(E) (12)

is satisfied.

One can see that the observer matching condition means that r ¬ p and the rela-
tive degrees from the unknown parameters to at least r measured outputs are all equal
to one, i.e. the fault input channels are in the measured dynamics. For many physical
systems modeled by (1), the observer matching condition is not satisfied. For instance,
for mechanical systems with only measured positions, none of possible faults can be
found in the measured dynamics. The main purpose of this paper is to design an adap-
tive observer for system (1) for joint estimation of the state and the fault vector when the
observer matching condition is not satisfied.

3. Adaptive observer design for unmatched fault estimation

3.1. A canonical form for adaptive observer design

First, let us define the structure of the system considered in this paper using the
following assumption.

Assumption 4 Matrices A, B, E and C satisfy

CB = 0p×s (13)
CE = 0p×r (14)

rank(CAE) = rank(E). (15)

Remark 2 In Assumption 4, equalities (14) and (15) imply that the relative degrees
from the unknown parameters to at least r measured outputs are all equal to two and
r¬ p. Although this assumption looks to be restrictive, it can be satisfied by many phys-
ical systems like mechanical systems, the drilling system [15], satellite attitude control
system [9], some hydraulic systems [22] and many others engineering systems.

Assumption 5 The first time derivative of Ψ(x) is continuous and bounded provided x
is bounded .

Now, decompose C and E into bloc matrices as follows:

C =
[
C1 C2

]
,E =

[
E1

E2

]
(16)
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where C1 ∈ Rp×p and E1 ∈ Rp×r. Without loss of generality, it can be assumed that the
outputs of the system have been reordered so that the matrix C1 is full rank. Define new
coordinates as z = T x where

T =

[
C1 C2

0(n−p)×p I(n−p)

]
. (17)

Then, using (13) and (14), in the new coordinate system, the original system (1) have
the following form: {

ż = Āz+ B̄Φ(T−1z,u)+ ĒΨ(T−1z)θ
y = C̄z

(18)

where

z =

[
z1

z2

]
,z1 = y,z2 ∈ R(n−p),T−1 =

[
C−1

1 −C−1
1 C2

0(n−p)p I(n−p)

]
,

Ā = TAT−1 =

[
A11 A12

A21 A22

]
, B̄ = T B =

[
0p×s

B2

]
, Ē = T E =

[
0p×r

E2

]
,

C̄ =CT−1 =
[
Ip×p 0p×(n−p)

]
.

Considering the structure of Ē, we conclude that rank(E2) = r. Applying equality (15)
to system (18) yields

rank(A12E2) = rank(E2). (19)

Equality (19) has the form of the observer matching condition (12). So, by applying
Lemma 1, we conclude that (19) holds if and only if there exist matrices P3 = PT

3 > 0
and F such that

ET
2 P3 = FA12. (20)

3.2. Main result

Based on the transformed system (18), we propose the following adaptive observer:

˙̂z = Āẑ+ B̄Φ̂+ ĒΨ̂θ̂+ L̄(y− ẑ1) (21)

Ẇ =−Γ
dΨ̂T

dt
Fy−ΓΨ̂T (FA11y+FA12ẑ2−ET

2 PT
2 (y− ẑ1))−Γβ(θ̂−θm) (22)

θ̂ =W +ΓΨ̂T Fy (23)

where ẑ is the state estimate, θ̂ is the fault vector estimate, L̄ is the observer gain matrix,
Γ = ΓT > 0 is the learning rate matrix, P2 and F are matrices to be designed later,
Φ̂ = Φ(T−1ẑ,u), Ψ̂ = Ψ(T−1ẑ), and β is a switching leakage term defined as

β =

{
0 if ||θ̂−θm||¬ 2ρ,
κ if ||θ̂−θm||> 2ρ,

(24)
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which forces the estimated fault vector θ̂ to remain within the region bounded by 2ρ,
with κ is a positive constant. Obviously, the term dΨ̂T

dt is implemented analytically using
the chain rule ∂Ψ̂T

∂ẑ
˙̂z, since ˙̂z is available.

Defining the observation error and the fault estimation error as z̃= z− ẑ and θ̃= θ− θ̂
respectively, their dynamics can then be represented as follows:

˙̃z =(Ā− L̄C̄)z̃+ B̄Φ̃+ Ē(Ψ̃θ+ Ψ̂θ̃) (25)
˙̃θ =−ΓΨ̂T

[
ET

2 PT
2 FA12

]
z̃+Γβ(θ̂−θm) (26)

where Φ̃ = Φ(T−1z,u)− Φ̂ and Ψ̃ = Ψ(T−1z)− Ψ̂.

Theorem 1 Under Assumptions 1, 2, 4 and 5, the observation error z̃ determined by
(25) is asymptotically stable while the fault estimate error θ̃ determined by (26) remains
bounded, if there exist positive real numbers ε1, ε2 and matrices P = PT ∈ Rn×n, F ∈
Rr×p and M = MT ∈ Rn×n, such that

P =

[
P1 P2

PT
2 P3

]
> 0 (27)

 Λ PB̄ PĒ
B̄T P −ε1Is 0s×r

ĒT P 0r×s −ε2Ir

< 0 (28)

ET
2 P3 = FA12 (29)

where Λ = ĀT P+PĀ− C̄TC̄M−MC̄TC̄+(γ2
1ε1 + ε2γ2

2ρ2)(T−1)T T−1. Once the above
conditions are satisfied, the observer gain L̄ is chosen as

L̄ = P−1MC̄T . (30)

Moreover, if the persistency excitation condition in Assumption 3 holds, then the vector
θ̃ converges to zero.

Proof Consider the following Lyapunov function:

V = x̃T Px̃+ θ̃T Γ−1θ̃. (31)

The derivative of V along with the trajectories of error dynamic systems (25),(26) is

V̇ = z̃T [(Ā−LC̄)T P+P(Ā−LC̄)]z̃+2z̃T PB̄Φ̃+2z̃T PĒΨ̃θ+2z̃T PĒΨ̂θ̃

−2θ̃T Ψ̂T
[
ET

2 PT
2 FA12

]
z̃+2θ̃T β(θ̂−θm).

(32)
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Using relation (24), we get

θ̃T β(θ̂−θm) = (θ−θm)
T β(θ̂−θm)− (θ̂−θm)

T β(θ̂−θm)

= (θ−θm)
T β(θ̂−θm)−β||θ̂−θm||2

¬ β||θ̂−θm||(2ρ−||θ̂−θm||)¬ 0.

(33)

It follows that

V̇ ¬ z̃T [(Ā−LC̄)T P+P(Ā−LC̄)]z̃+2z̃T PB̄Φ̃+2z̃T PĒΨ̃θ+2z̃T PĒΨ̂θ̃

−2θ̃T Ψ̂T
[
ET

2 PT
2 FA12

]
z̃.

(34)

Using the decomposed structure (27) of P and Ē =
[
0T

p×r ET
2

]T
in the fourth term of

(34), we get

V̇ ¬ z̃T [(Ā−LC̄)T P+P(Ā−LC̄)]z̃+2z̃T PB̄Φ̃+2z̃T PĒΨ̃θ+2z̃T

[
P2E2

P3E2

]
Ψ̂θ̃

−2θ̃T Ψ̂T
[
ET

2 PT
2 FA12

]
z̃.

(35)

Thus, from (20) it follows that

V̇ ¬ z̃T [(Ā−LC̄)T P+P(Ā−LC̄)]z̃+2z̃T PB̄Φ̃+2z̃T PĒΨ̃θ. (36)

From Lipschitz conditions (4) and (5), we obtain, respectively, the following in-
equalities:

∥ Φ̃ ∥2¬ γ2
1 ∥ T−1z̃ ∥2 (37)

∥ Ψ̃θ ∥2¬∥ Ψ̃ ∥2∥ θ ∥2¬ γ2
2ρ2 ∥ T−1z̃ ∥2 (38)

which yield respectively

γ2
1ε1z̃T (T−1)T T−1z̃− ε1Φ̃T Φ̃­ 0 (39)

ε2γ2
2ρ2z̃T (T−1)T T−1z̃− ε2θT Ψ̃T Ψ̃θ­ 0 (40)

where ε1 and ε2 are positive constants. Then, by adding (39) and (40) to (36), we obtain

V̇ ¬ z̃T [(Ā−LC̄)T P+P(Ā−LC̄)]z̃+2z̃T PB̄Φ̃+2z̃T PĒΨ̃θ

+ γ2
1ε1z̃T (T−1)T T−1z̃− ε1Φ̃T Φ̃+ ε2γ2

2ρ2z̃T (T−1)T T−1z̃− ε2θT Ψ̃T Ψ̃θ.
(41)

Let L̄ = P−1MC̄T . After some simple algebraic manipulations, we get

V̇ ¬−ξT Ξξ (42)
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where ξ = [ z̃T Φ̃T θT Ψ̃T ]T and

Ξ =−

 Λ PB̄ PĒ
B̄T P −ε1Is×s 0
ĒT P 0 −ε2Ir×r

 (43)

with Λ = ĀT P+PĀ−C̄TC̄M−MC̄TC̄+(γ2
1ε1 + ε2γ2

2ρ2)(T−1)T T−1. So, based on Lya-
punov stability theory, we conclude that the equilibrium (z̃, θ̃) = (0,0) is stable if the
matrix Ξ is positive definite. To prove asymptotic stability of the observer, we integrate
both sides of inequality (42) from t = 0 to t = t f . It follows that

V (t f )¬V (0)−
t f∫

0

ξT Ξξdt. (44)

Since V > 0, the above inequality implies that

t f∫
0

ξT Ξξdt ¬V (0). (45)

So, for t f → ∞ the integral in (45) exists and is finite since V (0) is finite. By using (4),
(5), (25), (45) and the Barbalat’s lemma [14], we ca easily conclude that lim

t→∞
ξT Ξξ = 0

and thus lim
t→∞

ξ = lim
t→∞

[ z̃T Φ̃T θT Ψ̃T ]T = 0. Consequently, it can also be concluded

that lim
t→∞

˙̃z = 0. Hence, considering (25), we conclude that

lim
t→∞

ĒΨ̂θ̃ = 0 (46)

Thus, if the persistency excitation condition in Assumption 3 holds, the fault estimates
converge to their true values. This completes the proof.

Remark 3 Adaptive observer design by using Theorem 1 involves solving LMIs (27)
and (28) under strict equality constraint (29) with respect to P, M and F . To handle this
problem using LMI solvers, it is more convenient to transform (29) into an LMI. We
can show that equality (29) holds if and only if the following LMI optimization problem
has a minimum of η = 0 [4]:

Minimize η subject to[
ηI FA12−ET

2 P3

(FA12−ET
2 P3)

T ηI

]
­ 0.

(47)

where η is a positive scalar. Therefore, computing L, P and F involves solving (27), (28)
and (47) with respect to P1, P2, P3, M, F and η, simultaneously.
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4. Illustrative example

Consider the model of a single-link flexible-joint robotic manipulator defined by the
following equations [17] :

Jmq̈m− (k+θ1)(ql−qm)+(B+θ2)q̇m = kτu,
Jl q̈l +(k+θ1)(ql−qm)+mghsin(ql) = 0,

(48)

where qm and ql are the angular positions of the motor shaft and the link, respectively,
u represents the control torque of the motor, Jm the inertia of the motor, Jl the inertia of
the link, k the elastic constant, B the viscous friction coefficient , kτ the amplifier gain,
m the link mass, h the center of mass and g the gravity. θ1 and θ2 model the effect of
the component faults resulting, respectively, from an elastic deformation of the flexible
joint and an abnormal increase of the viscous friction. The angular positions qm and ql
are assumed as available measurements. The system parameters are: Jm = 0.037 Kg m2,
Jl = 0.093 Kg m2, k = 0.18 Nm/rad, B = 0.0083 Nms/rad, m = 0.21 Kg, g = 9.81 m/s2,
h = 0.15 m, kτ = 0.18 Nm/V.

Considering the state x = [ x1 x2 x3 x4 ]T = [ qm ql q̇m q̇l ]T and the fault

vector θ = [ θ1 θ2 ]T , we can write the system (48) in the form (1) with

A =


0 0 1 0
0 0 0 1

−48.65 48.65 −2.24 0
19.35 −19.35 0 0

 ,E = B =


0 0
0 0
1 0
0 1

 ,C =

[
1 0 0 0
0 1 0 0

]
,

Φ(x,u) =

[
2.16u

−33.32sin(x2)

]
,Ψ(x) =

[
27.03(x2− x1) 27.03x3

−10.75(x2− x1) 0

]
.

Now, it is easy to check that the observer matching condition (12) is not satisfied and
hence no adaptive observer of the form presented in (7), (8) can be used to estimate x
and θ. However, Assumption 4 is satisfied, and as a consequence, the adaptation law (23)
is feasible. Notice that according to the structure of the matrices C and E, the system is
already in the form (18) and therefore no state transformation is needed to design the
adaptive observer (21)–(23).

Since Ψ(x) is a matrix, the computation of its Lipschitz constant γ2 is not a trivial
task. In order to do this, we evaluate the Lipschitz constants of the individual rows of
Ψ(x). Let Ψ1(x) =

[
27.03(x3− x1) 27.03x2

]
and Ψ2(x) =

[
−10.75(x3− x1) 0

]
, we

have

Ψ(x) =

[
1
0

]
Ψ1(x)+

[
0
1

]
Ψ2(x). (49)
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Thus

∥Ψ(x)−Ψ(x̂)∥¬ ∥Ψ1(x)−Ψ1(x̂)∥+∥Ψ1(x)−Ψ1(x̂)∥
¬ γ21 ∥x− x̂∥+ γ22 ∥x− x̂∥
¬ γ2 ∥x− x̂∥

with γ2 = γ21 + γ22 and γ21, γ22 are, respectively the Lipschitz constants of Ψ1(x)
and Ψ2(x), which can be evaluated, respectively, by computing max

(∥∥∥ ∂Ψ1
∂x

∥∥∥) and

max
(∥∥∥ ∂Ψ2

∂x

∥∥∥). Note that in this example, the nonlinear term Φ(x,u) is measurable.

Let ε1 = 1/5, ε2 = 1/150, θm = [ 0.19 0.06 ]T , ρ= 0.2, κ= 250, γ1 = 0,γ2 = 53.31
and Γ = 10× I2. By using CVX as a solver, the resolution of the LMI optimization
problem defined by (27), (28) and (47) yields:

P =


57.6853 14.8663 −0.9877 −0.2879
14.8663 64.4713 −0.3501 −1.0478

−0.9877 −0.3501 0.0412 −0.0007
−0.2879 −1.0478 −0.0007 0.0343

 ,F =

[
0.0412 −0.0007
−0.0007 0.0343

]
,

M =


136.6898 24.7649 52.4035 14.8682
24.7649 111.0212 16.4015 59.1034
52.4035 16.4015 0 0
14.8682 59.1034 0 0

 .
Hence, using (30), we get

L =


52.5 37.1
37.9 74.9

2889.3 1996.1
2088.6 4359.4


A simulation was performed using the input u = sin(0.2t) and the following faults:

θ1 =


0 for t ¬ 4 sec,
−0.06 for 4 < t ¬ 8 sec,
−0.12 for t > 8 sec.

,

θ2 =


0 for t ¬ 6 sec,
0.008 for 6 < t ¬ 10 sec,
0.02 for t > 10 sec.

The used initial conditions were x = [ 0.5 0.5 0 0 ]T , x̂ = [ 0 0 0 0 ]T and

θ̂ = [ 0 0 ]T .
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Figure 1. Actual faults and their estimates

Fig. 1 shows that after a transient caused by the initial conditions, the estimated
parametric faults converge to their true values accurately before and after the fault oc-
currence, which means that the persistency of excitation condition is satisfied. Fig. 2
shows that the estimated states track accurately the real ones despite the presence faults.

5. Conclusion

This paper has addressed the design of an adaptive observer for joint estimation
of the state and multiplicative faults for a class of Lipschitz systems whose structure
does not satisfy the SPR requirement. The proposed scheme requires that the transfer
function matrix between faults and the measured outputs to be relative degree two. The
design procedure has been formulated into an LMI optimization problem and has been
illustrated by a numerical example, and efficiency has also been demonstrated by the
simulations.
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Figure 2. Actual state variables and their estimates
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