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Abstract 

Large-scale networked systems, such as the Internet and server clusters, are omni-
present today. They increasingly deliver services that are critical to both businesses 
and the society at large, and therefore their continuous and correct operation must be 
guaranteed. Achieving this requires the realization of adaptive management systems, 
which continuously reconfigure such large-scale dynamic systems, in order to main-
tain their state near a desired operating point, despite changes in the networking con-
ditions.  

The focus of this thesis is continuous real-time monitoring, which is essential for 
the realization of adaptive management systems in large-scale dynamic environments. 
Real-time monitoring provides the necessary input to the decision-making process of 
network management, enabling management systems to perform self-configuration 
and self-healing tasks. 

We have developed, implemented, and evaluated a design for real-time continuous 
monitoring of global metrics with performance objectives, such as monitoring over-
head and estimation accuracy. Global metrics describe the state of the system as a 
whole, in contrast to local metrics, such as device counters or local protocol states, 
which capture the state of a local entity. Global metrics are computed from local met-
rics using aggregation functions, such as SUM, AVERAGE and MAX. 

Our approach is based on in-network aggregation, where global metrics are incre-
mentally computed using spanning trees. Performance objectives are achieved 
through filtering updates to local metrics that are sent along that tree. A key part in the 
design is a model for the distributed monitoring process that relates performance met-
rics to parameters that tune the behavior of a monitoring protocol. The model allows 
us to describe the behavior of individual nodes in the spanning tree in their steady 
state. The model has been instrumental in designing a monitoring protocol that is con-
trollable and achieves given performance objectives. 

We have evaluated our protocol, called A-GAP, experimentally, through simula-
tion and testbed implementation.  It has proved to be effective in meeting perform-
ance objectives, efficient, adaptive to changes in the networking conditions, control-
lable along different performance dimensions, and scalable. We have implemented a 
prototype on a testbed of commercial routers. The testbed measurements are consis-
tent with simulation studies we performed for different topologies and network sizes. 
This proves the feasibility of the design, and, more generally, the feasibility of effec-
tive and efficient real-time monitoring in large network environments. 
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 1. Introduction 

1.1 Background and Motivation 

1.1.1 Large-scale Networked Systems 

 
Large-scale networked systems are omnipresent today, and they deliver services 

that are critical to both businesses and the society at large. They have experienced an 
extraordinary growth over the last decades. The Internet, for instance, was a very 
small network thirty years ago and virtually unknown to the general public. Today it 
comprises several thousands of Autonomous Systems [82] and close to a billion of 
daily users [67].  

Large-scale networked systems are not confined to the traditional Internet. Server 
clusters for example, which can offer cluster-based web services or utility computing, 
form another class of networked systems that is steadily increasing in importance. It is 
said that Google alone maintains a pool of some one million servers [76]. Further 
classes of emerging networked systems, for which large deployments are envisioned, 
include wireless sensor networks and industrial process control systems. 

1.1.2 Management of Networked Systems  

As networked systems provide key functions to businesses and society, their con-
tinuous and correct operation are of the utmost importance. A well-engineered man-
agement system helps in achieving the operational objectives of a networked system.  
Generally, Network Management “refers to the activities, methods, procedures, and 
tools that pertain to the operation, administration, maintenance and provisioning of 
networked systems” [63]. One can consider a network management system as execut-
ing a closed-loop control cycle, whereby the (distributed) system state is estimated on 
a continuous basis, and, based on this estimation, a process dynamically determines a 
set of actions that are executed on the networked system in order to achieve opera-
tional objectives.  

The contribution of this thesis is in the monitoring part of the control cycle. In the 
context of the OSI management functional area, monitoring falls into the category of 
performance management [64].  Furthermore, the focus of this research is on monitor-
ing within a single administrative domain of a networked system, for instance, within 
an Autonomous System in the context of the Internet.  
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1.1.3 Autonomic Management Systems 

As networked systems have increased in size and complexity, the necessity for si-
mplifying their management and reducing their operational costs has become evident. 
In response to this need, the vision of autonomic management, or more general, auto-
nomic computing has emerged. Following the autonomic computing vision [70], a 
human manager specifies her goals or high-level objectives for the networked system, 
which are expressed in the form of behavioral rules, utility functions, and so forth. 
That is, the manager does not specify what has to be done, but what has to be 
achieved. These goals are the input to the management system, which takes the neces-
sary actions to achieve them. This means, for instance, that the system continuously 
reconfigures to maintain its state near a desired operating point, despite disturbances 
caused by load changes, failures, etc. In order to adapt to such events in a timely 
manner, real-time monitoring on a continuous basis is required [71][72][73]. 

There is a consensus today in the research community that, in order to achieve the 
vision of autonomic management for large-scale networked systems, it is necessary to 
move from traditional centralized approaches to decentralized approaches. The main 
drivers for such a transition are the need for increased scalability in system size, faster 
adaptability to changing conditions and increased robustness to different types of fail-
ures. In traditional approaches to network management, tasks are performed by dedi-
cated management servers that reside outside the network. The current trend, advo-
cated and pursued by some key vendors, is to push management intelligence into the 
networked system. As a consequence, many management tasks will be performed in-
side the network by the managed system itself. One such task that we envision will be 
performed inside the network in the future is continuous real-time monitoring. For 
this reason, our approach to real-time monitoring is decentralizing the monitoring task 
and performing it inside the network. 

1.1.4 Real-time Monitoring 

The focus of this thesis is decentralized real-time monitoring, a key building block 
in the realization of decentralized autonomic management. Real-time monitoring pro-
vides the necessary input to the decision-making process of network management, 
enabling management systems to perform self-configuration and self-healing tasks.  

This research addresses monitoring of global metrics in large-scale networked sys-
tems. Global metrics describe the state of the system as a whole, in contrast to local 
metrics, such as device counters or local protocol states, which capture the state of a 
local entity. Global metrics are computed from local variables using aggregation 
functions, such as SUM, AVERAGE and MAX. Examples of global metrics in the 
context of the Internet are the total number of VoIP flows in a domain and the list of 
the 50 subscribers with the longest end-to-end delay. In the context of server clusters, 
the workload distribution among the servers is an example of a global metric.  

An important aspect of real-time monitoring is the overhead it introduces. Clearly, 
the more detailed and accurate state information a monitoring system provides, the 
higher the cost of the monitoring task in terms of overhead. At the same time, the 
more detailed and accurate the monitoring data, the better the system’s ability to 
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achieve its operational goals. Therefore, it is important to engineer monitoring sys-
tems that allow controlling such trade-offs.  

In the context of this thesis, we address the problem of efficient monitoring for 
given performance objectives. We argue that, with the autonomic computing vision in 
mind, the monitoring system itself must be autonomic. As a consequence, given a set 
of objectives, such as the quality of the estimation, the monitoring system must con-
figure itself in a way that these objectives can be met, and it must dynamically adapt 
to changing conditions.  

1.2 The Problem 

In the context of large-scale networked systems, our goal is to engineer an efficient 
monitoring protocol that provides a management station with a continuous estimate of 
a global metric for given performance objectives.  

We call such a global metric an aggregate.  It denotes the result of computing a 
multivariate function, whose variables are local metrics from nodes across the net-
worked system.  

In the light of the above discussion, the protocol should meet the following design 
goals:  

 
o Effectiveness. The protocol should achieve a given accuracy objective. 

 
o Efficiency. The overhead introduced by the protocol should be minimal.  

 
o Adaptability. The protocol should be capable of adjusting its configura-

tion to different networking conditions in order to operate effectively and 
efficiently. For instance, it should quickly adapt to changes in the network 
topology or to node failures. It should further adjust to changes in the evo-
lution of the monitored metrics.  

 
o Scalability. Performance metrics of the protocol, such as the overhead, 

should grow moderately with the system size.  
 
o Controllability. The performance of the protocol should be controllable. 

For instance, the protocol should support the setting of objectives for dif-
ferent performance metrics, such as estimation accuracy, overhead, and 
adaptation time. 
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Despite the key role of continuous real-time monitoring in realizing adaptive net-

worked systems, currently, there are no solutions for continuous monitoring of global 
metrics that meet the goals above. Specifically, achieving a satisfactory degree of 
controllability has proved to be a hard goal. For instance, related works in continuous 
monitoring support accuracy objectives for only the maximum estimation error. 

 
This research is based on the following assumptions. First, it assumes a distributed 

management architecture, whereby each node in the networked system participates in 
the monitoring task by running a monitoring process, either internally or on an exter-
nal, associated device. Second, it assumes that local metrics can be accessed on each 
node, where they are periodically updated in an asynchronous fashion. 

1.3 The approach 

1.3.1 Monitoring through Tree-based Aggregation  

In the literature, two approaches are described to compute aggregates in a distrib-
uted fashion. The first is based on using a spanning tree, where the aggregate is in-
crementally computed from the leaves towards the root [19], [27], [22], [18], [41], 
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Fig. 1. Example of an aggregation tree with aggregation function SUM. 
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[37], and [35]. The result of the computation is available at the root node. More re-
cently, results have been reported on computing aggregates using gossiping protocols 
[77], [78], [79], [80], and [81]. In this case, the result of the computation is available 
on all nodes, and it converges probabilistically to the true value (when the local vari-
ables remain constant).  

In this research, we follow the tree-based approach, as quantitatively controlling 
the accuracy objectives is tractable in tree-based approaches, while it remains un-
known (to the best of our knowledge) whether it is feasible for a gossip-based ap-
proach. 

We use a mechanism we call in-network aggregation, whereby aggregates are 
computed inside the network in a distributed way. Figure 1 shows an example of such 
an aggregation process. It uses an aggregation tree, whereby each node holds infor-
mation about its children in the tree, in order to compute the partial aggregate, i.e., the 
aggregate value of the local management variables from all nodes of the subtree 
where this node is the root. The computation is push-based in the sense that updates 
of monitored variables are sent towards the management station along the aggregation 
tree.  

In order to achieve efficiency, we combine the concepts of in-network aggregation 
and that of filtering. Filtering drops updates that are not significant when computing 
an aggregate for a given accuracy objective.  

1.3.2 Constructing a Stochastic Model for the Monitoring Process  

To achieve the protocol design goals of efficiency and controllability, we need a 
model for the distributed monitoring process that relates performance metrics to con-
trol parameters. We develop a model based on discrete-time Markov chains, which al-
lows us to describe the behavior of individual nodes in the aggregation tree in their 
steady state.  

To be applicable in practice, we believe it to be important for the model to be gen-
eral enough to capture a range of performance objectives, for instance, protocol over-
head on nodes or different error objectives including percentile-based and average er-
ror objectives. In fact, all related works in monitoring consider accuracy objectives 
for only the maximum estimation error, and the models used in those works do not 
support the above range of performance objectives (see section 2.3).  

 

1.4 Contribution of this Thesis 

1.4.1 A Protocol for Distributed Monitoring of Large-scale Networked Systems 

This thesis presents A-GAP, a novel distributed protocol for real-time continuous 
monitoring of global metrics (i.e., aggregates), which aims at achieving a given moni-
toring accuracy with minimal overhead.  
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The protocol has proved to be effective, efficient, adaptive, and controllable. It is 
effective since it closely meets given performance objectives. It is efficient in the 
sense that, when allowed a modest error in estimating an aggregate, it reduces the 
overhead significantly compared to the case where no error is allowed, which means 
that all changes in local variables are reported to the management station. The proto-
col effectively adapts its configuration to changes in the networking conditions, in or-
der to continuously meet the performance objectives (see section 1.4.5). It is control-
lable, for its performance can be controlled along different dimensions, as discussed 
in section 1.4.4. 

Regarding scalability, our protocol achieves a logarithmic increase of the total pro-
tocol overhead with the number of aggregating nodes. In addition, for a given accu-
racy objective, it achieves a linear increase of the maximum protocol overhead on a 
node with the network size. (At this point, it is unclear for us whether a sub-linear be-
havior can be achieved, and this aspect merits further investigation.) 

1.4.2 Protocol Evaluation and Testbed Implementation 

We have evaluated our protocol experimentally, through simulation and testbed 
implementation.  

For the simulation-based evaluation, we have used both real and synthetic traces, 
and a wide range of network topologies. We have evaluated the protocol for the fol-
lowing criteria. First, the capability to effectively control performance trade-offs, in-
cluding the capability to meet performance objectives. Second, its capability for accu-
rately predicting its performance, including the error distribution, and the incurred 
overhead. Third, the capability to adapt to changes in the networking conditions, such 
as a sudden change in topology. Fourth, its versatility in supporting different accuracy 
objectives, such as, the average error, the maximum error, and percentile errors. 

The implementation of a prototype on a testbed of commercial routers has permit-
ted us to evaluate a fifth criterion, the feasibility of real-time flow monitoring with 
controllable accuracy in today’s IP networks (i.e., without requiring changes to the 
routers).  

1.4.3 Heuristics for Global Optimization 

Our protocol attempts to solve the problem of minimizing the monitoring overhead 
for a given estimation error using two heuristics. The first attempts to minimize the 
maximum processing load on all nodes by minimizing the load within each node’s 
neighborhood. In other words, the first heuristic maps the global optimization prob-
lem onto a set of local optimization problems, which are solved independently and 
asynchronously. This way, the computational complexity of solving the global prob-
lem is reduced.  

The second heuristic is used to solve the local optimization problem. The solution 
is obtained through a grid search, in which the search space is limited to small 
changes of the filters’ widths. This limitation further reduces the computational com-
plexity. 
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Our results show that the combination of these two heuristics permits us to meet the 
design goals. 

1.4.4 Controllability of Protocol Performance in Real-time 

Our evaluation results show that the performance of a distributed monitoring pro-
tocol can be controlled along different performance dimensions, including protocol 
overhead, accuracy of metric estimation, and adaptation time to changes in the net-
working conditions. Furthermore, we have shown that it is feasible to control the 
trade-offs among these performance metrics. 

The trade-off between estimation accuracy and protocol overhead in steady state 
can be controlled effectively and efficiently by filters in the nodes of the aggregation 
tree. Allowing a modest error in estimating an aggregate permits reducing the over-
head significantly (compared to an approach where all changes in local variables are 
reported). 

The trade-off between protocol overhead and adaptation time can be controlled 
through the aggregation tree topology. Generally speaking, allowing a larger protocol 
overhead permits reducing the adaptation time by choosing the appropriate aggrega-
tion tree topology. Our results suggest that the protocol overhead is strongly influ-
enced by the number of aggregating (internal) nodes, and that the adaptation time pri-
marily depends on the height of the aggregation tree. 

Our results show that it is feasible to support different types of accuracy objectives, 
such as, the average error, percentile errors and the maximum error. This versatility 
permits to fulfill different requirements from different monitoring data consumers. 
For instance, while the average error is a significant control parameter for many prac-
tical scenarios, in the context of probabilistic quality of service assurance, percentile-
based accuracy is often relevant. The maximum error is relevant for deterministic 
quality of service assurance.  

To support several forms of controllability, we have shown that it is feasible to 
provide accurate real-time estimations for the performance of a distributed monitor-
ing protocol. Specifically, it is feasible to provide a management station with the dis-
tribution of the estimation error for the aggregate, and the expected overhead for each 
node on the aggregation tree. 

 

1.4.5 Dynamic Adaptation of Protocol Configuration 

We have engineered a distributed monitoring protocol that dynamically adapts to 
changes in the network conditions. These changes include modification to the net-
work topology, node and link failures, and changes to the statistical behavior of the 
monitored metrics. The protocol adapts by re-configuring the filters and the topology 
of the aggregation tree, in order to meet the performance objectives under the new 
conditions.   

Our protocol adapts very quickly. For instance, for all simulation scenarios we 
tested, in case of a node failure, the adaptation time is very short: the settling time for 
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the accuracy is a fraction of a second, and it takes a few seconds for the overhead to 
settle.  
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 2. Related Research in Real-Time Monitoring with 
Performance Objectives 

In this section, we relate our work to recent and current research with similar ob-
jectives in the fields of wireless sensor networks, queries on data streams, and net-
work monitoring. 

First, we classify monitoring queries in order to position our work with respect to 
that in the literature. Section 2.2 discusses different types of aggregation graphs for 
computing global metrics. In section 2.3, we present recent results on a fundamental 
trade-off in monitoring: quality of the estimation versus the required monitoring re-
sources. Section 2.4 discusses self-configuration in the context of network monitor-
ing. 

2.1 Types of Monitoring Queries 

We classify monitoring queries on aggregates into three categories: 
 

• 1-time queries refer to a snapshot of the system state. They request an es-
timation of the aggregate at a specific time. 

 
• N-time queries request an estimation of the aggregate at N discrete times. 

N-time queries are usually periodic. 
 
• Continuous queries request a continuous estimation of the aggregate. 

 
Most of the existing works on queries on aggregates focus on N-time queries. They 

are commonly realized as periodic and independent 1-time queries 
[27][35][19][21][22][37]. In contrast, our work addresses continuous queries like the 
research reported in [31], [32], and [33]. 

Note that this query classification is not universally accepted in the literature. 
When some authors talk about continuous queries, they are actually referring to what 
we here call N-time queries (e.g., [27], and [11]). 
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2.2 Aggregation Graphs 

A key concept in distributed computation of aggregates is the aggregation graph. It 
determines how partial aggregates are exchanged between the nodes and how they are 
aggregated in the nodes of this graph. 

 

2.2.1 Trees 

 
The most common aggregation graph is the tree, where children send their partial 

aggregates to their parents and the aggregate is available at the root node [19][27] 
[22][18][41][37][35]. Several algorithms have been proposed for creating and main-
taining aggregation trees (e.g., [34], [12], and [10]). A key property of trees is that 
they guarantee that any two vertices are connected by exactly one path. This enables 
straightforward algorithms for aggregate computation that guarantee that each local 
variable is only accounted for once. We discuss the importance of this property be-
low. 

The drawback of trees as aggregation graphs is that the aggregation protocol is 
sensitive to packet losses [30]. For instance, consider a 1-time SUM query. If a partial 
aggregate sent by a node with a large number of children is lost, this can result in a 
large estimation error at the root node. Therefore, trees are not well suited for lossy 
environments.  

2.2.2 Multi-path Graphs 

 
To overcome the sensibility of trees to packet losses, [30] and [7] propose the use 

of multipath aggregation graphs instead. These approaches aim at reducing the effects 
of lossy links by providing path diversity: local variables flow towards the manage-
ment station(s) following multiple paths. 

In contrast to trees, multi-path graphs potentially introduce double accounting: a 
local variable is considered more than once in the aggregate computation. The effects 
of double accounting depend on the considered aggregate function. [27] classifies ag-
gregates into two categories. First, duplicate-insensitive aggregates. The computation 
of these aggregates is not affected by double accounting. In other words, their compu-
tation is an idempotent operation. Some examples are MAX and MIN. Second, dupli-
cate sensitive aggregates, like SUM. For this type of aggregates, duplicate accounting 
distorts the estimation. 

The computation of duplicate-sensitive aggregates using multi-path graphs brings 
the challenge of avoiding double accounting while allowing incremental aggregation 
in the aggregation graph. To achieve this, [30] and [7] make use of a probabilistic 
counting algorithm by Flajolet and Martin [15]. This algorithm provides an estimation 
of the count aggregate for 1-time queries. The work in [15] has been extended to es-
timate sums in [7]. The key idea of the algorithm in [15] is that it keeps, for each 
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node, a synopsis, i.e., a sketchy summary, of the local variables that probabilistically 
avoids double accounting. While double accounting is not fully avoided, the algo-
rithm provides probabilistic guarantees on the bias and standard deviation of the ag-
gregate estimation. The quality of the estimation is controlled by the synopsis size. 
We will discuss this further in the next section. Note that since this algorithm assumes 
hash functions that appear random, it is vulnerable to adversarial local variables com-
binations [7].  

Our protocol, A-GAP uses an aggregation tree instead of a multi-path approach for 
two main reasons. First, trees require nodes in the overlay to process fewer messages 
than multi-path graphs. A-GAP aims at minimizing the number of messages proc-
essed by a node; therefore, trees are preferred. Second, we consider scenarios with 
limited losses in our evaluation studies. For such scenarios, the algorithms in [30] and 
[7] perform worse than tree-based approaches in terms of estimation accuracy. We 
consider scenarios in the context of ISP networks, where packet losses are not com-
mon and when they occur, level 2 or level 4 mechanisms can mitigate their impact by 
retransmitting lost packets. In contrast, in wireless sensor networks, (those targeted by 
[30] and [7]) lossy links are common and such mechanisms are unaffordable. There-
fore, while multi-path approaches are attractive for wireless sensor networks, they are 
not for scenarios with a reliable network layer. 

 

2.2.3 Effects of the Tree Topology on the Performance of Aggregation Protocols 

 
The topology of the aggregation tree has a significant impact on the performance 

of an aggregation protocol. Tree characteristics like height and node degree influence 
the number of messages processed by each node and the latency for computing an ag-
gregate. 

Despite the relevance of the tree topology, few works have investigated this issue. 
One of them is [21], which studies the communication costs of 1-time queries as a 
function of the relative location of data sources and the management station. [22] ana-
lyzes how placing the management station in different locations impacts the protocol 
performance. [35] investigates how to create efficient trees for certain types of que-
ries. It proposes a tree creation algorithm for 1-time queries with (sql-like) "group by" 
clauses. 

Our protocol A-GAP uses GAP [10], as an underlying protocol, to create and 
maintain an aggregation tree. Given an overlay, GAP creates a tree that minimizes the 
distance of each node to the root. Therefore, the choice of the overlay influences the 
performance of A-GAP. Commonly, for the sake of simplicity, the overlay we choose 
has the same topology as the underlying physical network.  

One of the papers included in this thesis, paper D, discusses how the choice of the 
topology of the aggregation tree controls the trade-off between protocol overhead and 
adaptation time. Our results suggest that the protocol overhead is strongly influenced 
by the number of aggregating (i.e., internal) nodes, and that the adaptation time pri-
marily depends on the height of the aggregation tree. 
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2.3 The Trade-off between Quality of Estimation and Monitoring 
Resources 

Monitoring involves a fundamental trade-off: quality of the estimation versus re-
quired resources for the monitoring task. Achieving high-quality estimations requires 
significant amounts of resources, and limited resources generally mean low quality 
estimations.  The quality of an estimation has two aspects. First, the accuracy: how 
close the estimation is to the actual value. Second, the latency: how long it takes to 
make available an estimation of the current aggregate to the management station(s). 

In the literature, we find different instantiations of this trade-off investigated. Here, 
we classify them into three categories: latency vs. total monitoring traffic (we also re-
fer to total monitoring traffic as overall monitoring traffic), maximum error vs. total 
monitoring traffic, and accuracy vs. storage requirements. 

2.3.1 Latency vs. Total Traffic 

 
Several papers on monitoring wireless sensor networks (WSN) (e.g., [19], [22], 

[21], and [27]) discuss the trade-off between latency for computing the aggregate and 
either total traffic of the monitoring protocol or total dissipated energy, for the case of 
N-time queries. 

In WSN, the total traffic and the total dissipated energy are closely related, since 
radio communications dominate energy consumption in wireless sensors [27]. There 
is an almost linear dependency between total traffic and total dissipated energy. Some 
authors consider the total energy as the parameter to minimize, while others consider 
the total number of transmitted bits or messages. We group their works under the 
same category, namely latency vs. total traffic. 

The importance of these two metrics in WSN scenarios comes from the fact that 
the lifetime of a WSN, a key aspect of these networks, depends on them. A WSN life-
time is limited by the batteries of its sensors. Note that battery replacement is not an 
option in most realistic scenarios. Therefore, the maximization of the network lifetime 
is achieved by minimizing the energy consumption, i.e., the number of messages 
transmitted per query. 

In WSN, it is common to use a locally synchronous algorithm, whereby each node 
reports its partial aggregate to its parent in the aggregation tree once it has received 
the reports from all its children with their partial aggregates. Each query creates a 
wave of updates towards the management station. For these algorithms, each node 
only sends a single message to its parent for a 1-time query [27][21][22] (n messages 
for a N-times query). The drawback of such locally synchronous algorithms is that 
they introduce latencies. Since a node can only send its partial aggregate once it has 
received the partial aggregates from all of its children, data may be held for some time 
at some intermediate node in the aggregation tree. The incurred latency is propor-
tional to the tree height [21][22]. 

Our protocol A-GAP, in contrast, does not delay the sending of partial aggregates 
from children to parents. Updates may be filtered out though, based on their value. As 
a consequence, significant changes in the monitored variables are delivered promptly 
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all the way to the management station. In contrast, locally synchronous algorithms do 
not immediately forward an update even if it contains a significant change of the par-
tial aggregate. Another difference between our work and the above class of algorithms 
is that A-GAP has different performance objectives. It aims at minimizing the maxi-
mum load across all nodes rather than the total traffic. The reason for this comes from 
the fact that we consider different scenarios. As discussed above, in WSN, the metric 
of interest is the total traffic (or total dissipated energy) because it is associated with 
the network lifetime. In contrast, for other networked scenarios, such as fixed net-
works or WLANs, the challenge is to avoid nodes from becoming overloaded, espe-
cially in large-scale and dynamic networks. 

The trade-off between latency for computing the aggregate and total traffic of the 
monitoring protocol has also been discussed in the context of fixed network. [80] pro-
poses an algorithm based on aggregation trees and gossiping. The algorithm provides 
all nodes in the network system with an estimate of the global metric. The algorithm 
ensures eventual consistency, which guarantees that if updates to local variables 
cease, the estimate of the global metric will eventually be the same in all nodes. 

In the algorithm in [80] the control parameter is the gossip rate, i.e., how often 
nodes exchange state information. The higher this rate, the slower updates to the local 
variables propagate across nodes. 

Note, that none of the related works discussed in this section aims at controlling 
the accuracy of the estimation. 

 

2.3.2 Maximum Error vs. Total Traffic 

 
Another instantiation of the quality of the estimation vs. resources trade-off studied 

in the context of WSN is the maximum error versus the total traffic (e.g., [18], [35], 
[11], [3], and [8]). In these works, the focus is on providing guarantees on the accu-
racy of the estimation, ensuring that the difference between the estimation and the ac-
tual aggregate is always within a configurable range. 

In [3] the authors address continuous queries. They give an algorithm in which all 
sensors hold an estimate of the global aggregate. Changes of this estimate that are lar-
ger than a configurable maximum are propagated using epidemic protocols. In the 
evaluation, the authors show that there is a large difference (one order of magnitude) 
between the actual error and the maximum error objective (the control parameter of 
the algorithm). This solution considers only MAX queries and it is unclear how it 
could be efficiently extended to other aggregation functions. 

In [35] the authors focus on periodic N-times queries on MAX, MIN, SUM and 
AVG aggregates. The proposed algorithm takes into consideration the dynamics of 
the local variables. In each period, nodes report their local variables if and only if the 
current value differs from the last report in more than a configurable percentage. 

As in [3], the authors of [35] find that there is a difference of around one order of 
magnitude between the average error and the maximum error. The evaluation results 
are presented in terms of the relative average error (over time) rather than the maxi-
mum error (the control parameter of their algorithm). A drawback of the proposal in 
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[35] is that it does not consider the impact of the local changes on the aggregate, but 
only its relative change. For instance, consider a SUM aggregate with a maximum er-
ror of 20%. A local variable (v1) change from 1 to 2 would be reported, while a 
change from another variable (v2) from 100 to 118 would not be reported. In such a 
case, for the same use of resources (1 message), the error would be smaller if the re-
ported change was that of v2. Therefore the algorithm in [35] can not be optimal, 
since the objective is to minimize the total traffic for a given maximum error.   

The work in [11] addresses N-time queries, but has similarities with A-GAP, 
namely the aggregate is computed incrementally along a tree, and filters are used in 
both cases. It differs from our work in two aspects. First, it considers accuracy objec-
tives for only the maximum estimation error. Second, the algorithm in [11] estimates 
statistics from all the partial aggregates, which depend on the filters. Therefore, after 
modifying a filter, new estimations need to be made. In contrast, A-GAP only esti-
mates the local variables, which are not affected by filters. All other variables are con-
tinuously computed by A-GAP based on these estimates. This gives A-GAP more 
flexibility in selecting the duration of the control cycle. This comes at the cost of A-
GAP assuming independence among the local variables. In some scenarios, independ-
ence is a common assumption, e.g.: the number of voice over IP flows entering the 
domain. It is an open issue how the performance of A-GAP would be affected in case 
local variables independence would not hold. 

The work in [55] is similar to that in [11]. In contrast to [11] however, filter recon-
figuration only takes place, if the expected performance gain is larger than the cost for 
reconfiguration. 

The work in [8] investigates continuous queries on frequency distributions. Exam-
ples of such distributions are the number of flows per application or the number of 
flows per destination in a network. The algorithm presented in [8] aims at guarantee-
ing that for any element in the domain (e.g., the domain of applications), the estima-
tion error is always within a configurable range. 

From frequency distributions different types of queries can be answered [83]. Take 
the example of the frequency of flows per application. It permits answering queries on 
the number of http flows, the total number of flows in the network or the list of most 
popular applications. This flexibility comes at the cost of a higher overhead compared 
to that of an aggregation protocol that uses scalar-valued aggregation functions, such 
as SUM, etc. For instance, if the management application is only interested in the 
number of VoIP and http flows, protocols like [11], which use scalar-valued aggrega-
tion, would likely provide such estimates with a lower overhead. 

As in [35], the solution in [8] only considers the relative changes of local variables, 
not their impact on the aggregate. Therefore, it suffers from the same drawbacks. 

While all related work on aggregation protocols considers a single error objective, 
namely, the maximum error, our protocol A-GAP supports a range of controllable er-
ror objectives, including average error, percentile error and maximum error. Support-
ing the maximum error objective is relatively straightforward, compared to the other 
objectives mentioned above. The works in [18] and [35] show that the maximum error 
is a loose upper bound on the accuracy achieved. This is in line with the results from 
our simulation scenarios, where the error distribution at the root node of the aggrega-
tion tree resembles a normal distribution and has long tails.  This observation shows 
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that the maximum error is of limited practical relevance and suggests that other error 
objectives, such as the average error, should be used instead. 

The performance curves that relate overhead to quality of estimation achieved for 
the protocols described in [18], [35], and [11] are similar to a negative exponential 
function for the errors considered. Our evaluation gives the same behavior for our A-
GAP protocol. 

2.3.3 Accuracy vs. Storage Requirements for Queries on Data Streams 

 
Another instantiation of the trade-off between quality of estimation and monitoring 

resources is accuracy vs. storage requirements. This trade-off is well-known in the 
context of data streaming. A data stream is a sequence of data items generated over 
time by a source. Examples include stock tickers, sequences of clicks in web naviga-
tion sessions, periodic readings of sensors, etc. 

Queries on data streams commonly refer to the entire stream of data over its life-
time. Providing exact answers requires storing the whole data stream in the general 
case, which is infeasible in many scenarios. The challenge is accurately answering 
queries on data streams while minimizing the amount of memory required. 

Several researches (see [2] for a survey) have investigated how storage (i.e., mem-
ory) requirements can be traded for the accuracy of the answer. The literature offers a 
variety of algorithms for controlling this trade-off by creating summaries of the data 
stream, and the accuracy of the information that can be extracted is a function of the 
summary size. Examples of such algorithms are: 

 
• Random sampling. This technique consists in storing only a subset of the 

data stream. Such algorithms implicitly assume that a small subset of the 
stream contains enough information to answer the query. These algo-
rithms can be combined with other summarization techniques. 

 
• Histogram. Several algorithms have been proposed for computing histo-

grams with memory and accuracy bounds (for a given data set size). [2] 
classifies these algorithms into three types: (i) piece-wise constant func-
tions, (ii) set of buckets with increasing quantiles by a constant value, and 
(iii) those aimed at answering iceberg queries [14]. Iceberg queries iden-
tify data values whose frequency is above a given value. An example of 
an iceberg query is: which applications generate more than 5% of the total 
traffic? 

 
• Wavelets. These are mathematical functions that project a data stream 

onto a set of vectors. In order to reconstruct the stream perfectly from the 
set of vectors, all wavelets coefficients are needed. The stream can be ap-
proximated however using only the most significant coefficients. It has 
been shown that wavelets can provide higher accuracy than histograms for 
the same memory usage [2]. 
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• Query-specific sketching. Most of the above algorithms are generic in the 
sense that they can be used for answering a variety of queries. The litera-
ture also provides a number of sketches tailored to specific queries. 
Within this group, sketches for queries on frequency moments have at-
tracted a lot of interest. The information provided by the frequency mo-
ments includes the number of distinct elements in the data stream, the 
Gini coefficient, and the multiplicity of the most frequent item. The Fla-
jolet and Martin algorithm [15] discussed in section 2.2 falls into this 
category. 

 
 
All the algorithms above were originally designed for N-time queries over a single 

data stream. The extension of these algorithms to distributed systems could reduce the 
size of the messages exchanged by including in them a summary of the stream rather 
than the whole stream. For instance, the Flajolet and Martin algorithm was applied in 
wireless sensor networks for N-time COUNT [30] and N-time SUM [7] queries. In 
these works, the stream was composed of the union of the current values of the local 
variables. 

2.3.4 Distributed Streams 

 
As mentioned above, most of the research in queries on data streams considers 

only a single data stream. The multi-stream case has attracted limited attention so far. 
The most relevant work in this area is that of Gibbons and Tirthapura on querying dis-
tributed streams [16, 17]. In this case, there are a number of parties, each of them ob-
serving a single different data stream. At a differentiated node, an aggregate function 
on those data streams is computed. 

The work in  [16, 17] addresses a very similar problem to the one investigated in 
this thesis in that it considers a set of local variables that change over time (called data 
streams in this context) in a networked environment, and it estimates a global metric 
observing performance objectives. However, there are a number of differences in the 
problem statement. First, this work addresses N-time queries on the entire data stream 
up to the time of the query [16][17], which does not match with the semantics of real-
time monitoring, as historical data is usually considered in the queries. Second, [16] 
and [17] compute the global metric using a centralized approach, which leads to a so-
lution that is not scalable, while our approach is distributed, using an aggregation tree.  

A second piece of work in querying distributed data streams is [54]. In contrast to 
the above discussed works [16][17], this work considers 1-time queries on the current 
state of the network. That is, it does not consider queries on the entire data streams, 
but only on the current values of the sources. The authors of [54] identify the optimal 
location in the network for the query operators (i.e., the aggregating nodes in the ag-
gregation tree) for minimal protocol overhead, but they do not take estimation error 
objectives into account.  
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2.4 Towards Self-configuring Monitoring Protocols 

Over the last years, efforts have been made towards engineering self-configuring 
management systems, with the goal of simplifying the tasks of human managers. Self-
configuration is of particular importance for distributed management systems, as they 
are more complex than centralized ones [59]. Their configuration has several more 
dimensions, and it is more difficult to foresee the effect of configuration changes. 

The problem of optimal configuration in the context of network monitoring has 
been studied in [59], [60], [61], [56], and [57]. These works contain performance 
models for monitoring systems and comparative studies of centralized vs. decentral-
ized approaches. They show that, in general and for key metrics, distributed ap-
proaches can achieve better performance than centralized ones.  

Efficiency for hierarchical monitoring approaches is achieved using two key 
mechanisms, namely in-network filtering and aggregation. Both mechanisms trade 
overhead for loss of information. Both mechanisms control the ratio between incom-
ing and outgoing monitoring traffic for a node. This metric is called selectivity in 
[59], and it is a common input parameter to the performance models used for the 
monitoring approaches. However, the models in [59] do not relate the filter configura-
tion to its selectivity. As a consequence, they do not permit to predict the system per-
formance based on the choice of the filters. Note that in the work presented in this 
thesis, the stochastic model for the monitoring process relates the selectivity of each 
aggregating node to the filters, therefore, predicting the performance metrics based on 
them is possible. 

The work reported in [58] addresses self-configuration of tree topologies for the 
purpose of event monitoring with minimal overhead. The algorithm proposed in [58] 
creates the aggregation tree, bottom up, in an iterative fashion. In each step, a new 
level of the tree is created until the root is determined. This work is related to a prob-
lem addressed in this thesis, namely, identifying a suitable topology for the A-GAP 
aggregation tree. However, it is not clear how the approach in [58] can be applied to 
determine a topology that meets the performance objectives of adaptation time and es-
timation accuracy. 

Note that, similarly to the work in [59], the model of the monitoring process in [58] 
does not permit predicting performance metrics in a manner presented in this thesis.  

Some conclusions reached by the above discussed research ([59], [60], [61], [56], 
and [57]) are consistent with the results from this thesis work. First, the overhead of 
hierarchical solutions tends to decrease with the number of internal nodes in the tree. 
Second, the marginal improvement in performance obtained by adding an internal 
node, decreases with the number of internal nodes.  
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 3. Summary of Original Work 

Paper A:  A-GAP: An Adaptive Protocol for Continuous Network Monitoring 
with Accuracy Objectives 

We present A-GAP, a novel protocol for continuous monitoring of network state 
variables, which aims at achieving a given monitoring accuracy with minimal over-
head. Network state variables are computed from device counters using aggregation 
functions, such as SUM, AVERAGE and MAX. The accuracy objective is expressed 
as the average estimation error. A-GAP is decentralized and asynchronous to achieve 
robustness and scalability. It executes on an overlay that interconnects management 
processes on the devices. On this overlay, the protocol maintains a spanning tree and 
updates the network state variables through incremental aggregation. Based on a sto-
chastic model, it dynamically configures local filters that control whether an update is 
sent towards the root of the tree. We evaluate A-GAP through simulation using real 
traces and two different types of topologies of up to 650 nodes. The results show that 
we can effectively control the trade-off between accuracy and protocol overhead, and 
that the overhead can be reduced by almost two orders of magnitude when allowing 
for small errors. The protocol quickly adapts to a node failure and exhibits short 
spikes in the estimation error. Lastly, it can provide an accurate estimate of the error 
distribution in real-time. 
 

This paper has been published in IEEE Transactions on Network and Service 
Management (TNSM), Vol. 4, No. 1, June 2007. 

Paper B: Monitoring Flow Aggregates with Controllable Accuracy 

We show the feasibility of real-time flow monitoring with controllable accuracy in 
today’s IP networks. Our approach is based on Netflow and A-GAP. A-GAP is a pro-
tocol for continuous monitoring of network state variables, which are computed from 
device metrics using aggregation functions, such as SUM, AVERAGE and MAX. A-
GAP is designed to achieve a given monitoring accuracy with minimal overhead. A-
GAP is decentralized and asynchronous to achieve robustness and scalability. The 
protocol incrementally computes aggregation functions inside the network and, based 
on a stochastic model, it dynamically configures local filters that control the overhead 
and accuracy. We evaluate a prototype in a testbed of 16 commercial routers and pro-
vide measurements from a scenario where the protocol continuously estimates the to-
tal number of FTP flows in the network. Local flow metrics are read out from Net-
flow buffers and aggregated in real-time. We evaluate the prototype for the following 
criteria. First, the ability to effectively control the trade-off between monitoring accu-
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racy and processing overhead; second, the ability to accurately predict the distribution 
of the estimation error; third, the impact of a sudden change in topology on the per-
formance of the protocol. The testbed measurements are consistent with simulation 
studies we performed for different topologies and network sizes, which proves the 
feasibility of the protocol design, and, more generally, the feasibility of effective and 
efficient real-time flow monitoring in large network environments. 

  
This paper has been published in the 10th IFIP/IEEE International Conference on 

Management of Multimedia and Mobile Networks and Services (MMNS 2007), San 
José, California, USA, October 2007. 

 

Paper C: Real-time Network Monitoring Supporting Percentile Error Objectives  

We report on the versatility of A-GAP for supporting different types of accuracy 
objectives. Previously, we considered accuracy objectives expressed in terms of the 
average error for this protocol. In this paper, we focus on percentile error objectives. 
A-GAP is a protocol for continuous monitoring of network state variables. Network 
state variables are computed from device counters using aggregation functions, such 
as SUM, AVERAGE and MAX. A-GAP is designed to achieve a given monitoring 
accuracy with minimal overhead. A-GAP is decentralized and asynchronous to 
achieve robustness and scalability. It executes on an overlay that interconnects man-
agement processes on the devices. On this overlay, the protocol maintains a spanning 
tree and updates the network state variables through incremental aggregation. Based 
on a stochastic model, it dynamically configures local filters that control whether an 
update is sent towards the root of the tree. We evaluate A-GAP through simulation us-
ing real traces and an ISP topology (Abovenet). The results prove the versatility of A-
GAP for supporting different types of accuracy objectives. The results also show that 
we can effectively control the trade-off between accuracy and protocol overhead, and 
that the overhead can be reduced significantly by allowing small errors. 
 

This paper has been published in the 14th HP Software University Association 
(HP-SUA) Workshop, 8-11 July 2007, Munich, Germany.  

Paper D: Controlling Performance Trade-offs in Adaptive Network Monitoring  

A key requirement for autonomic (i.e., self-*) management systems is a short adap-
tation time to changes in the networking conditions. In this paper, we show that the 
adaptation time of a distributed monitoring protocol can be controlled. We show this 
for A-GAP, a protocol for continuous monitoring of global metrics with controllable 
accuracy. We demonstrate through simulations that, for the case of A-GAP, the 
choice of the topology of the aggregation tree controls the trade-off between adapta-
tion time and protocol overhead in steady-state. Generally, allowing a larger adapta-
tion time permits reducing the protocol overhead. Our results suggest that the adapta-
tion time primarily depends on the height of the aggregation tree and that the protocol 
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overhead is strongly influenced by the number of internal nodes. We outline how A-
GAP can be extended to dynamically self-configure and to continuously adapt its con-
figuration to changing conditions, in order to meet a set of performance objectives, 
including adaptation time, protocol overhead, and estimation accuracy. 
 

This paper has been accepted for publication in the 11th IFIP/IEEE International 
Symposium on Integrated Network Management (IM 2009), New York, New York, 
USA, June 1-5, 2009. 
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 4. Open Research Questions for Future Research  

Based on the work in this thesis, we have identified a set of open research ques-
tions regarding future work on decentralized real-time monitoring of global metrics 
under performance objectives. 

 
• What is a suitable engineering framework for decentralizing monitoring tasks? 

Our work shows that a key step in designing a solution for real-time monitoring 
under performance objectives is formulating a global optimization problem and 
solving that problem in a distributed way. This includes the mapping of the 
global problem onto a set of local problems, which can be solved independently 
and asynchronously. Currently, such a mapping is custom-made for each case 
and remains more an art rather than a craft. In the literature several examples of 
such mappings can be found, but there is no fundamental understanding of the 
engineering principles behind this task. To exemplify the difficulties an algorithm 
designer faces when performing this mapping, consider the well-known case 
called “tragedy of the commons” [66], where individuals, by trying to maximize 
a local utility function, jeopardize the achievement of a global objective. While 
this phenomenon is known, there is no fundamental understanding on how to de-
fine the local problems in such a way that their solutions provide good approxi-
mations to the solution of the global problem.  

 
• What are the fundamental performance limits of decentralized and centralized 

monitoring schemes, and how do they compare to each other? Commonly, decen-
tralized schemes achieve better scalability and higher robustness at the cost of 
providing suboptimal performance. While this qualitative assessment is well-
known, it remains a challenge to quantify it. For instance, in order to improve the 
adaptation time by x%, what performance degradation (in percentage) must be al-
lowed? 

 
• Which aggregation functions can be efficiently supported by distributed monitor-

ing protocols? It is straightforward to see that some aggregates can be computed 
efficiently using in-network aggregation and aggregation trees. An example is the 
MAX across a set of scalars. Independently from the number of local variables to 
aggregate, each node only needs to report to its parent the partial aggregate for its 
subtree (in this case, this is a scalar). However, it is not straightforward how to 
compute efficiently other aggregates. For instance, the TOP-10 applications re-
garding traffic in a domain. The total traffic of an application can be obtained at 
the root node using the SUM with all the local variables accounting for traffic for 
that application. Using this approach, nodes in the aggregation tree need to report 
to their parents all applications they have information about. 



36 

 
• For which aggregation functions can we develop valid performance models for 

the monitoring process? Our work shows that such models are key to design 
monitoring systems that are controllable and achieve performance objectives. 
Aggregation functions of interest include histograms. 

 
• Which type of monitoring protocols operate efficiently in wireless and mobile 

environments? These environments pose additional challenges to decentralized 
real-time monitoring. For instance, mobility can cause frequent aggregation tree 
reconstructions, affecting the performance of the monitoring task. Wireless links 
with high loss rates can also impact this performance. 

 
 
The monitoring protocol developed as part of this thesis, A-GAP, can be improved in 
several ways. In the following, we give some examples. 
 
• A key mechanism in the solution presented in this thesis is filtering. An alterna-

tive for trading estimation accuracy for monitoring overhead is to use a rate-
control mechanism. It would be an interesting M.Sc. thesis project to develop a 
rate-based protocol with performance objectives and compare it to a filter-based 
one such as A-GAP. Our stochastic model and the design of A-GAP can be taken 
as a starting point for this task. 

 
• A-GAP attempts to solve a network-wide optimization problem in a distributed 

fashion. Finding a centralized algorithm for optimally solving the network-wide 
problem would provide a benchmark for A-GAP and help in improving the de-
sign of A-GAP. The first obstacle for finding such centralized algorithm is to find 
a closed-form formulation for the network-wide optimization problem, a chal-
lenging task per se. 

 
• In A-GAP, each node solves a local optimization problem. Currently, the solution 

is determined based on a grid search in a limited search space. Are there alterna-
tive and faster algorithms for solving the local problem? Similarly to the previous 
problem statement, a first step towards finding a faster algorithm could be to find 
a closed-form formulation for the local problem. 

 
• The stochastic model used in A-GAP assumes independence among local vari-

ables. Such an assumption does not hold in many networking scenarios. There-
fore, the question arises: what is the impact of correlated local variables on the 
performance of A-GAP? This is a challenging task, since the complexity of the 
problem grows with the square of the system size. 

 
• Currently, A-GAP re-configures the node filters periodically. Alternatively, this 

re-configuration could be event-triggered. This approach could significantly re-
duce the overhead or adaptation time. Different solutions could be studied in the 
context of a M.Sc. thesis. 
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• Security. Distributed protocols involve nodes that cooperate to achieve a com-
mon goal. Faulty or malicious nodes may jeopardize the achievement of this goal. 
One could make A-GAP robust against such situations by adding mechanisms 
that identify and isolate faulty or malicious nodes. 
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