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Introduction 

• The high energy consumption of Cloud is not just in 
the amount of computing resources used, but rather lies 
in the inefficient usage of these resources. 

 

• But efficient resource management in Cloud is not 
trivial: The workload is highly variable, causing 
dynamic resource usage patterns. 

 

• We propose a novel approach for dynamic 
consolidation of VMs, which is able to reduce energy 
consumption and maintain the level of SLA violation 
as low as 1%. 
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Related Work 

• Kusic et al. use Limited Lookahead Control (LLC) 

– Simulation-based learning 

– Not heuristic-based 

 

• VMware Distributed Power Management 

– Lower threshold 45% and upper threshold 81% 

– However fixed threshold is not suitable for dynamic and 

unpredictable system workloads. 
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System Model (1/4) 

• Power Model 

– The power consumption can be described by a linear 
relationship between the power consumption and CPU 
utilization even when DVFS is applied. 

 𝑃 𝑢 = 𝑘 ∗ 𝑃𝑚𝑎𝑥 + 1 − 𝑘 ∗ 𝑃𝑚𝑎𝑥 ∗ 𝑢 
 

– Studies show an idle server consumes approximately 70% of 
the full power consumption. 

 𝑃 𝑢 = 𝑃𝑚𝑎𝑥 ∗ 0.7 + 0.3𝑢  
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System Model (2/4) 

• Power Model (cont.) 

– The utilization may change over time due to the 

workload variability: 𝑢 𝑡  𝐸 =  𝑃 𝑢 𝑡  𝑑𝑡𝑡  

– To reduce the energy consumption, our approach is to 

improve the CPU utilization of physical nodes in a data 

center. 
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System Model (3/4) 

• Cost of VM Live Migration 

– The average performance degradation can be estimated 
as approximately 10% of CPU utilization. 

– Each VM migration may cause some SLA violation. 
Therefore it’s crucial to minimize the number of VM 
migrations. 𝑇𝑚𝑗 = 𝑀𝑒𝑚𝑜𝑟𝑦𝑗𝐵𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ𝑗 𝑈𝑑𝑗 = 0.1 ∗  𝑢𝑗 𝑡  𝑑𝑡𝑡0+𝑇𝑚𝑗𝑡0  
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System Model (4/4) 

• SLA Violation Metric 

𝑆𝐿𝐴 =   𝑈𝑟𝑗 𝑡 − 𝑈𝑎𝑗 𝑡  𝑑𝑡𝑡𝑀𝑗=1  𝑈𝑟𝑗 𝑡  𝑑𝑡𝑡𝑀𝑗=1  

 

A fraction of the difference between the requested MIPS 
and the actually allocated MIPS relatively to the total 
requested MIPS. 

It represents the percentage of the CPU performance that 
has not been allocated when demanded relatively to the 
total demand. 
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Allocation Policies (1/5) 

• Fixed Utilization Thresholds 

– Single Threshold (ST) 

• Keeping the total utilization of CPU below this threshold. 

– Minimization of Migrations (MM) 

– Highest Potential Growth (HPG) 

– Random Choice (RC) 

• Upper and lower threshold for hosts 

• Keeping the total utilization of CPU between these thresholds. 

• If falls below the lower threshold, all VMs have to be migrated 
from this host and the host has to be switched off. 

• If exceeds the upper threshold, some VMs have to be migrated 
from this host to reduce the CPU utilization. 
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Allocation Policies (2/5) 

• Dynamic Utilization Thresholds 

– CPU utilization of each VM can be described by 𝑢𝑗. (Sample history 
records) 

– Use Student’s t-distribution to model the distribution of the CPU 
utilization of hosts. 

– Upper threshold for host i 

• 𝑈𝑖 = 𝑢𝑗 𝑚𝑗=1 , 𝑆𝑈𝑖 =  𝑠𝑢𝑗2𝑚𝑗=1  

• 𝑇𝑢𝑖 = 1 − 𝑡𝑛−1 𝑃𝑢𝑢 ∗ 𝑆𝑈𝑖 + 𝑈𝑖 − 𝑡𝑛−1 𝑃𝑢𝑙 ∗ 𝑆𝑈𝑖 + 𝑈𝑖  

– Lower threshold for all hosts 

• 𝑈 = 1𝑁 𝑈𝑖𝑁𝑖=1 , 𝑆𝑈 = 1𝑁  𝑈𝑖 − 𝑈 2𝑁𝑖=1  

• 𝑇𝑙 =  𝑈 − 𝑡𝑛−1 𝑃𝑙 ∗ 𝑆𝑈 , 𝑖𝑓 < 𝑈𝑙𝑈𝑙 , 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.  

• We set 𝑈𝑙 = 30% found by previous work 10 



Allocation Policies (3/5) 
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Ex:  90% = 1 − 0.9 = 0.10 𝑡6 0.10 = 1.440 



Allocation Policies (4/5) 

• VM Reallocation 

12 



Allocation Policies (5/5) 

• VM Placement 

– MBFD (Modified Best Fit Decreasing) 
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Evaluation (1/7) 

• CloudSim 2.0 

– 1 data center 

– 1500 heterogeneous physical nodes 

• 1 CPU core (2000, 2500, 3000, 3500 MIPS) 

• 16GB RAM 

• 10GB/s network 

• 1TB storage 

– 500 heterogeneous VM requests 

• 1 CPU core (1000, 2000, 2500, 3250 MIPS) 

• 1GB RAM 

• 100Mb/s network 

• 1GB storage 

– Each VM uses CoMon project real workload data randomly from one 
of the servers. 
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Evaluation (2/7) 

• Parameters of the dynamic thresholds 

– 𝑃𝑙: Probability for the lower threshold from 90% to 99% 

– 𝑃𝑢𝑙: The lower bound of the probability interval for upper 
threshold from 90% to 98% 

– 𝑃𝑢𝑢: The upper bound of the probability interval for upper 
threshold from 95% to 99.9% 

• Compare two paired parameters 

– DT-90-90-95 

• The least energy consumption 

– DT-99-98-99.9 

• The least SLA violation and number of VM migrations 
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Evaluation (3/7) 
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Evaluation (4/7) 
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Evaluation (5/7) 
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Evaluation (6/7) 

19 



Evaluation (7/7) 
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Conclusion and Future Work 

• We have proposed a novel technique for the energy-efficient 
threshold-based dynamic consolidation of VMs with auto-
adjustment of the threshold values. 

 

• The experimental results show the proposed technique 
outperforms other policies in terms of SLA violation and 
number of VM migrations. 

 

• Future work focuses on multi-core CPU architectures, and 
multiple system resources such as memory and network. 

 

• We plan to implement it on a real-world Cloud platform, such 
as Aneka. 
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