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Abstract— We propose an adaptive token bucket algorithm for
achieving proportional sharing of bandwidth among aggregate
flows in differentiated service (DiffServ) networks. By observing
the simulation results obtained in a study of the throughput of
TCP flows in a DiffServ network, we note that the aggregate
flow with a lower target rate occupies more bandwidth than its
fair share, while the aggregate flow with a higher target rate
gets less than its fair share. The proposed algorithm solves this
unfairness problem by adjusting the target rate according to
the edge-to-edge feedback information. This algorithm does
not require any additional signaling protocol or measurement
of per-flow states, since it can be implemented in a distributed
manner using only two-bit feedback information carried in the
TCP acknowledgement. Using ns-2 simulations, we show that
the proposed algorithm provides fair bandwidth sharing under
various network conditions.

I. INTRODUCTION

Differentiated service (DiffServ) architecture has been pro-
posed as a solution for providing different levels of service to
satisfy different service requirements in a scalable manner [1].
In DiffServ architecture, IP flows are classified and aggregated
into different forwarding classes. These flows are marked with
different levels of priority at the edge of a network and are
dropped with different dropping mechanisms at the core of a
network. Therefore, DiffServ networks can provide Quality-
of-Service (QoS) over and above the current best-effort service.
The most prevalent forwarding mechanisms standardized by the
Internet Engineering Task Force (IETF) are Expedited Forward-
ing Per-Hop Behavior (EF PHB) [2] and Assured Forwarding
Per-Hop Behavior (AF PHB) [3]. The former is intended to
support traffic flows requiring a short delay and the latter is
intended to assure a minimum level of throughput. To assure
this minimum throughput, which is referred to as the target
rate or committed information rate (CIR), AF PHB introduces
two components; a packet marking mechanism administrated
by profile meters or traffic conditioners at edge routers and
a queue management mechanism at core routers. The packet
marking mechanism monitors and marks packets according to
the service profile at the edge of a network. If the measured
flow conforms to the service profile, the packets belonging to
this flow are marked with a high priority and receive better ser-
vice. Otherwise, the packets belonging to the non-conformant
part of a flow are marked with a low priority and receive best
effort service. The queue management mechanism, deployed
at core routers, provides preferential treatment for packets that
have high priority. During times of congestion, high priority
packets are forwarded preferentially and low priority packets
are dropped with higher probability.

The most prevalent profile meters are the Token Bucket (TB)
based marker [4]-[6] and the average rate estimator based (Time
Sliding Widow (TSW)) marker [7]-[11]. In DiffServ networks,
the most widely deployed queue management algorithm is the
RED-based algorithm (RED with In/Out (RIO)) [4]. Many
mechanisms have been proposed to assure the target rate [5],
[6], [7]. Moreover, considerable research has been done on
modeling TCP behavior in DiffServ networks [8], [9] and on
the conditions required for achieving the target rate [10].

In this paper, we focus on the fairness problem among aggre-
gates, especially when surplus bandwidth is available to be dis-
tributed among them or, conversely, when the demand made by
the aggregates exceeds the available capacity. The bandwidth
should be distributed fairly among all the aggregates sharing
the common bottleneck link. Considering the fact that the target
rate is determined by the terms of the Service Level Agreement
(SLA), which depends on the price that a customer pays, the
bandwidth should be distributed in proportion to the target rate.
We refer this policy as “proportional sharing of bandwidth”.

For proportional sharing 1 of bandwidth, we propose an adap-
tive token bucket algorithm. This algorithm differs from those
proposed in previous studies in the following respects. Firstly,
compared with the studies referred to in [5], [6], and [7], our
algorithm not only achieves the target rate, but also attempts
to provide each aggregate with its fair share of the bandwidth,
in proportion to the target rate. Secondly, the study referred to
in [12] aims to achieve proportional sharing of excess band-
width among aggregates, however, the algorithm [12] works
well for a restricted range of subscription-levels (20%∼70%)
only, while our scheme is designed to work well, regardless
of the subscription-level, including in the case where the net-
work is over-subscribed. Thirdly, unlike in the previous studies
referred to in [6], [13] and [14], our approach to solve this un-
fairness problem is based on feedback information, which does
not require any additional signaling protocol or measurement
of per-flow states. The proposed algorithm adapts the target
rate according to the congestion level of the network. It utilizes
edge-to-edge feedback information and the feedback informa-
tion is conveyed using TCP acknowledgements (ACK).

The remainder of the paper is organized as follows. The pre-
liminary simulation results in Section II provide the motivation
for this paper. We study the unfairness problem by observing
the TCP throughput of aggregate under several different condi-
tions. Based on these observations, in Section III we propose

1Note that the notion of proportional fairness [11] is different from that of
proportional sharing of bandwidth. We use the term “proportional sharing of
bandwidth” to denote that each aggregate flow occupies bandwidth proportional
to its target rate.
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an adaptive token bucket algorithm for proportional bandwidth
sharing, and present its architecture and the algorithm used for
its implementation. Section IV presents the simulation results,
in order to show the effectiveness of the proposed algorithm
using ns-2. Section V concludes this paper.

II. MOTIVATION

This section provides the motivation for this study. The ns-2
simulation study in this section shows that the use of the current
Token Bucket (TB) algorithm in DiffServ networks causes un-
fairness among aggregates that have different target rates. Our
study shows that if the aggregate has a relatively lower/higher
target rate, it occupies more/less bandwidth than its fair share.

For simplicity, we consider the case in which two identical
TCP aggregates, denoted by Agg1 and Agg2, with different
target rates Rt,1[packets/s] and Rt,2[packets/s] (Rt,1 < Rt,2)
compete with each other for the bandwidth of a common bottle-
neck link whose capacity is C [packets/s]. Figure 1 shows the
simple network configuration used for the simulation, which
is nevertheless sufficient to reveal the unfairness. Further de-
tails about the simulation configuration are provided in Section
IV. At the ingress edge routers, E1 and E2, the TB algorithm
marks the packets as either IN or OUT, by monitoring the char-
acteristics of the incoming aggregate flows and comparing them
with the service profile. Those packets that follow this pro-
file, which is specified in terms of target rate 2 and bucket size,
are marked as IN, while those packets that do not are marked
as OUT. Edge router queues implement the drop-tail policy.
When packets arrive at core router C1, they are handled dif-
ferently according to their marking status. Packets marked as
IN will be forwarded preferentially; OUT packets are dropped
first on congestion and IN packets will not be dropped before
OUT packets are dropped. Core router queues are managed by
the non-overlapping RIO active queue management scheme [4].

We consider that a network is under-subscribed or over-
provisioned if

∑
i Rt,i < C, and that a network is over-

subscribed or under-provisioned if
∑

i Rt,i > C. Let us define
the Fair Share of the ith aggregate, Rf,i as

Rf,i = Rt,i + (C −
∑

i

Rt,i)
Rt,i∑
i Rt,i

=
Rt,i∑
i Rt,i

C. (1)

In order to quantify the discrepancy between the actual through-
put ri and Rf,i, we define the Relative Gain of the ith aggre-
gate, Gi as Gi = ri/Rf,i.

The following simulation study demonstrates the unfair-
ness problem when the network is under-subscribed or over-
subscribed.

2The target rate in the TB algorithm is equivalent to the token generation rate.
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Fig. 2. Unfair bandwidth allocation in the under-subscription case with the
token bucket algorithm: r1 > Rf,1, r2 < Rf,2

 2

 4

 8

 10

 0  20  40  60  80  100

R_f1

R_f2

th
ro

ug
hp

ut
 (

M
b/

s)

time (sec)

r_1
r_2

 0

 2

 4

 6

 8

 10

 12

 6  8  10  12  14

th
ro

ug
hp

ut
, f

ai
r 

sh
ar

e 
(M

b/
s)

R_t2 (Mb/s)

r_1
R_f1

r_2
R_f2

(a) Rt,1=5Mb/s and Rt,2=10Mb/s (b) Rt,1=5Mb/s and Rt,2=5∼15Mb/s

Fig. 3. Unfair bandwidth allocation in the over-subscription case with the
token bucket algorithm: r1 > Rf,1, r2 < Rf,2

A. Under-subscription case

Figure 2 shows the unfairness problem when the network is
under-subscribed. In Fig. 2(a), i.e., Rt,1=1Mb/s, Rt,2=5Mb/s,
and C=10Mb/s, we can see that Agg1 gets more bandwidth
than Rf,1=1.67Mb/s, while Agg2 gets less bandwidth than
Rf,2=8.33Mb/s. In order to confirm this unfairness with vari-
ous sets of target rates, we repeated the simulation; with a fixed
value of Rt,1=1Mb/s and Rt,2 changed from 1Mb/s to 9Mb/s.
As shown in Fig. 2(b), Agg1 which has a lower target rate still
occupies more bandwidth than its fair share, i.e., r1 > Rf,1,
while Agg2 occupies less than Rf,2. It is worthwhile to note
that so long as the network is under-subscribed, the surplus
bandwidth, (C − ∑

i Rt,i), is distributed near equally, not
proportionally, among the aggregates participating in the con-
tention. This explanation is supported by Fig. 2(b), where r1

decreases linearly, while r2 increases linearly.
Remark 1: If the target rates of two aggregates are the

same, the surplus bandwidth is evenly shared by these two ag-
gregates. Moreover, as the difference between the total target
rate and the bottleneck link capacity decreases, the unfairness
of the bandwidth sharing also decreases.

B. Over-subscription case

In order to examine the unfairness problem for over-
subscription cases, we performed similar simulations to those
conducted for the under-subscription cases. Fig. 3 shows the
throughput of the two aggregates and their corresponding fair
shares when Rt,1=5Mb/s and Rt,2=10Mb/s (Fig. 3(a)) and
when Rt,1 is fixed at 5Mb/s and Rt,2 varies from 5Mb/s to
15Mb/s (Fig. 3(b)). Figure 3(a) shows that r1 and r2 are nearly
the same, although Rt,2 is twice that of Rt,1. This unfairness
can also be observed in Fig. 3(b), which shows that no matter
how large Rt,2 is, the bandwidth occupied by Agg2 is almost
the same as that occupied by Agg1. Figure 3 reconfirms the
fact the unfairness problem occurs when the network is over-
subscribed.
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Remark 2: As the total target rate exceeds link capacity and
increases, the unfairness among aggregates with different target
rates also increases. Conversely, as the difference between the
total target rate and the link capacity, (

∑
i Rt,i−C), decreases,

the throughput of each aggregate approaches to its fair share
and the unfairness problem among aggregates is alleviated.

III. ADAPTIVE TOKEN BUCKET ALGORITHM

A. Design rationale

Remark 1 and Remark 2 in Section II give a clue to the prob-
lem of unfair bandwidth sharing; they show that if a network is
well-provisioned, there is no bias in favor of the aggregate that
has the lower target rate. By taking this fact as a starting point,
we argue that the unfairness problem can be alleviated by mak-
ing a network well-provisioned, whether the network is actually
under-subscribed or over-subscribed. We adjust the target rates,
so that the sum of the target rates matches the bottleneck link
capacity, while keeping the ratio of their original values fixed,
i.e,

R
′
t,i = (1 ± δ)Rt,i such that

∑

i

R
′
t,i = C. (2)

Here δ (> 0) is an adjustment factor. If a network is under-
subscribed/over-subscribed, we increase/decrease the target
rates in proportion to their original values.

In order to accomplish proportional bandwidth allocation, we
need to know whether the network is under-subscribed or over-
subscribed, so that we can adjust the target rates accordingly.
We believe that the solution to this problem should be consis-
tent with the philosophy of DiffServ, i.e., “moving complexity
to the edges of the network”. The solution adopted should not
require any per-flow state at the core routers, for the sake of
scalability, or any critical changes either in the edge routers or
the current transport-layer protocol, for the sake of compati-
bility. A solution that allocates the bandwidth proportionally
should have the following two properties.
• The target rates should be adjusted so that their sum

matches the bottleneck link capacity as closely as possi-
ble.

• The adjustment of the target rates should be performed at
the edge routers in a distributed manner, without maintain-
ing any per-flow state.

B. Architecture and algorithm

The preferential dropping at the core routers provides a good
indication of the state of congestion. If the network is far from
being congested, IN packets will rarely be dropped and the
dropping probability for the IN packets, pin, will be insignif-
icant. Otherwise if the network is heavily congested, almost
all of the OUT packets will be dropped. Also, in this case, a
certain proportion of the IN packets will be dropped and pin

will not be negligible. Thus, by estimating pin we can infer the
state of congestion and determine whether we should increase
or decrease the target rate. The egress edge router is in charge
of estimating pin and generating feedback information for ad-
justing the target rate. Then, the feedback information can be
carried in a two-bit flag in a packet header via TCP receivers
and TCP senders, and finally it is utilized at the ingress edge
router when adjusting the target rate. The functionality of each
component can be summarized as follows:

• Core router: preferential dropping
• Egress edge router: generating feedback information
• TCP receiver and TCP sender: conveying the feedback in-

formation
• Ingress edge router: adjusting the target rate based on the

feedback information
The egress edge router estimates pin and makes decisions

about changing the target rate. Here, we assume that the
networks support the Explicit Congestion Notification (ECN)
mechanism [15], which has been proposed as a solution for con-
veying the congestion signaling rapidly and explicitly to TCP
senders. We utilize the ECN mechanism for estimating pin. Be-
cause the ECN mechanism marks packets instead of dropping
3 them as a means of signaling congestion, we can make use of
this information to estimate pin at the egress edge router. Let us
denote p̄in and p̂in as the moving average and the estimate of
pin, respectively. First, we calculate p̄in as the fraction of ECN-
marked packets in the recently arrived N IN packets. Next, we
obtain p̂in as the weighted average of p̄in, in order to reduce the
bursty nature of TCP, i.e., p̂in = (1 − w)p̂in + wp̄in. Here, we
set the window size, N , to 10 and the weight, w, to 0.1. Using
p̂in, the edge router makes a decision about changing the target
rate. If p̂in is smaller than a given threshold close to zero, pth

min,
then the edge router sets the ITR (Increase Target Rate) bit in
the IP header of a packet, which can be used to indicate the
need to increase the target rate. Similarly, if p̂in is larger than
a certain threshold pth

max that is close to the maximum value of
pin (pin

max) in the RIO algorithm, then the edge router sets the
DTR (Decrease Target Rate) bit in packet’s header, i.e.,

if (p̂in < pth
min) −→ Set ITR bit in IP header,

else if (p̂in > pth
max) −→ Set DTR bit in IP header.

(3)

When assigning the ITR and DTR bits in the IP header of a
packet, we can make use of the currently unused two-bit sub-
field in the IPv4 Type-Of-Service (TOS) field or IPv6 Traffic
Class (TC) field.

Ideally, this feedback information should be conveyed from
the egress edge router where the information is generated to the
ingress edge router where it is utilized. However, it is impossi-
ble to communicate directly with these edge routers without the
aid of any additional signaling protocol, because current IP net-
works do not have any signaling architecture for this feedback
information. Hence, we have to find a way to convey the infor-
mation to the ingress edge router. The TCP ACK packet can
serve as a good transporter for this purpose. If TCP receivers
receive a packet whose ITR or DTR bit is set, they simply ex-
tract these flags from the IP header and copy them into the un-
used field in the TCP header in order for them to be fed back
to the TCP senders. Similarly, the TCP senders have the role of
conveying information to the ingress edge router. Because the
feedback information consists of only two one-bit flags, this
does not create a great deal of overhead.

The ingress edge routers are in charge of adjusting the tar-
get rates. When the feedback information is conveyed in packet
headers, the rate at which the information is transported to each
ingress router is not identical. As the sender transmits more
packets, the ingress edge router updates its target rate more

3Although the packets are marked rather than dropped in ECN-capable net-
works, we use the term “drop” and “dropping probability” to avoid confusion
between ECN marking and priority (IN/OUT) marking.
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frequently. In order to resolve the possible imbalance in the
update rates among the ingress edge routers, we introduce a
timer whose interval is Ts. When the timer expires, the tar-
get rate is updated. The timer resides on each ingress router,
and does not need to be synchronized. We introduce a variable
numATR, which is used to determine whether to increase or
decrease the target rate. It is initialized on expiration of the
timer and is increased/decreased by one upon the receipt of a
packet whose ITR/DTR bit is set. At each expiration of the
timer, if numATR is positive/negative then the target rate is
increased/decreased by δ, i.e., R

′
t = (1± δ)Rt. There is a trade

off to take into account when setting the values of Ts and δ. If
Ts is too small or δ is too big, then the target rate will fluctu-
ate and will not converge toward a level which corresponds to a
fair share of the bandwidth. In the opposite case, the response
to changes in the network will be slow.

IV. SIMULATION

A. Simulation setup

The network used for the simulation consists of four au-
tonomous systems (AS), each of which has an edge router, and
two core routers that are connected to edge routers as shown
in Fig. 1. We consider two one-directional aggregate flows
sharing a common bottleneck link, which is the link between
two core routers and has capacity of C [packets/sec]. Each AS
contains many TCP senders/receivers (Ni=50) and one UDP
sender/receiver.

We use greedy FTP applications over a TCP connection and
CBR (Constant Bit Rate) applications over UDP connections,
whose sending rate is one tenth of the target rate, i.e., 0.1Rt,i.
The parameters for RIO are set to (qout

min, qout
max, pout

max) = (10,
50, 0.1) for OUT packets and (qin

min, qin
max, pin

max) = (50, 80,

0.02) for IN packets. Here, q
in/out
min and q

in/out
max denote the min-

imum and maximum thresholds for the IN and OUT packets,
respectively, and p

in/out
max is the maximum dropping probability

for IN/OUT packets. Note that pin and pout do not overlap, be-
cause qout

max ≤ qin
min. The propagation delays and the capacities

of the links are shown in Fig. 1.
We set the thresholds pth

min and pth
max in (3), to 0.005 and

0.02, respectively. We set the interval of the timer that is used to
update the target rate, Ts, to 20ms and the adjustment parameter
in (2), δ, to 0.0001.

B. Simulation 1: Performance comparison with token bucket
algorithm

The first simulation is designed to show that the proposed
algorithm can solve the problem of unfair bandwidth allocation.
In the simulation, Rt,1 is fixed at 5Mb/s and Rt,2 varies from
1Mb/s to 15Mb/s.

Figure 4 compares the throughputs and relative gains of the
TB algorithm and the adaptive token bucket (ATB) algorithm.
As shown in Fig. 4(a), the throughput in the case of the ATB
algorithm, ri,ATB , is close to its fair share, whether the net-
work is under-subscribed (Rt,2 <5Mb/s) or over-subscribed
(Rt,2 >5Mb/s). However, if the TB algorithm is used, the per-
formance is degraded significantly when the difference between
Rt,1 and Rt,2 is large. Once Rt,2 exceeds 5Mb/s, r1,TB and
r2,TB tends to share the bandwidth almost equally, even though
Rt,2 is higher than Rt,1 by 10Mb/s, as shown in Fig. 4(a).
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On the other hand, when the ATB algorithm is used, r1,ATB

and r2,ATB lie within 0.5Mb/s of their fair shares. Figure 4(b)
shows that if the ATB algorithm is adopted, the relative gains of
the two aggregates, G1,ATB and G2,ATB , do not exceed 1.3 and
do not fall below 0.85 for the entire range of Rt,2. In contrast
to ATB, if TB is used, G2,TB is about 1.8 when Rt,2=1Mb/s,
and G1,TB and G2,TB are about 1.8 and 0.7, respectively, when
Rt,2=15Mb/s.

These simulation results confirm that the ATB algorithm
greatly alleviates the problem of unfair bandwidth allocation.

C. Simulation 2: Performance evaluation of the ATB algorithm

This simulation was performed in order to explain how the
ATB algorithm adjusts its target rate according to the con-
dition of network, and makes the throughput approach to its
target rate. We consider a simulation scenario wherein three
aggregates share a common bottleneck link. For the under-
subscription case, the target rates are set to {Rt,i}=(1,2,5)
Mb/s and C=15Mb/s. Similarly, for the over-subscription case,
{Rt,i} are set to (2,5,8) Mb/s and C=10Mb/s. Note that
{Rf,i}=(1.875, 3.75, 9.375) Mb/s for the under-subscription
case and {Rf,i}=(1.333, 3.333, 5.333) Mb/s for the over-
subscription case.

Figure 5 shows the target rates and the throughputs of the
three aggregates when the network is under-subscribed (Fig.
5(a)) and over-subscribed (Fig. 5(b)). These figures show that
the ATB algorithm increases or decreases the target rates, in or-
der that they approach the values corresponding to fair share of
bandwidth allocation. Therefore, the ATB algorithm can allo-
cate the bandwidth proportionally to the original target rates.
Note that the target rates are adjusted using only a two-bit feed-
back signal, however this is not sufficient to match them per-
fectly to their fair shares. This limitation on the feedback in-
formation makes the target rate slightly smaller than the corre-
sponding fair share, as shown in Fig. 5.
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TABLE I
EFFECT OF ROUND-TRIP TIME AND THE NUMBER OF CONNECTIONS

Under-subscription case: {Rt,i}=(1,2,5) Mb/s, C=15Mb/s, and {Rf,i}=(1.875,3.75,9.375) Mb/s
T i [ms] Ni ri,T B [Mb/s] ri,AT B [Mb/s]

∑
i ri,T B

∑
i ri,AT B Gi,T B Gi,AT B

(100,100,100) (50,50,50) (3.03, 4.13, 7.48) (2.22, 3.97, 8.74) 14.64 14.93 (1.62, 1.10, 0.80) (1.18, 1.06, 0.93)
(100,100,100) (30,50,100) (2.22, 3.95, 8.53) (2.00, 3.85, 9.06) 14.70 14.92 (1.18, 1.05, 0.91) (1.07, 1.03, 0.97)
(100,100,100) (100,50,30) (4.21, 4.11, 6.31) (2.49, 4.14, 8.30) 14.63 14.93 (2.25, 1.10, 0.67) (1.33, 1.11, 0.89)
(80,100,150) (50,50,50) (3.05, 4.31, 7.26) (2.26, 3.97, 8.73) 14.61 14.94 (1.63, 1.15, 0.77) (1.21, 1.06, 0.93)
(150,100,80) (50,50,50) (2.90, 4.19, 7.66) (2.20, 3.94, 8.79) 14.75 14.95 (1.55, 1.12, 0.82) (1.17, 1.05, 0.94)

Over-subscription case: {Rt,i}=(2,5,8) Mb/s, C=10Mb/s, and {Rf,i}=(1.333,3.333,5.333) Mb/s
T i [ms] Ni ri,T B [Mb/s] ri,AT B [Mb/s]

∑
i ri,T B

∑
i ri,AT B Gi,T B Gi,AT B

(100,100,100) (50,50,50) (2.04, 3.79, 3.97) (1.61, 3.38, 4.95) 9.79 9.94 (1.53, 1.14, 0.74) (1.21, 1.02, 0.93)
(100,100,100) (30,50,100) (1.65, 3.63, 4.43) (1.53, 3.29, 5.09) 9.71 9.91 (1.24, 1.09, 0.83) (1.15, 0.99, 0.95)
(100,100,100) (100,50,30) (2.43, 4.50, 2.95) (1.81, 3.76, 4.39) 9.88 9.96 (1.83, 1.35, 0.55) (1.36, 1.13, 0.82)
(80,100,150) (50,50,50) (2.29, 4.39, 3.14) (1.78, 3.61, 4.57) 9.82 9.96 (1.72, 1.32, 0.59) (1.33, 1.08, 0.86)
(150,100,80) (50,50,50) (1.88, 2.95, 5.04) (1.58, 3.51, 4.87) 9.88 9.96 (1.41, 0.89, 0.95) (1.19, 1.05, 0.91)

D. Simulation 3: Effect of system parameters on the perfor-
mance

Up to now, we have focused on simulation scenarios wherein
all aggregates are identical except for the target rates. However,
the throughput of aggregates in DiffServ networks is influenced
by RTT and by the number of flows within these aggregates, as
well as by the target rates [16]. Let us denote T i as the average
round-trip time of flows belonging to the ith aggregate. In this
simulation, by setting T i and Ni differently for each aggregate,
we study the effect of system parameters such as T i and Ni on
the performance of the ATB algorithm.

Table I lists the performance indexes, ri and Gi, and com-
pares the performances of the TB algorithm and the ATB al-
gorithm when T i and Ni change. We expect that when N1

is larger than N3, or when T 1 is shorter than T 3, Agg1,
which has a lower target rate, becomes more aggressive and
gets much more bandwidth than its fair share. In Table I,
when {Ni}=(100, 50, 30) for the under-subscription case,
G1,TB is bigger than two and G3,TB is about two-thirds, while
G1,ATB is around 1.3 and G3,ATB is around 0.9. Also, when
{Ni}=(100, 50, 30) for the over-subscription case, G3,TB is
about one half, which means that the third aggregate can only
occupy one half of its fair share, however, this unfairness is
significantly improved when the ATB algorithm is used, i.e.,
G3,ATB is larger than 0.8. Table I also shows that the TB algo-
rithm is biased toward aggregates with a shorter round-trip time
and that this bias is alleviated by the ATB algorithm. Moreover,
we note that the total throughput of the three aggregates is in-
creased slightly more in the case where the ATB algorithm is
used than in the case where the TB algorithm is used.

V. CONCLUSION

We studied the unfairness problem associated with band-
width allocation in DiffServ networks by observing the
throughput of TCP flows during simulations. Based on these
observations, we proposed an adaptive token bucket algorithm
to solve this unfairness problem. The main idea of the algo-
rithm is to adjust the target rates according to feedback infor-
mation, so that the network is close to being well-provisioned.
We implemented this algorithm in a distributed manner using
only two-bit feedback information conveyed in a packet header.
Hence, the proposed algorithm does not require any measure-
ments based on per-flow states. In this way, the aggregates can
obtain their fair share of the bandwidth. The simulation results
confirmed that the adaptive token bucket algorithm can solve

the problem of unfair bandwidth allocation under various net-
work conditions.

In future studies, we will analyze the cause of the unfair-
ness problem in the conventional profile meter such as the to-
ken bucket algorithm, and we will study the performance of the
ATB algorithm using multiple bottleneck scenarios.
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