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Abstract

We present an all-atom additive empirical force field for the hexopyranose monosaccharide form of

glucose and its diastereomers allose, altrose, galactose, gulose, idose, mannose, and talose. The model

is developed to be consistent with the CHARMM all-atom biomolecular force fields, and the same

parameters are used for all diastereomers, including both the α- and β-anomers of each

monosaccharide. The force field is developed in a hierarchical manner and reproduces the gas-phase

and condensed-phase properties of small-molecule model compounds corresponding to fragments

of pyranose monosaccharides. The resultant parameters are transferred to the full pyranose

monosaccharides and additional parameter development is done to achieve a complete hexopyranose

monosaccharide force field. Parametrization target data include vibrational frequencies, crystal

geometries, solute – water interaction energies, molecular volumes, heats of vaporization, and

conformational energies, including those for over 1800 monosaccharide conformations at the MP2/

cc-pVTZ//MP2/6-31G(d) level of theory. Though not targeted during parametrization, free energies

of aqueous solvation for the model compounds compare favorably with experimental values. Also

well-reproduced are monosaccharide crystal unit cell dimensions and ring pucker, densities of

concentrated aqueous glucose systems, and the thermodynamic and dynamic properties of the

exocyclic torsion in dilute aqueous systems. The new parameter set expands the CHARMM additive

force field to allow for simulation of heterogeneous systems that include hexopyranose

monosaccharides in addition to proteins, nucleic acids, and lipids.
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Introduction

Carbohydrates are being increasingly recognized for their important roles in biology and

chemistry. The well-known carbohydrate polymers cellulose and starch provide structure and

a storehouse of energy in plants.1 In humans, the highly-branched carbohydrate polymer

glycogen serves as a rapidly-available energy reserve, and disturbances in the interconversion

between intracellular glycogen and plasma glucose is a hallmark of type 2 diabetes.2,3 Protein

glycosylation in eukaryotes serves to aid in protein folding, quality control, and localization,
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4 highlighting the importance of carbohydrates in molecular recognition. In disease-causing

prokaryotes, conjugates of carbohydrates with peptides, in the form of peptidoglycans, and

with lipids, in the form of lipopolysaccharide, play important roles in pathogenesis,5,6 while

changes in glycosylation patterns are seen in cancer7; these examples reveal the potential

impact that carbohydrate research can have on human disease. Finally, interest in carbohydrates

in the field of chemistry has seen a surge, as these molecules have applications both as biofuels

and as chemical feedstock.8,9

Empirical force field simulations provide a means of probing atomic level-of-detail properties

such as structure, dynamics, and thermodynamics that are difficult or impossible to deduce

using experimental methods.10 Such simulations can help to inform and suggest new directions

of research in the rapidly-growing fields of glycobiology and biofuels. To perform simulation

studies at a level of accuracy representative of the experimental regimen, it is necessary to have

a well parametrized force field suitable for simulations in the condensed phase. Significant

efforts have already been made toward molecular-mechanics force fields for modeling

carbohydrates.11–22 Unfortunately, in these models there has been substantial variability in the

methods used to develop both the bonded and nonbonded parameters, not to mention

differences in force-field functional forms. While such differences are of no consequence when

simulating only carbohydrates using a single force field, they become problematic when

attempting to model heterogeneous systems using other protein, nucleic acid, and lipid force

fields. Differences in functional forms lead to obvious problems in computational

implementation. Both differences in functional form and parameterization methods lead to the

more subtle, but perhaps more important, problem of the balance of interaction energies caused

by a lack of consistency between classes of molecules. We do note that an effort in this direction

has been made in the most recent version of the GLYCAM carbohydrate force field so as to

make it applicable to all molecular classes,23 though further work is required to apply and

validate it for modeling proteins, nucleic acids, and lipids.

Toward the ultimate aim of a comprehensive molecular mechanics force field for the simulation

of carbohydrate polymers and compatible with the existing CHARMM all-atom protein,24,25

nucleic acid,26–28 and lipid force fields,29–34 we present a force field model for glucopyranose

and its diastereomers (Figure 1). Glucose in its hexopyranose form (glucopyranose, Figure 1d)

is the basic subunit of the polymers cellulose, starch, and glycogen. Glucopyranose and its

diastereomers such as galactose (Figure 1c) and mannose (Figure 1g) are the building blocks

of a large number of biologically and chemically important carbohydrate polymers.

Accordingly, development of a force field for hexopyranoses represents a first major step

towards the creation of a comprehensive carbohydrate force field.

Parameter Development Approach

An important goal of the present work was to develop a force-field model that is consistent

with existing force fields for other biomolecules, thereby enabling the simulation of

heterogeneous systems. We achieve this goal by using the same functional form and

parametrization procedure as the other CHARMM all-atom additive biomolecular force

fields10 that have been developed for proteins, nucleic acids, and lipids. Solute-water

interactions guide the development of nonbonded parameters, so as to ensure a proper balance

between water – water, water – solute, and solute – solute interactions, the so-called “interaction

triad.” Both partial atomic charge and Lennard-Jones parameter values are adjusted to

reproduce scaled quantum mechanical solute – water interaction energies and distances, and

are further refined in a self-consistent fashion so as to also reproduce experimental heats of

vaporization and molecular volumes for neat liquids. Additionally, 1,4-nonbonded interactions

are treated in the same fashion as in the rest of the CHARMM force field in that there is no

scaling of either the electrostatic or the Lennard-Jones portion of these interactions. This not
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only ensures compatibility with the protein, nucleic acid, and lipid parameters, but also

facilitates the reproduction of monosaccharide conformational energetics.35

As is typical in the development of biomolecular force fields,24,36–38 the parameters were

developed in a hierarchical fashion. A partial parameter set was created using small-molecule

model compounds corresponding to fragments of the hexopyranose monosaccharides. The

model compounds were: methanol, ethanol, isopropanol, ethylene glycol, cyclohexane, and

tetrahydropyran (Figure 2). The model-compound parameters were then applied to the

pyranose monosaccharides, missing parameters were developed, and the completed

monosaccharide force field was validated for its ability to reproduce calculated quantum

mechanical as well as experimental properties. The hierarchical approach makes the parameter

development process tractable by minimizing the number of parameters that must be

simultaneously optimized while limiting the number of atom types that can be used, thereby

reducing the dimensionality of parameter space. The validation step at the end of the parameter-

development process ensures that the parameters are indeed transferable from the small-

molecule model compounds to the full pyranose monosaccharides.

Reference experimental properties used for development and validation of the model

compound parameters were the thermodynamic quantities heat of vaporization (ΔHvap),

molecular volume (Vm), and free-energy of aqueous solvation (ΔGsol); infrared vibrational

frequencies; x-ray crystallographic intramolecular and unit-cell geometries; densities of

concentrated aqueous glucose solutions; and the thermodynamics and dynamics of exocyclic-

group rotation. The targeted computed quantum mechanical (QM) properties were vibrational

frequencies, conformational energies, solute – water interaction energies, and dipole moments.

After the model compounds parameters were finalized, the applicable parameters were used

to construct a preliminary monosaccharide force field. The only missing parameters at this

stage were a subset of dihedrals. These were fit to over 1800 QM hexopyranose conformational

energies. These included rotation of hydroxyl groups, rotation of the exocylic hydroxymethyl,

and ring deformations leading to chair-to-boat conversions. The parameters were also tested

for their ability to reproduce QM conformational energies for the pyranose mannose, which

was not in the dihedral parameter training set. Final testing and parameter adjustment was done

to ensure proper monosaccharide behavior in both the crystalline and solution phases, as the

ultimate goal was to produce a condensed-phase carbohydrate force field. These tests consisted

of molecular dynamics (MD) simulations of infinite crystals, of dilute solutions, and of

concentrated solutions, and confirmed the ability of the force field to reproduce crystal

geometries including ring pucker, the dynamics and thermodynamics of rotation of the exocylic

hydroxymethyl in solution, and the densities of 1 M, 2 M, and 5 M glucose – water solutions.

The remainder of the manuscript describes details of the development of parameters for the

various functional groups, starting with the alkane and hydroxyl functionalities and then

moving to the ring and ring ether groups. This is followed by a description of parameter

development for complete pyranose monosaccharides. The fine details of the various methods,

as required to reproduce the computations, are reserved for a “Methods” section located at the

end of the manuscript, and additional supporting data is provided as “Supplementary Material.”

Finally, an Appendix is included showing why the Cremer and Pople ring-pucker parameter,

θ, should be computed from an averaged structure, rather than as an ensemble average.

Results and Discussion

Alkane and Hydoxyl Functionalities

Alkanes—The alkane parameters used in the development of the current force field were

taken directly from a recent update to the CHARMM additive alkane parameters that accurately
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reproduce not only the properties of short linear and branched alkanes (2 ≤ n ≤ 4), but also long

linear alkanes (n = 7, 10).39 In addition to having been validated in the context of the linear

alkanes, these parameters have also been shown to be appropriate when used in the context of

ethers.39 Furthermore, the parameters are only minimally different than the prior version of

the CHARMM alkane parameters31,32,34 and were developed using the same methodology,

but employing a larger set of model compounds. Finally, they were designed to be compatible

with the highly-optimized CHARMM protein,24,25 nucleic acid,26–28 and lipid29–34

biomolecular force fields. As such, we constrained ourselves not to modify these alkane

parameters in the development of the present carbohydrate force field.

Alcohols—To determine force field parameters for the hydroxyl moiety in the pyranose

monosaccharides, we started with the alcohol series of methanol, ethanol, and isopropanol

(Figure 2b–d). The original CHARMM22 parameters24 for these three alcohols yield Vm and

ΔHvap values within a ±2% window of error with respect to experimental results at laboratory
temperature and pressure. However, because of the updates to the alkane nonbonded
parameters, the hydroxyl nonbonded parameters also required updating. In particular, the
oxygen Lennard-Jones σ value was updated from 0.1521 kcal/mol to 0.1921 kcal/mol and the
ε value from 1.770 Å to 1.765 Å. The partial charges on the hydroxyl oxygen and hydrogen
were also updated, from values of −0.66 and 0.43 electrons respectively, to the new values of
−0.65 and 0.42 electrons. These small changes reflected the prior small changes to the alkane
nonbonded parameters.40

Like the CHARMM22 parametrization, the updated model is able to reproduce both the
experimental Vm and ΔHvap data for these three alcohols (Table 1). The experimental ΔGsol
values in Table 1 were not directly targeted in the parametrization as they are computationally
costly to determine relative to the other two thermodynamic properties. Nonetheless, the values
are within 0.5 kcal/mol of experimental values showing that, for this set of compounds,
solvation free-energy is well-reproduced by parameters that reproduce Vm and ΔHvap.

Scaled HF/6-31G(d) solute – water interaction energies and distances were used to guide the
development of hydroxyl nonbonded parameters that yield accurate reproduction of Vm and
ΔHvap. In order to generate parameters appropriate for a condensed phase force-field, a scale
factor of 1.16 needs to be applied to the Hartree-Fock (HF) energies and the HF distances need
to be reduced by 0.2 Å.24,41 The solute – water interaction energies were determined by
optimizing the distance between the water molecule and the alcohol at fixed relative
orientations, with the TIP3P geometry42 for the water molecule and an MP2/6-31G(d)-
optimized geometry for the alcohol. Using these geometries, the scaled HF interaction energy
is calculated simply as 1.16*(Epair – Esolute – Ewater) with no basis-set superposition-error
correction, so as to be consistent with the CHARMM additive force field development protocol.
With the appropriate scaling, these QM distances and energies serve as guides for the
development of nonbonded parameters that are capable of reproducing condensed-phase
properties and maintain a proper balance in the water – water, water – solute, and solute –
solute “interaction triad.” The scaling is required as it is not possible to simultaneously
reproduce both QM interaction energies and bulk properties in a pairwise-additive molecular
mechanics framework.43

The solute – water interaction geometries for methanol use various water orientations to probe
this simple alcohol both as a hydrogen bond donor and a hydrogen bond acceptor (Figure 3).
The orientation of the water molecule and the internal geometry of the model compound are
chosen so as to minimize all other water – solute interactions, especially between the water
and aliphatic moieties, since the goal is to probe hydrogen bonding and also because the HF
method does a poor job of modeling dispersion interactions that are important for interactions
involving aliphatic carbon and hydrogen atoms.44 A similar protocol is used to calculate the
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molecular mechanics (MM) energies and distances, using a model-compound geometry
optimized in the MM representation prior to construction of the solute-water system and
optimization of the hydrogen bond distance. The CHARMM22 and current force-field energy
and distance values are notable for their similarity both to each other and to the HF target data
(Table 2). In particular both force fields overestimate the absolute value of the scaled HF
interaction energy by 0.1 to 0.5 kcal/mol and both nearly exactly reproduce the shortened HF
interaction distance. These results are consistent with the similar performance of the two force
fields with regard to the thermodynamic target data and reflect the relatively small changes
that needed to be made to the CHARMM22 hydroxyl nonbonded parameters in order to achieve
good thermodynamic properties in the current parameterization using the updated alkane
parameters.

The QM conformational energies for the alcohols were calculated at the MP2/cc-pVTZ
level45,46 by constraining the dihedral angle of interest to a fixed value and fully optimizing
(relaxing) all other degrees of freedom. The MP2/cc-pVTZ model chemistry was chosen for
these relaxed potential energy scans because it offered a favorable combination of accuracy
and computational tractability based on prior studies. In particular, ethylene glycol47 and
tetrahydropyran conformational energetics48 are well-accounted for at reasonable
computational cost as compared to more complicated model chemistries. Figure 4c shows that
both the original CHARMM22 and the current optimized parameter set exactly reproduce the
rotational energy profile about the central C-C bond in ethanol. Additionally, the new
parameters exactly reproduce the surfaces for rotation of the methanol, ethanol, and
isopropanol hydroxyl groups whereas the older CHARMM22 parameterization slightly
underestimates the MP2/cc-pVTZ barriers for methanol hydroxyl rotation and overestimates
one of the two barriers for both ethanol and isopropanol hydroxyl rotation (Figures 4a,b,d).

The vibrational frequencies of the three alcohols were calculated using the MP2/6-31G(d)
model chemistry.49 The starting conformation for the MP2/6-31G(d) optimization was that of
the global energy minimum as determined from the MP2/cc-pVTZ scans, and the calculated
frequencies were scaled by 0.9434, as required to reproduce experimental infrared frequencies.
50 Figure 5 shows the experimental infrared, the scaled QM, and the MM frequencies for
methanol; the H-C-O angle’s force constant was adjusted relative to the CHARMM22 value
to obtain the results for the current parameter set. The MM vibrational frequencies for ethanol
and isopropanol are in similarly excellent agreement with experiment (the frequencies for all
model compounds are listed in Supplementary Material S1). As a final check, the bond lengths
and angles of force-field optimized alcohol conformations were confirmed to reproduce the
modes of distributions from Cambridge Structural Database51 surveys. Throughout the
optimization of the bond and angle equilibrium parameters, crystal internal geometries were
targeted as they include condensed-phase effects.

The parameterization for the alcohols and all other compounds was done in a self-consistent
fashion, such that whenever one parameter was changed to better reproduce one of the pieces
of target data, all of the other target data were also recomputed so as to ensure consistency of
the model.10 This was done iteratively such that the final parameters were able to accurately
reproduce all of the target data. All of the values presented reflect the final bonded and
nonbonded parameters.

Ethylene glycol—The model compound ethylene glycol is particularly relevant to the
monosaccharides as it is the smallest compound having vicinal hydroxyl groups. There are
three pairs of vicinal hydroxyl groups in each of the twelve C6H12O6 pyranose
monosaccharides, and their intramolecular interactions play an important role in the
conformational energetics of these molecules. All available parameters from the alcohol series
were directly applied to ethylene glycol. These included all of the bond, angle, Lennard-Jones,
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and Coulomb parameters, and nearly all of the dihedral parameters. The undetermined dihedral
parameters were for the rotation of the hydroxyl moieties and rotation of the O-C-C-O dihedral.
The target data for these parameters were, as in the case of the alcohols, conformational energies
from MP2/cc-pVTZ optimized structures.

Relaxed QM potential energy scans for the hydroxyl and O-C-C-O rotations in ethylene glycol
were started from the all-trans conformation. For each of the two scans, the two other dihedrals
were constrained to remain trans (180°). This eliminated the possibility of internal hydrogen
bonding while allowing for relaxation of bond lengths and angles. To account for the other
conformations that ethylene glycol can assume, the ten non-symmetry related minimum-energy
conformations of the molecule52 were also considered as target data.

Three different parameterization strategies were initially pursued for the ethylene glycol
dihedral parameters. In one, the hydroxyl and O-C-C-O torsion scans were targeted (“HOCC/
OCCO” fit), in another the relative energies of the 10 minimum-energy conformations were
targeted with a 10x weighting of the 3 lowest-energy conformations in the fit (“MinE” fit), and
in the third both the scans and the weighted minimum-energy conformations were targeted
(“combo” fit). The “HOCC/OCCO” and “MinE” approaches both failed because of very
inaccurate energies for conformations outside the training set (Figure 6).

The “combo” fit also proved problematic because of the large unfavorable force-field
nonbonded energy for geometries with a dihedral angle of near 0° in the O-C-C-O torsion scan.
As the CHARMM force field does not scale 1,4-nonbonded interactions, the large negative
partial charges on the two oxygens lead to a strong electrostatic repulsion when these two atoms
are cis or near-cis during the scan, as occurs in the O-C-C-O rotation scan as well as in the two
highest-energy conformations in the set of 10 minimum-energy conformations. The MP2
results show a substantially lower barrier, presumably due to electronic polarization, which is
absent in the force field. So as to ensure compatibility with the rest of the CHARMM
biomolecular force field, we did not consider introducing 1,4-electrostatic scaling, and instead
focused on fitting the energies of conformations that had a minimal 1,4 O…O electrostatic
repulsion, which were those having a gauche O-C-C-O conformation and internal hydrogen
bonding or a trans O-C-C-O conformation.

To account for the overestimated 1,4 O…O electrostatic repulsion, the following target data
were used for the final fit (“combo*” fit): the lowest eight of the ten minimum energy
conformations, with empirical 10x weighting of the three lowest-energy conformations to
better-reproduce their relative energies; the full hydroxyl scan; and only those conformations
from the O-C-C-O scan for which the dihedral was greater than or equal to 130°. This approach
led to good reproduction of the minimum energy conformations and hydroxyl scan energetics,
as well as the energetics for the O-C-C-O scan for values greater than 90°, in particular contrast
to the poor performance of the “HOCC/OCCO” and “MinE” fits (Figure 6). The QM local
minimum at 70° in the O-C-C-O scan, whose geometry is very similar to the fully-relaxed
tGt conformation in the minimum energy series, is shifted to 90° and is 2 kcal/mol too high in
energy. However, in the QM representation, this local minimum is nearly 4 kcal/mol above
the global minimum (tGg′) and thus it is practically irrelevant from a thermodynamic
perspective with respect to the gas phase monomer energetics, and is also the case in apolar
solvents. Due to 1,4 O…O electrostatic repulsion, the “combo*” fit has a 20.2 kcal/mol barrier
at 0° as compared to 12.3 kcal/mol and 12.8 kcal/mol for the QM and “combo” models
respectively. However, transitions between the two minima on the O-C-C-O scan take place
across the much lower 6 kcal/mol barrier at 120°, and this barrier is very well reproduced by
the “combo*” parameters. In polar solvents electrostatic screening will lower this barrier that
results from the electrostatic repulsion, serving to lessen the effect of the inherent limitation
of the force-field functional form. In support of the present approach of targeting the
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thermodynamically relevant conformations instead of introducing 1,4-nonbonded scaling, it
has been shown that 1,4-nonbonded scaling hampers the ability of a force field to reproduce
the conformational energetics of monosaccharides.35

Using nonbonded parameters transferred from the alcohols, the thermodynamic properties
Vm, ΔHvap, and ΔGsol for ethylene glycol are in good accord with experimental values (Table
1). The ability of the model to reproduce these bulk properties is encouraging, as they depend
primarily on the nonbonded parameters, which in this case have been optimized using only the
alcohol series. Using the global-energy minimum tGg′ conformation, solute – water interaction
energies and distances are in close agreement with the scaled HF target data for geometries in
which ethylene glycol is either a hydrogen bond donor or a hydrogen bond acceptor. The
average energetic error for these interactions is +0.09 kcal/mol and the average distance error
is +0.03 Å (Supplementary Material S2). Like the bulk properties, the accuracy of the solute
– water interactions confirms the transferability of the nonbonded parameters from the alcohols
to ethylene glycol.

The dipole moment for ethylene glycol shows the same behavior relative to the QM gas-phase
value as do the force field models for methanol, ethanol, isopropanol, namely, all are
overestimated relative to the QM values by 15% to 30% (Table 3). This overpolarization
reflects the well-known phenomenon that fixed-charge additive force field models need to be
overpolarized relative to gas-phase in order to correctly capture the energetics of condensed-
phase polar and aqueous systems.10 As expected, the differences between the force field values
and the QM values are much larger than between the CHARMM22 values and those using the
current parameterization. The current parameter set yields dipole moments for the alcohols that
are only 1% smaller than the CHARMM22 results, reflecting the minor change in the hydroxyl
charges that resulted from optimizing the hydroxyl moiety nonbonded in the context of the
updated alkane nonbonded parameters.

Ring and Ring Ether Functionalities

Model compounds used in the development of ring and ring ether parameters comprise
cyclohexane and tetrahydropyran (Figures 2f and 2g). The same updated nonbonded alkane
parameters for the carbons and aliphatic hydrogens as tested on the alcohols and ethylene glycol
were used directly. As with the alcohols and ethylene glycol, the data considered in the
parametrization process included heats of vaporization, molecular volumes, vibrational
frequencies, potential energy surfaces, solute – water interaction energies and distances,
crystallographic geometries, and dipole moments.

Cylcohexane—With the exception of the C-C-C-C dihedral parameter, all of the bonded and
nonbonded parameters required to model cyclohexane were available from the most recent
CHARMM alkane parameterization for linear and branched alkanes.39 The C-C-C-C dihedral,
which occurs six times in the cyclic molecule, was parameterized to reproduce the relaxed
MP2/cc-pVTZ potential energy surface (PES) for rotation of the C-C-C-C dihedral from −100°
to +100°, and is distinguished from the linear alkane C-C-C-C parameters by the introduction
of atom types specific to aliphatic carbon atoms in six-membered rings. The PES was calculated
using a constraint on a single C-C-C-C dihedral, and all other degrees-of-freedom were allowed
to relax during energy optimization. However, as all six C-C-C-C dihedrals contribute the total
energy and have the same parameters, the variation in all six dihedral values during the scan
was incorporated into the fitting procedure.53 The final parametrization employed only a 3-
fold dihedral term, as the introduction of 1- and 2-fold dihedral terms did little to improve the
fit. The force field reproduces the QM data over the full 200° span, with energies spanning 25
kcal/mol and geometries that include both the global energy-minimum chair conformation and
the local energy-minimum twist-boat conformation (Figure 7).
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Using the combination of the linear alkane parameters and the optimized C-C-C-C dihedral
parameters for the ring, the thermodynamic properties for cyclohexane are in good agreement
with target values (Table 1). Likewise, the bond lengths and angles are all in accord with target
geometries, and the vibrational frequencies are well-reproduced (Supplementary Material
S1e). Because of the lack of hydrogen bonding functionality on cyclohexane, no solute – water
interactions were calculated. The overall performance of the cyclohexane model attests to the
transferability of the force field parameters and validates the hierarchical approach to
carbohydrate parameter development.

Tetrahydropyran—The parameters for tetrahydropyran (Figure 2g) build on the parameters
for cyclohexane. Missing values include the non-bonded parameters for the ring ether oxygen
and bonded parameters that involve this atom type. Self-consistent empirical optimization of
both the ring ether oxygen charge and oxygen Lennard-Jones parameters along with
optimization of the dihedral parameters yielded a parametrization that, like for the other model
compounds, well-reproduced the target data.

Potential energy scans of the C-C-C-C, C-O-C-C, and O-C-C-C dihedrals show that the force
field model captures the conformational energetics of the molecule at the MP2/cc-pVTZ level.
Like cyclohexane, the scans include local-minimum twist-boat conformations that are higher
in energy than the global-minimum chair conformation (Figure 8). Also like cyclohexane, only
3-fold terms were used for the new C-O-C-C and O-C-C-C dihedral terms, while the C-C-C-
C dihedral was transferred directly from cyclohexane. The inclusion of 1- and 2-fold terms did
little to improve the fit, which is already excellent using only 3-fold terms.

The optimized ring-ether oxygen non-bonded parameters, developed with guidance from
solute-water interaction energies and distances (Table 4, VFigure 9), give excellent
reproduction of the experimental m, ΔHvap, and ΔGsol values (Table 1). The THP-water
hydrogen bond energy is electrostatic in nature and determined by the ether oxygen partial
charge q. Since neat THP is not a hydrogen-bonded liquid, ΔHvap is sensitive mainly to the
Lennard-Jones well-depth parameter ε. The hydrogen bond interaction distance is largely a
function of the Rmin Lennard-Jones parameter, which defines the location of the steep repulsive
wall in the vdW energy surface. Based on prior work24,41 and as confirmed above for the
alcohols, CHARMM force field development applies the general empirical rule that hydrogen
bonds needs to be about 0.2 Å shorter than the HF/6-31G(d) optimized distance in order to
reproduce condensed phase properties. In the case of the cyclic ether oxygen, we found that
the hydrogen bond distance needed to be 0.3 Å shorter in order to properly reproduce the
condensed phase property Vm, which is strongly dependent on Rmin. Thus, the ether oxygen is
an exception to the general rule. The scaling rule for the HF energy is however maintained, as
the oxygen partial charge developed using a scaling factor of 1.16 for the solute-water
interaction energy yields the correct ΔGsol (Table 1). Both the partial charge and Lennard-
Jones parameters developed for the ring ether oxygen have also been used in the development
of a force-field model for tetrahydrofuran, and are directly transferable to that molecule.39

They are also transferable to linear ethers with minor adjustment of the partial charge, showing
that the ether oxygen Lennard-Jones parameters developed for THP are appropriate for both
linear and cyclic ethers.39

Monosaccharides

Choice of QM method—Starting with the model-compound parameters, only a subset of
dihedral parameters needed to be determined to develop a force-field model for the pyranose
monosaccharide form of glucose and its diastereomers, which differ from glucose and one
another only in the chirality at the C2, C3, and/or C4 positions (Figure 1). The undetermined
dihedral parameters were those involved in hydroxyl rotation, rotation of the exocylic group,
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and certain ring deformations. Owing to the computational cost of the MP2/cc-pVTZ model
chemistry, relaxed potential energy scans at this level of theory were impractical to obtain for
target data. Three alternatives were explored: MP2/6-31G(d), MP2/cc-pVDZ, and MP2/cc-
pVTZ single-point calculations using MP2/6-31G(d)-optimized geometries (i.e. the MP2/cc-
pVTZ//MP2/6-31G(d) level of theory).

To test the accuracy of the alternative methods, the ΔE between various pyranose
monosaccharides was calculated and compared to values at the MP2/cc-pVTZ level. Relative
CPU times were also tabulated for the calculations, which included geometry optimization
(Table 5). The results show that, while both MP2/6-31G(d) and MP2/cc-pVDZ are an order of
magnitude faster than MP2/cc-pVTZ, both also err by 1 or more kcal/mol, which is large given
that the MP2/cc-pVTZ ΔE values are ~1 kcal/mol. In contrast, MP2/cc-pVTZ//MP2/6-31G(d),
which is also an order of magnitude faster than MP2/cc-pVTZ, quantitatively reproduces the
target MP2/cc-pVTZ ΔE values. Consequently, all further QM calculations to generate target
data for parametrization of MM conformational energies were done using the MP2/cc-pVTZ//
MP2/6-31G(d) model chemistry.

Conformational energies—Though desirable, even at the MP2/cc-pVTZ//MP2/6-31(d)
level, potential energy scans of all of the hydroxyl moieties, the exocyclic group, and the ring
degrees of freedom to be parameterized for both the α- and β- anomers of the eight
diastereomers of D-glucopyranose was too computationally costly. As a compromise, most of
the target data were from scans of the α- and β-pyranose forms of glucose (Figure 1d) and of
altrose (Figure 1b). This pair of monosaccharides includes the biologically ubiquitous glucose.
Altrose was selected because, in combination with glucose, all possible pairs of axial-axial,
axial-equatorial, and equatorial-equatorial vicinal hydroxyls at the C2, C3, and C4 positions
are represented: the C2–C3 pair in altrose is an axial-axial pairing, the C3–C4 pair in altrose is
an axial-equatorial pairing, and the C2–C3 and C3–C4 pairs in glucose are equatorial-equatorial
pairings. The inclusion of both α- and β-anomers for both monosaccharides accounts for all
possible axial-axial, axial-equatorial, and equatorial-equatorial hydroxyl pairings at the C1 and
C2 positions.

In addition to the hydroxyl, exocyclic, and ring deformation scans for glucose and altrose,
potential energy scans of the α- and β-galactose ring degrees-of-freedom were also included
as target data. These served to improve the MM ring energetics, which initially showed chair-
to-boat interconversion in dilute aqueous molecular dynamics simulations of galactose and
spuriously-low energy minima at the boat conformation of galactose in the gas phase relative
to the QM data. The ring deformation scans were started from 4C1 chair minimum-energy
conformations and went 30° in one direction and 150° degrees in the other, with the latter
leading to chair-to-boat conversions of the ring. Also included were galactose exocyclic scans
and hydroxyl scans from four other hexopyranoses. The final target data in this training set
consisted of 1860 MP2/cc-pVTZ//MP2/6-31G(d) conformational energies, 85% of which were
of glucose and altrose (Table 6).

The dihedral parameters that required fitting were the hydroxyl torsions H1O1C1C2,
H1O1C1O5, H2O2C2C1, H2O2C2C3, H3O3C3C2, H3O3C3C4, H4O4C4C3, H4O4C4C5,
C5C6O6H6; the ring deformation torsions O5C1C2O2, O1C1O5C5, O5C5C4O4; and the
exocyclic-group torsion O5C5C6O6. Reference MM energies for fitting were obtained by
setting the dihedral force constants for these dihedrals to 0, reading in the QM-optimized
conformation, placing harmonic restraints with a force constant of 10,000
kcal*mol−1*degree−2 on the H1O1C1C2, H2O2C2C3, H3O3C3C4, H4O4C4C5, C5C6O6H6,
O5C1C2O2, O1C1O5C5, O5C5C4O4, and O5C5C6O6 dihedrals, fully optimizing the system with
infinite nonbonded cutoffs, and calculating the energy without the dihedral restraints. During
fitting, multiplicities of n = 1, 2, 3 were allowed for each dihedral. All the HOCC parameters
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were constrained to be identical so as to prevent over-fitting and loss of parameter
transferability. Ten 50,000-step Monte Carlo simulated annealing runs (described in
“Methods” and Reference 53) were used to optimize the root mean square error (RMSE)
between the QM and MM energies. All the parameters to be fit were allowed to vary
simultaneously during the fitting, resulting in a 30-dimensional fitting problem (10 dihedrals
with n = 1, 2, 3 multiplicities each). Each of the runs was seeded with random parameter values
and converged to the same RMSE.

Fitting was done using the “HOCC/OCCO,” “combo,” and “combo*” ethylene glycol O-C-C-
O dihedral parameters (Figure 6). The pre-fit RMSE value using “HOCC/OCCO” O-C-C-O
parameters and with the parameters to-be-fit force constants set to 0 was 2.97 kcal/mol over
all 1860 structures, and was reduced by 0.70 kcal/mol to 2.27 kcal/mol by fitting. With the
“combo” O-C-C-O dihedral parameters the pre-fit RMSE of 2.68 kcal/mol was optimized to
1.68 kcal/mol, for a reduction of 1.00 kcal/mol. And using the “combo*” O-C-C-O dihedral
parameters the RMSE was reduced by 0.88 kcal/mol from a value of 2.48 kcal/mol to 1.60 kcal/
mol. The ring dihedral geometries using parameters optimized using the “combo” O-C-C-O
dihedral parameters were substantially better than the other two sets, having errors of within
±5° for nearly all 4C1 conformations in the training set, as compared to the “HOCC/OCCO”
and “combo*” fits, which had a significant number of conformations with larger errors. The
excellent geometries combined with an RMSE only 0.08 kcal/mol larger than for “combo*”
led to the use of “combo” O-C-C-O parameters for the pyranose monosaccharides in
conjunction with the dihedral parameters developed using the 1860 hexopyranose
conformations. Lastly, the 3-fold torsion barrier for rotation of the exocyclic group was
empirically lowered by 1.5 kcal/mol to better reproduce the dynamics of exocyclic rotation in
solution (see below), and changed the final RMSE of the fitting set from 1.68 to 1.69 kcal/mol.

Figure 10 compares the MM conformational energies to the target QM energies before and
after fitting. The overall improvement across the 1860 target monosaccharide conformations
is visually apparent. In a few instances, the fit MM data have difficulty in reproducing the QM
data. For example, in the rotation of the C2 hydroxyl in α-altrose, a spurious minimum exists
at 120° (Figure 11a). However, improvements in agreement with the QM data are more
generally the case, as seen in rotation of the C1 hydroxyl in β-glucose (Figure 11b). In the latter
instance, the fit MM data agree well with the QM data, including reproduction of the correct
global minimum at 180°, as well as the local minimum at −60°. In contrast, prior to fitting the
MM scan this surface was qualitatively wrong, with all energies being too low and a single
prominent and incorrect minimum at −120°.

As a test of the transferability of the parameters, 20 non-redundant conformations of α-and β-
mannose each were created by randomizing all of the hydroxyl and exocyclic torsions to −60°,
60°, or 180°, and then used to generate MP2/cc-pVTZ//MP2/6-31G(d) data. Redundant
conformations resulting from the QM optimization were discarded, yielding 13 unique α-
mannose conformations, including all three possible exocyclic-group conformations as well
as a 1S3 twist-boat conformation, and 15 unique β-mannose minimum-energy conformations,
which included all three possible exocyclic-group conformations. The energies of these 28
conformers were then evaluated in the MM representation using the same restrained geometry-
optimization protocol as for monosaccharides in the target data set. The ability of the force
field to reproduce the energetics of the biologically-important mannose (Figure 12) are in line
with those for the training set (Figure 10). While there are differences in energy between the
QM and MM results, the force field does reproduce the QM with an accuracy comparable to
the training set results, illustrating the transferability of the dihedral parameters to a molecule
outside the training set.
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Crystal simulations—Crystal simulations serve as a good test of both the bonded and
nonbonded force-field parameters. The force field’s ability to reproduce the experimental bond
lengths, bond angles, and torsion angles increases confidence in the respective parameters for
these degrees of freedom. A further test of the agreement with experiment is provided by the
ring puckering parameters, which characterize the ring shape. Likewise, the ability of the force
field to reproduce the dimensions of the crystal lattice provides validation of both the bonded
and nonbonded parameters since the x, y, and z dimensions of the lattices are dependent on
both the size of the monomers and the inter-monomer contact distances. Accordingly,
simulations of crystal structures during the parametrization process were used to guide the
development of the final parameter set.

Twenty-three crystal structures were found to match the connectivity of glucopyranose in the
Cambridge Structural Database51 (CSD, version 5.28, November 2006). Of these, 2 were
excluded because of disorder, 2 because of the presence of ions, 1 because it was a powder
structure, 1 because it was cocrystallized with urea, and 1 because it lacked hydrogen
coordinates, for a total of 7 excluded structures. The remaining 16 comprised 3 crystals of α-
D-galactose (CSD ID codes ADGALA01, ADGALA03, ADGALA10), 1 crystal of α-D-
mannose (ADMANN), 2 crystals of α-D-talose (ADTALO01, ADTALO10), 2 crystals of β-
D-galactose (BDGLOS01, BDGLOS10), 1 crystal of β-D-allose (COKBIN), 4 crystals of α-
D-glucose (GLUCMH11, GLUCSA, GLUCSA03, GLUSA10), and 3 crystals of β-D-glucose
(GLUCSE, GLUCSE01, GLUCSE02). 14 of these had all coordinates determined, one
molecule of monosaccharide in the reduced unit cell, and no other compounds in the crystal.
With respect to the other 2, the single structure of mannose in the database (ADMANN) was
included in the analysis because of its biological importance despite the absence of hydrogen
on atoms O1, O2, and O4 and the presence of two molecules in the reduced cell. The second
of the two, a crystal of α-D-glucopyranose (GLUCMH11), satisfied the same criteria as the
other 14 except that it was a monohydrate. It was retained in the analysis because the force
field is appropriate for use in heterogeneous systems that include water. Three crystal
structures, ADGALA03, GLUCSA03, and GLUCSE02, were obtained at low temperatures
(95°, 140°, and 95° K), and were excluded from this study; the best (R factor) structure at 295
K was used for these 3 monosaccharides.

Based on one crystal of each of the 7 unique monosaccharides represented by the 16 crystal
structures, a subset of the bond and angle parameters were further optimized beyond the model
compound values. In the few instances where this was done, the optimizations were very minor.
For example, the equilibrium bond length for ring C-C bonds was decreased by 0.02 Å relative
to the pure alkane values from which they were derived. Likewise, the C-O equilibrium bond
length for ring hydroxyls at the C2, C3, and C4 positions was reduced by 0.01 Å and for the
C1 position by 0.02 Å compared to the alcohol series. The equilibrium bond length for the C-
O bonds of the cyclic ether was increased by 0.01 Å, while the C2-C1-O5 equilibrium bond
angle was reduced by 5.5° and the C4-C5-O5 by 1.5°, and the C-O-H equilibrium bond angles
were increased by 3°. To improve agreement with MP2/6-31G(d) vibrational frequencies of
low-energy structures of α- and β-D-glucopyranose (Supplementary Material S3) from the set
of 684 QM-optimized conformers (Table 6), the force constant for the C-O bond to the C2,
C3, and C4 hydroxyl groups was reduced relative to that from the model compounds. These
minor equilibrium bond length and bond angle changes, along with the single change of a bond
force constant, yielded the final monosaccharide bond and angle parameters. It should be noted
that the final round MCSA dihedral fitting (see above) included these modifications assuring
a self-consistent parametrization. Crystal simulations with these parameters, and using
finalized nonbonded and dihedral parameters, yielded excellent reproduction of intramolecular
geometries (Table 7).

Guvench et al. Page 11

J Comput Chem. Author manuscript; available in PMC 2010 June 8.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



Another metric of the agreement of simulated crystals with the experimental data is the ring
pucker, which was evaluated using two distinct formalisms: that of Cremer and Pople,54 and
the virtual α torsions described by Rao.55 The Cremer and Pople pucker parameters, Q, θ, and
φ, represent a polar coordinate system, with the ideal 4C1 chair conformation occurring at the
θ = 0 pole; φ has large fluctuations near the poles in MD simulations, and that pucker parameter
will not be considered further. The ideal 4C1 chair conformation is represented by α1= α2=
α3=−35° for the virtual α torsions. These torsions represent the respective positions of the
C1, C3, and C5 ring atoms relative to the plane defined by C2, C4, and O5, and are both easy
to calculate and straightforward to interpret. Table 8 compares the pucker values from the
crystal structures with those from the simulation, and shows the RMS error based on the
differences. These values are computed from an averaged structure, rather than as ensemble
averages. Calculation of the ensemble average <θ> gave rise to noticeably larger RMS errors,
which were inconsistent with those observed for the virtual α torsions. Further investigation
indicated that the cause of the inconsistency was a non-Gaussian distribution of θ making
comparison based on ensemble-averaging inappropriate (additional details are provided in the
Appendix). The agreement between the computed and experimental ring pucker parameters is
very good across all eight monosaccharide crystals that were studied, attesting to the quality
as well as the transferability of the dihedral parameters. Finally, although no experimental data
is available, the ring pucker was also calculated from the four 20-ns aqueous simulations used
to evaluate the exocyclic hydroxymethyl group rotation, as described subsequently. The θ
values are: α-galactose 2.2, β-galactose 3.2, α-glucose 2.7, β-glucose 5.9. Compared to the
crystal puckers in Table 8, all but α-galactose are 1–2° smaller in the aqueous simulations,
suggesting that hexopyranose ring puckers are reduced in going from the crystal phase to
aqueous solution.

With the optimized bond and angle parameters, and after refitting of the dihedral parameters
to the target QM conformational data, there was a slight but systematic overestimation of the
unit-cell volumes in monosaccharide crystal simulations. This overestimation was less than
that in prior crystal simulations in this study that used exclusively model-compound derived
parameters (not shown), showing that the additional bonded parameter refinement, along with
improving monomer geometries in the crystal phase, improved the reproduction of crystal
volumes, consistent with the small but systematic shortening of various equilibrium bond
lengths. The remaining volume overestimation suggested an investigation of the nonbonded
parameters that are involved in inter-molecular crystal contacts.

In all the crystals studied, the intermolecular contacts are exclusively hydrogen bonds involving
the hydroxyl groups. During the parameter-optimization process for the alcohol series, both
the Lennard-Jones and partial charge parameters for the hydroxyl group were modified relative
to the original CHARMM22 values, which are essentially identical to those for TIP3P water.
Running the crystal simulations using TIP3P Lennard-Jones and partial charges on the
monosaccharide hydroxyl groups lead to no more than 1% improvement in the crystal volume
errors, one which was not enough to fix the systematic crystal volume overestimation. Due to
the lack of significant improvement and to maintain the internal consistency of the parameter
development protocol, the model-compound optimized nonbonded parameters were chosen as
the final monosaccharide force-field parameters. The crystal cell parameters using this final
set are listed in Table 9, and show the cell volumes to be overestimated by an average of 5.8%.
However, as described below, these parameters give excellent densities for concentrated
glucose solutions.

Density and structure of concentrated glucose solutions—The primary milieu for
employing the present force field is anticipated to be the aqueous environment, as this is the
most important for biomolecular applications, and not the crystalline environment. To further
test the developed model in the condensed phase, and in particular, the nonbonded parameters,
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we carried out MD simulations at 1 M, 2 M, and 5 M glucose concentrations in water. This
was meant to test the transferability of the model compound nonbonded parameters and to
determine whether the low densities for monosaccharides were a general problem or particular
to the crystal phase.

In each of the three concentrated aqueous solutions, the force field, in combination with TIP3P
water molecules, quantitatively reproduces the experimental density (Table 10). Errors in
densities are all less than 0.1%, showing that the nonbonded parameters are well-balanced for
use in aqueous environments. Because adjusting the nonbonded parameters to increase crystal
densities would negatively affect the concentrated aqueous solution densities, we decided to
keep the nonbonded parameters as transferred from the model compounds. That is, all the
nonbonded parameters from the model compounds were directly transferred unchanged to the
full pyranoses. This approach leads to nonbonded parameters that show excellent density
behavior in the biologically relevant aqueous environment. In addition, the internal consistency
of the force-field with regard to intermolecular interactions is maintained, since the pyranose
nonbonded parameters reproduce Vm, ΔHvap, and ΔGsol of the model compounds from which
they were transferred. This internal consistency is important so as to ensure the proper balance
of solute – solute, solute – water, and water – water interaction energies and distances in the
liquid phase.

To get a molecular-level view of the interactions in the glucose solutions, we calculated radial
distribution functions and number integrals. In the radial distribution functions g(r), there are
three types of interactions involving oxygen: Owater – Owater, Oglucose – Owater, and Oglucose –
Oglucose. The g(r) for 5 M glucose are representative of all three solutions. Owater – Owater has
the highest peak, followed by Oglucose – Owater, and then Oglucose – Oglucose (Figure 13a). Peak
positions are identical at 1 M and 2 M, and there is very little change in peak heights at these
lower concentrations. Also, even at 5 M, the Owater – Owater peak is nearly identical to that for
pure TIP3P water. The smaller peaks for the two other types of interactions reflect the fact that
water – water hydrogen-bond networks predominate in these systems. The very small
Oglucose – Oglucose peak implies that, even in very concentrated solutions, the glucose molecules
are either interacting with water or water is interacting with itself, to the exclusion of glucose
– glucose hydrogen bonding, reflecting the high solubility of glucose in water.

The number integral (NI) at an Owater – Owater separation distance of 3.3 Å was used to estimate
the average number of hydrogen bonds per water molecule56 (Figure 13b). In pure TIP3P water,
this value is 4.79. For 1M glucose solution, this decreases to 4.52. As the concentration is
increased to 2M there is another slight decrease to 4.30. At 5 M, where the concentration of
the glucose is near the saturation point, the NI has decreased to 3.72. This decrease is expected
as the water molecules participate in interactions with glucose molecules in the system.
However, the relatively modest decrease in the NI, along with the pure-water-like Owater –
Owater g(r)’s, show that the overall structure of water remains undisturbed by the presence of
glucose molecules. These results are in line with neutron scattering experiments under similar
conditions,57 and provide some evidence suggesting the molecular details of glucose solution
in the force field model reflect reality.

Thermodynamics and dynamics of exocylic-group rotation—Prior experiments of
aqueous monosaccharide solutions have provided insight into the thermodynamics and
dynamics of the exocylic group. The data from these experiments include the relative
populations of the exocylic torsion for glucose and galactose, as well as the characteristic time
scales on which rotations of the group occur. The developed force field shows proper aqueous
behavior for exocyclic rotation in comparison to these experiments, further validating its
performance at the molecular level.
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The potential of mean force (PMF), calculated with a harmonic biasing potential on the
O5C5C6O6 torsion ω, illustrates the free-energy cost associated with rotation of this torsion
and is directly related to the relative populations of the local free-energy minima on the torsion
reaction coordinate. In the case of glucose, both the α- and β-anomers predominantly populate
the minima near ω = −60° (GG conformer) and +60° (GT), with these minima having nearly
the same free-energy (Figure 14a, b). The third minimum, near 180° (TG), is 1.5 kcal/mol
higher in free energy and therefore substantially less populated relative to the other two minima.
In the case of galactose, the free-energies for GG and TG are reversed compared to glucose,
so that the GT and TG conformers have the same free-energy while the GG state is 1.7 kcal/
mol higher in free-energy (Figure 14c, d). Using the relation −RTln(p) to calculate the
probability p for a particular value of the O5C5C6O6 torsion angle, and then summing the
probabilities between each of the free-energy maxima, yields the probabilities associated with
each minimum-free-energy well. The probabilities for glucose are in excellent agreement and
for galactose in good agreement with recent experimental data58 (Table 11).

The conformer populations as calculated directly from 20-ns constant-energy constant-volume
(NVE) MD agree well with those calculated from the PMFs (Table 11), indicating good
sampling of the rotameric conformational space in this time frame. These trajectories show
multi-pathway dynamics (Figure 15), as is expected from the PMFs, which all have free-energy
barriers to exocyclic rotation of less than 6 kcal/mol (Figure 14). Transitions between the two
stable states of glucose, GT and GG, are mostly direct and go over the barrier at ω = 0°, though
there are instances of passage through the TG intermediate (at 4.7 ns for α-glucose and 6.5 ns
forβ-glucose in Figure 15). There are numerous GT to TG transitions, though these quickly
return to GT, as consistent with the higher free energy for TG. Transitions for the two
predominant states of galactose, GT and TG, are mostly direct (over the ω = 120° barrier),
though passage through GG is also observed (11.8 ns for α-galactose and 3.4 ns for β-galactose).

The force-field dynamics can be compared with experimental measurements of ultrasound
relaxation59 by assuming a two-state model: GT and GG for glucose, and GT and TG for
galactose. In this case, the experimental relaxation time, τ is given by

(1)

where kf and kr are the forward and reverse rate constants from a particular state.60 This
relaxation time is obtained by simulation using the number correlation function, CN(t)61

(2)

where

(3)

NA(t) = 1 if the conformer is in state A, and 0 if otherwise, and 〈A〉 is the average fractional
population of state A. For pure 2-state kinetics the number correlation function is a single
exponential with the relaxation time given by Eq’n 1. Short-time (“non-phenomenological”)
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decays do not contribute substantially to the observed relaxation times and are not included
when fitting CN(t).61 The relaxation time can also be calculated from rates obtained by counting
the transitions, though using the correlation function avoids complications associated with
inertial effects such as “recoil”.62

The decays in CN(t) for both glucose and galactose are reasonably exponential (Figure 16). As
expected from the time series (Figure 15), τ values for glucose are qualitatively longer than for
galactose. CN(t) for passage out of the GT glucose conformer includes a short time decay
associated with transitions into TG; consequently, the first 50 ps was not included in the fitting.
Otherwise, correlation functions were fit to a single exponential from CN(t) = 1 to e−1 (i.e., one
decay time), and τ was averaged for each sugar. This yields τ = 600 ± 100 ps for glucose and
94 ± 6 ps for galactose. The preceding errors are estimated from (2τ/Trun)1/2, where Trun is the
length of the trajectory.63 This formula is also used to estimate the errors in the
populations64 (Table 11).

Experimentally-derived relaxation times based on fitting to ultrasonic adsorption frequency
spectra are 1.94±0.07 ns and 0.57±0.06 ns for glucose and galactose, respectively.59 While the
trend is correct, simulation underestimates experiment by a factor of 3.2 for glucose and 6.1
for galactose, that is, in the force-field representation transitions occur more often. Much of
this error is likely associated with the TIP3P water model, which underestimates the viscosity
of water by a factor of 3.65 Scaling the relaxation times by this factor yields essentially
quantitative agreement with experiment for glucose and a 50% underestimate of the transition
time for galactose. We note that a 50%, or 2-fold, error in rate corresponds to an error of only

0.4 kcal/mol in the barrier height using the relation .66 The simulated values for
glucose are also consistent with NMR measurements,67 where the spin lattice relaxation times
(NT1) of the exocyclic methylene and the ring carbons are comparable for glucose and a number
of other low molecular weight sugars. This implies that the NMR relaxation arises from
molecular tumbling (which is approximately 75 ps for glucose68), as opposed to isomerization.
If isomerization were on the same time scale or faster than tumbling, NT1 for the exocyclic
methylene would be larger than that of the ring carbons.

Conclusions

The present parameter set for the monosaccharide glucopyranose and its diastereomers extends
the CHARMM all-atom additive force field to include these biomolecular building blocks.
Importantly, thermodynamic properties of the model compounds used in parameter
development, as well as condensed-phase properties of the monosaccharides, show agreement
with available experimental data, thereby helping to ensure applicability of the force field in
the biologically-relevant condensed phase. Work toward parameters required for modeling the
various glycosyl linkages and common chemical modifications of these monosaccharides, as
well as for modeling linear sugar alcohols and furanose monosaccharides, is actively underway,
with the ultimate goal being development of a consistent and comprehensive parameter set for
the modeling of oligosaccharides in conjunction with proteins, nucleic acids, and lipids.

Methods

All QM calculations were done using the Gaussian03 software69 and all MM calculations were
done with the CHARMM software.70 The TIP3P water model42 modified for the CHARMM
force field71 was used in all MM calculations.
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Molecular Dynamics

MD simulations employed periodic-boundary conditions72 with the particle-mesh Ewald
method73 for the treatment of Coulomb interactions beyond 12 Å, a force-switching
function74 to smoothly transition the Lennard-Jones forces and energies to 0 over the range of
10 to 12 Å, and, except in the calculation of solvation free energies, a long-range correction to
account for Lennard-Jones interactions beyond the cutoff length.72 The long-range correction
for solvation free energies was calculated explicitly based on the Lennard-Jones energy
difference using the 12 Å cutoff and a 30 Å cutoff. A timestep of 1 fs in conjunction with the
“leap-frog” algorithm75 was used to integrate the equations of motion, the SHAKE
algorithm76 was applied to constrain the lengths of covalent bonds to hydrogen atoms to their
equilibrium values and to maintain a rigid water geometry by constraining the intramolecular
H…H distance, and the Nosé-Hoover thermostat77,78 and the Langevin piston barostat79 were
used to generate the isothermal-isobaric ensemble (NPT) with continuous dynamics. For the
constant energy, constant temperature (NVE) simulations, volumes of the systems were chosen
to be the average volumes as calculated from NPT simulations at the desired temperature and
1 atm. Equilibration with a heat bath at that temperature was employed prior to the NVE portion
of the simulation so that this latter portion had an average temperature equaling the desired
temperature.

Automated dihedral fitting

Automated dihedral fitting53 was used to derive dihedral parameters for all model compounds
as well as for the hexopyranoses. The quantity to be optimized during automated fitting, the
root mean square error (RMSE), was defined by a sum over all conformations i

(4)

where  is the QM energy of conformation i,  is the MM energy from the restrained

MM optimization of the QM-optimized conformation,  is the dihedral energy of the
torsions whose parameters are to be determined, wi is the weight factor applied to conformation
i, and c is a constant defined by

(5)

RMSE was optimized using a Monte Carlo simulated annealing (MCSA) search80 in which at
each step a random number in the interval of −0.5 to 0.5 kcal/mol was added to each of the
dihedral force constants to be optimized, with the constraint that no force constant be less than

−3 kcal/mol or greater than 3 kcal/mol. , which is a function of these force constants,
as well as c, were then re-computed. These values were then used to calculate RMSE at Monte
Carlo step j, RMSEj. The random change in parameters was accepted or rejected based on the
Metropolis criterion81 with ΔE = RMSEj − RMSEj−1. The MCSA search was run 10 times with
randomized initial values for the dihedral force constants and exponential cooling, and the
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value of the best-sampled RMSE consistently converged to the same value in all 10 runs
(Supplementary Material S4).

The energy V for a particular dihedral is defined by

(6)

where p is the periodicity, kp is the dihedral force constant associated with that periodicity, and
θ is the value of the dihedral angle. No phase angle is included in V; positive values of kp

correspond to a phase angle of 0° and negative values to 180°. Though allowing optimization
of the phase angles during MCSA can yield a better fit through the introduction of additional
parameters, phase-angle values other than 0° and 180° break the symmetry of the cosine
function about 0° and lead to different energies for a molecule and its mirror image, which is
non-physical. Each of the kp’s for each dihedral was allowed to vary independently, with the
exception that all the dihedrals involving a hydroxyl rotation were constrained to have the same
set of kp’s. This latter constraint enforced the generation of a general set of hydroxyl rotation
parameters that could be applied to all the diastereomers and had the added benefit of
simplifying the search through parameter space. Neither MCSA fitting without this constraint
nor increasing the number of MCSA steps 2- or 10-fold improved the RMSE (not shown),
further validating the protocol. Finally, preliminary attempts to fit the monosaccharide
conformational energies using the “combo*” O-C-C-O dihedral parameters derived from
ethylene glycol suggested that non-uniform weight factors wi (Eq’n 4) would be required to
reproduce the QM target data for ring deformation.53 However, with the “combo” O-C-C-O
parameters, which were ultimately used in the final parameterization, uniform weighting of all
hexopyranose QM conformational energies was applied, as it not only was the simplest
approach, but also yielded very good reproduction of ring deformation conformational
energies.

Thermodynamic properties

For the calculation of molecular volumes Vm and heats of vaporization ΔHvap, each model
compound was placed on the points of an n × n × n grid whose dimensions were selected to
be greater than two times the cutoff distance at the experimental density of the system. For the
larger model compounds n = 6, thus, all heat of vaporization and molecular volume calculations
employed at least N = 216 molecules. The heat of vaporization E was calculated as

, where 〈E〉 is the average potential energy. 〈E〉monomer was
calculated by performing a 20-ps Langevin dynamics64,72 gas-phase simulation with an infinite
non-bonded cutoff on each of the conformations from the final snapshot of the periodic-box

simulation and averaging all the results. Molecular volumes were calculated as  where
〈V〉 is the average volume.

Solvation free-energies were calculated using a single molecule of solute in a periodic box of
125 water molecules. A previously-developed staging protocol82 was used to first “uncharge”
the molecule and then to make it “disappear”, with 5 ps of equilibration and 50 ps of production
MD for each of the 11 stages, with 1 stage each for electrostatic and attractive Lennard-Jones
interactions and 9 stages for repulsive Lennard-Jones interactions. Unlike the other NPT

simulations, the long-range Lennard-Jones contribution was calculated in a post-hoc fashion.
The solute/solvent system was simulated under the standard cutoff conditions, the Lennard-
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Jones energies of the snapshots were re-computed with a long 30-Å cutoff, and the long-range
contribution was calculated as the average difference in Lennard-Jones energies using the
standard cutoff and the long cutoff; these values agreed quantitatively with an independent
earlier study.83 The reported ΔGsol values in Table 1 include this long range correction, though
the correction values themselves are included in the Table for informational purposes. The gas-
phase leg of the solvation free-energy calculations employed the same staging protocol as the
solvated leg.

Monosaccharide – water solution density calculations

Simulations were performed on cubic boxes of 21, 42 and 105 molecules of glucose in 1167
molecules of water corresponding, respectively, to concentrations of 1 M, 2 M, and 5 M. In
the simulations for each of the concentrations, a ratio of 1:2 molecules of the α- and β-anomers
was used so as to reflect the equilibrium distribution of anomers after mutarotation. For
example, in the case of the 1M solution 7 molecules of glucose were of the α type and 14
molecules were of the β type. Additionally, the O5C5C6O6 dihedral angle was set to a 1:1
mixture of +60° and − 60° to reflect the distribution seen in the exocylic torsion PMF
calculations. Each simulation was equilibrated for 600 ps prior to a 5-ns data-collection run.

Monosaccharide crystal calculations

Rectangular-prism unit cells were built using the appropriate transformations to the reduced
unit cell. In contrast to other NPT simulations in which changes in the system size in response
to pressure and temperature were isotropic, the x, y, and z dimensions (a, b, c lattice parameters)
could vary independently in response to the target pressure and temperature. The exception to
this was α-D-glucose monohydrate (GLUCMH11), which forms a monoclinic crystal, and for
which the β angle crystal lattice parameter was allowed to vary along with the a, b, and c edge-
length lattice parameters. Analysis of crystalline intramolecular geometries (angles, dihedrals,
pucker parameters) was done on time-averaged structures (see Appendix) calculated from the
last 4 ns of 5-ns simulations.

Exocylic torsion PMFs

Simulations were carried out using a single molecule of monosaccharide in a truncated
octahedron of ~1100 water molecules for an effective concentration of 50 mM. The exocylclic
torsion PMF calculation for a monosaccharide involved simulations with a harmonic biasing
potential on the dihedral angle ω defined by O5C5C6O6 and having the form k(ω − ω0)2. The
first simulation was started with a monosaccharide conformation having ω = −180° and with
ω0 set to −180°. A 20-ps equilibration involved four 5-ps simulations with k values of 0.003,
0.005, 0.010, and finally 0.025 kcal*mol−1*degree−2. Data were collected every 0.010 ps from
a subsequent 500-ps production simulation with k = 0.025 kcal*mol−1*degree−2, a value that
allowed for routine fluctuations of ±5° about ω0. Using the last snapshot from this simulation,
a simulation using the same equilibration and production protocol, except with ω0 incremented
by 10°, was performed. This was continued for a total of 37 simulations (18.5-ns total sampling)
with ω0 ranging from −180° to +180° in 10°-increments for each monosaccharide. The data
were unbiased and combined using the Weighted Histogram Analysis Method with a constraint
to ensure periodicity of the resultant potential of mean force.84,85 Simulations used a truncated
octahedron of a size to ensure a minimum of 14 Å between the solute and the nearest edge of
the octahedron.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Chemical structures of the diastereomers of the pyranose form of glucose, α-D-glucopyranose:
allose (a), altrose (b), galactose (c), glucose (d), gulose (e), idose (f), mannose (g), and talose
(h). The β anomer of each of the eight diasteromers differs from the respective α anomer only
in the chirality at C1 (allose carbons have been numbered).

Guvench et al. Page 22

J Comput Chem. Author manuscript; available in PMC 2010 June 8.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



Figure 2.
β-D-glucopyranose (a) and model compounds corresponding to pyranose monosaccharide
fragments used in the development of the pyranose monosaccharide parameters: methanol (b),
ethanol (c), isopropanol (d), ethylene glycol (e), cyclohexane (f), and tetrahydropyran (g).
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Figure 3.
Methanol – water interaction geometries. Hydrogen-bond distances (dashed lines) are those
after HF/6-31G(d)-optimization with all other intra- and inter-molecular degrees of freedom
constrained, including enforced colinearity of the O-H…O hydrogen bond donor…acceptor
angle. The O-H bond vector is constrained to lie on the bisector of the H-O-H angle when
methanol is the donor (ai, aii) and on the bisector of the H-O-C angle when water is the donor
(bi, bii, biii). The constrained H-O…O-C inter-molecular dihedral angle is rotated as shown.
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Figure 4.
Relaxed QM and MM potential energy scans. Scans for the methanol H-C-O-H dihedral (a),
the ethanol C-C-O-H dihedral (b), the ethanol H-C-C-O dihedral, and the isopropanol H-C-O-
H dihedral (d) were done using the MP2/cc-pVTZ model chemistry (“QM,” crosses), the
original CHARMM22 parameters24 (“C22,” long dashes), and the current parameterization
(“carb,” short dashes).
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Figure 5.
Vibrational frequencies for methanol in the MP2/6-31G(d) (QM), CHARMM22 (C22), and
current parameterization (carb) representations, and the experimental gas-phase infrared
frequencies (IR).90
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Figure 6.
Ethylene glycol QM and MM relative energies. QM energies are using the MP2/cc-pVTZ
model chemistry. MM energies are calculated using dihedral parameters fit to only the hydroxyl
and O-C-C-O scans (“HOCC/OCCO” fit), to only the 10 minimum energy conformations with
10x weighting for the three lowest energy conformations (“MinE” fit), to both the weighted
minimum energy conformations and the scans (“combo” fit), and to the 8-lowest minimum
energy conformations with 10x weighting of the lowest three, the entire hydroxyl scan, and
the portion of the O-C-C-O scan with dihedral values greater than or equal to 130° (“combo*”
fit). The naming convention for the minimum energy conformations refers to the geometries
of the H-O-C-C, O-C-C-O, and C-C-O-H dihedrals. For example, the tGg′ conformation has
these three dihedrals set to trans, gauche, and gauche prime respectively. All points are relative
to the tGg′ global minimum.
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Figure 7.
Relaxed potential energy scan of the C-C-C-C dihedral in cyclohexane at the MP2/cc-pVTZ
level (QM) and using the current parameter set (carb).
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Figure 8.
Relaxed potential energy scans of the C-C-C-C (a), C-O-C-C (b), and O-C-C-C (c) dihedrals
in tetrahydropyran at the MP2/cc-pVTZ level (QM) and using the current parameter set (carb).
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Figure 9.
Tetrahydropyran – water interaction geometries. The water molecule is constrained to lie in
the plane orthogonal to the plane of the tetrahydropyran C-O-C angle, and the O-H…O angle
of the hydrogen bond is constrained to 0°. Relative to a virtual particle V lying on the C-O-C
angle bisector, the H…O-V angles are 120° (a), 0° (b), and 120° (c).
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Figure 10.
Monosaccharide energies in the MP2/cc-pVTZ//MP2/6-31G(d) (red crosses), MM before
torsion fitting (dashed blue lines), and MM after torsion fitting (dashed green lines)
representations. Both sets of MM data have been RMS aligned to the QM data. Supplementary
Material S5 contains the difference energies between the QM and MM data before and after
fitting.
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Figure 11.
α-altrose (a) and β-glucose (b) hydroxyl scan energies in the MP2/cc-pVTZ//MP2/6-31G(d)
(red crosses), MM before torsion fitting (dashed blue lines), and MM after torsion fitting
(dashed green lines) representations. The vertical alignment of the MM data reflects RMS
alignment of the entire MM data sets to the QM data set of 1860 monosaccharide conformations
(per Figure 10).
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Figure 12.
α-mannose (a) and β-mannose (b) conformational energies in the MP2/cc-pVTZ//MP2/6-31G
(d) representation (crosses and solid lines), and the MM representation after torsion fitting (x’s
and dashed lines).
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Figure 13.
Oxygen – oxygen radial distribution functions g(r) (a) and number integrals (b) in concentrated
glucose solutions with TIP3P water. Full g(r) data are shown for Owater – Owater (water-water),
Oglucose – Owater (carb-water), and Oglucose – Oglucose (carb-carb) in 5 M aqueous glucose, as
well as for Owater – Owater in pure water, along with peak heights in 1 M and 2 M solutions.
Number integrals are for Owater – Owater interactions at the three concentrations and for pure
water.
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Figure 14.
α-glucose (a), β-glucose (b), α-galactose (c), and β-galactose (d) free-energy profiles for
rotation of the O5C5C6O6 exocyclic torsion calculated in explicit water. Data are at 298 K and
1 atm.

Guvench et al. Page 35

J Comput Chem. Author manuscript; available in PMC 2010 June 8.

N
IH

-P
A

 A
u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t
N

IH
-P

A
 A

u
th

o
r M

a
n
u
s
c
rip

t



Figure 15.
Time series of the O5C5C6O6 exocyclic torsion ω for the α- and β-anomers of glucose (top two
panels) and galactose (bottom two panels). The minima for the GT state are shown with dotted
lines. The minima for the GT state are shown with dotted lines. Supplementary Material S6
plots the data on a [0:360] y-axis.
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Figure 16.
Number correlation functions for the GT (solid) and GG (dashed) conformers of glucose, and
the GT (solid) and TG (dotted) conformers of galactose. Correlation functions were averaged
from those of the α- and β-anomers using the weighting 36:64. The negative values at long
times for the galactose number correlation functions arise from statistical error.
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Table 3

Dipole moments for the global energy minimum conformations of the polar model compounds.

MP2/6-31G(d) C22a carba

methanol 1.95 b 2.38 2.35

ethanol 1.81 2.36 2.33

isopropanol 1.80 2.39 2.37

ethylene glycol 2.90 n/a 3.37

tetrahydropyran 1.69 n/a 2.03

a
C22 parameters are from Reference 24 and carb parameters are from the present work.

b
Dipole moments are in Debye.
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Table 5

Optimized pyranose monosaccharide energies and relative CPU times as a function of QM method.

MP2/cc-pVTZ MP2/cc-pVDZ MP2/6-31G(d) MP2/cc-pVTZ//MP2/6-31G(d)

ΔE (kcal/mol)

αglca – βglcb −1.43 −2.35 −2.45 −1.41

βglca – βaltc −1.25 0.04 0.17 −1.30

Relative job timed

αglc 16.2 1.5 1.0 1.3e

βglc 29.6 3.7 1.5 1.8 e

βalt 19.6 1.9 1.0 1.4 e

a
α-D-glucose.

b
β-D-glucose.

c
β-D-altrose.

d
All jobs used 8 processors in parallel and 20 GB of memory.

e
Job time is the total for MP2/6-31G(d) geometry optimization followed by MP2/cc-pVTZ single-point energy calculation.
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Table 6

Pyranose monosaccharide conformational energies at the MP2/cc-pVTZ//MP2/6-31G(d) level used as the
training set for dihedral fitting.

monosaccharide type of conformational scana number of conformations

α-altrose all 450

β-altrose all 450

α-glucose all 354

β-glucose all 330

α-galactose exocyclic + ring 90

β-galactose exocyclic + ring 90

β-mannose C2 hydroxyl 24

α-talose C3 hydroxyl 24

β-gulose C4 hydroxyl 24

β-idose C3 hydroxyl 24

total 1860

a
“exocyclic” = O5-C5-C6-O6 exocyclic torsion. “ring” = O1-C1-O5-C5, O2-C2-C1-O5, and O4-C4-C5-O5 ring torsions. “all” = “exocyclic” +

“ring” + C1, C2, C3, C4, and C6 hydroxyls.
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Table 10

Concentrated glucose solution densities.

concentration (M) temperature (K) density (g/cc) % error

experiment simulation

1 298 1.06589 1.0664 0.09

2 298 1.13289 1.1326 0.07

5 293 1.20957 1.2094 0.03
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