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#### Abstract

We present new additive Fast Fourier Transform (FFT) algorithms based on Taylor expansion over finite fields of characteristic two. Our algorithms improve previous approaches by Wang and Zhu (1988), Cantor (1989), and von zur Gathen and Gerhard (1996).


Index Terms-Fast Fourier Transform, FFT, Taylor expansion, multiplication, convolution, Reed-Solomon Codes

## I. Introduction

DISCRETE Fourier transforms of length $n$ correspond to evaluation of polynomials at $n$ distinct points. Fast Fourier transforms (FFT) were discovered by Cooley and Tukey in 1965 [1] and they have since become an important tool in science and engineering. These traditional FFTs are possible when the $n$ points are $n$-th roots of unity (and so form a cyclic multiplicative group of order $n$ ) where $n$ is a power of 2 or a product of small primes (see [2]). They are based on the factorization of the polynomial $x^{n}-1$, corresponding to the subgroup structure of the multiplicative group of order $n$. We will refer to these transforms as multiplicative FFTs throughout this paper.

Unfortunately, multiplicative FFTs do not usually support problems of size $n$ when $n$ is not a product of small primes, or when the underlying fields do not have the desired $n$-th roots of unity. This is the case for Fourier transforms over finite fields, related to encoding and decoding of Reed-Solomon codes [3], [4], [5]. When $n$ is a power of two, a finite field $\mathbb{F}_{2^{k}}$ does not support multiplicative FFTs of length $n$ since there are no primitive $n$-th roots of unity in any field of characteristic two. When $n$ is a power of $3, \mathbb{F}_{2^{k}}$ must have a value for $k$ as big as $2 n / 3$ to contain an $n$th root of unity, so the field size has to be exponential in $n$.

Additive FFTs over finite fields were invented in the late 1980s. These algorithms are based on the factorization of $x^{n}-x$ and can be used to evaluate a polynomial at each of the powers of a primitive $(n-1)$-st root of unity as well as the zero element. Wang and Zhu [6] first showed in 1988 how to compute the FFT based on this factorization for the case where $n=16$. In 1989, Cantor [7] independently proposed the same algorithm but showed how to get a special basis that allows the FFT to be efficiently computed for any $n=p^{m}$ where $p$ is the characteristic of the underlying finite field and $m$ is a power of $p$. In particular, Cantor gives an algorithm

[^0]for computing FFT of length $n=2^{m}$ over $\mathbb{F}_{2^{m}}$ when $m$ is a power of 2 , using at most $\frac{1}{2} n \log _{2}(n)$ multiplications and $\frac{1}{2} n \log _{2}^{1.585}(n)+n \log _{2}(n)$ additions. In 1996, von zur Gathen and Gerhard [9] generalized Cantor's approach and presented an additive FFT of length $n=2^{m}$ for any $m$, using $O\left(n \log ^{2}(n)\right)$ multiplications and $O\left(n \log ^{2}(n)\right)$ additions.

In this paper, we present two new algorithms for computing additive FFTs over finite fields of characteristic two. The concept of the Taylor expansion learned in a typical calculus course can be generalized as discussed in [8]. We first present an algorithm for computing one such Taylor expansion that plays a central role in our FFT algorithms. For $n=2^{m}$ where $m$ is arbitrary, we provide an algorithm that requires fewer operations than the von zur Gathen-Gerhard algorithm (specifically, at most $\frac{1}{2} n \log ^{2}(n)$ additions but only $2 n \log (n)$ multiplications). For $n=2^{m}$ and $m$ is a power of 2 , we then present an algorithm that requires fewer operations than the Wang-Zhu-Cantor algorithm (specifically, at most $\frac{1}{2} n \log (n)$ multiplications but only $\frac{1}{2} n \log (n) \log \log (n)+n \log _{2}(n)$ additions).

We mention some related work before proceeding. One application of FFT algorithms is the efficient multiplication of two polynomials with coefficients over a field $\mathbb{F}$. If $f(x), g(x) \in \mathbb{F}[x]$ and the sum of the degrees of $f(x)$ and $g(x)$ is less than $n$, then one can use an FFT algorithm to efficiently evaluate $f(x)$ and $g(x)$ at each of the points of a subspace of $\mathbb{F}$ of size $n$, pointwise multiply the evaluations, and then use an inverse FFT algorithm to interpolate the evaluations into the product polynomial. In the case of polynomials with complex number coefficients, the multiplicative FFT is used for this operation while for finite field polynomials, the additive FFT would be used instead. In either case, the polynomial multiplication requires roughly three times the number of operations of the FFT algorithm. In [9], [10], a technique is described that allows polynomials over $\mathbb{F}_{2}$ to be multiplied using this technique by mapping them to $\mathbb{F}_{2^{m}}$ and back. If the new additive FFT algorithm is used, then the product of two binary polynomials can often be computed in fewer operations than Schönhage's algorithm. Further analysis comparing the two multiplication algorithms can be found in [11].

The additive FFT algorithms can also be used in a simple Reed-Solomon decoding algorithm proposed independently by Shiozaki [5] and Gao [4]. These decoding algorithms are for nonsystematic Reed-Solomon codes. Algorithms for the systematic case are described in [12] where it is shown that the simple algorithm is equivalent to traditional decoding methods.

Also, Chen and Yan [13] recently proposed a cyclotomic FFT over fields of characteristic two and applied them to the decoding of Reed-Solomon codes [14]. It would interest to compare the efficiency of our additive FFT to their cyclotomic FFT for a wide range of problem sizes.

|  | Algorithm 1: Taylor expansion at $x^{t}-x$ |
| :--- | :--- |
| Input: | $(f, n, t)$ where $n \geq 1$ and $t>1$, and $f(x) \in \mathbb{F}[x]$ of degree $<n$. |
| Output: | $\mathrm{T}(f, n, t)$, the Taylor expansion of $f(x)$ at $x^{t}-x$. |
| Step 0. | If $n \leq t$ then return $f(x)$. |
| Step 1. | Find $k$ such that $t 2^{k}<n \leq 2 \cdot t 2^{k}$. |
| Step 2. | Split $f(x)$ into three blocks as |
|  | $f(x)=f_{0}(x)+x^{t 2^{k}}\left(f_{1}(x)+x^{(t-1) 2^{k}} f_{2}(x)\right)$ |
|  | where deg $f_{0}<t 2^{k}, \quad \operatorname{deg} f_{1}<t 2^{k}-2^{k}, \quad \operatorname{deg} f_{2}<2^{k}$. |
|  | Compute |
|  | $h:=f_{1}+f_{2}, \quad g_{0}:=f_{0}+x^{2^{k}} h, \quad g_{1}=h+x^{(t-1) 2^{k}} f_{2}$. |
| Step 3. | Apply the algorithm recursively to compute |
|  | $\quad V_{1}=\mathrm{T}\left(g_{0}, t 2^{k}, t\right)$ and $\left.V_{2}=\mathrm{T}\left(g_{1}, n-t 2^{k}, t\right)\right)$. |
| Step 4. | Return $\left(V_{1}, V_{2}\right)$. |

## II. TAYLOR EXPANSION

To present our additive FFT algorithms, we need to be able to compute a generalized Taylor expansion of polynomials; see [8] for more general expansion. Let $\mathbb{F}$ be any field of characteristic two, $t>1$ any integer, and $f(x) \in \mathbb{F}[x]$ of degree $<n$. We want to find polynomials $h_{0}(x), h_{1}(x), \ldots, h_{m-1}(x) \in$ $\mathbb{F}[x]$ such that
$f(x)=h_{0}(x)+h_{1}(x) \cdot\left(x^{t}-x\right)+\cdots+h_{m-1}(x) \cdot\left(x^{t}-x\right)^{m-1}$ where $m=\lceil n / t\rceil$ and $\operatorname{deg} h_{i}<t$ for $0 \leq i \leq m-1$. We will call this expression the Taylor expansion of $f(x)$ at $x^{t}-x$, and denote it by

$$
\mathrm{T}(f, n, t)=\left(h_{0}, h_{1}, \ldots, h_{m-1}\right)
$$

To see how to compute such a Taylor expansion, let $k$ be such that

$$
2^{k}<\frac{n}{t} \leq 2^{k+1}
$$

Write $f(x)$ as $f(x)=f_{0}(x)+x^{t 2^{k}}\left(f_{1}(x)+x^{(t-1) 2^{k}} f_{2}(x)\right)$ where

$$
\begin{aligned}
& \operatorname{deg} f_{0}<t 2^{k} \\
& \operatorname{deg} f_{1}<\min \left(n-t 2^{k},(t-1) 2^{k}\right) \leq(t-1) 2^{k} \\
& \operatorname{deg} f_{2}<2^{k}
\end{aligned}
$$

Note that $f_{2}(x)$ is zero when $n-t 2^{k}<(t-1) 2^{k}$. Since $\mathbb{F}$ has characteristic two, we have

$$
x^{t 2^{k}}=\left(x^{t}-x\right)^{2^{k}}+x^{2^{k}}
$$

thus

$$
\begin{aligned}
f(x)= & f_{0}(x)+x^{2^{k}}\left(f_{1}(x)+f_{2}(x)\right) \\
& +\left(x^{t}-x\right)^{2^{k}}\left(f_{1}(x)+f_{2}(x)+x^{(t-1) 2^{k}} f_{2}(x)\right)
\end{aligned}
$$

Set $h(x)=f_{1}(x)+f_{2}(x)$, and

$$
g_{0}(x)=f_{0}(x)+x^{2^{k}} h(x), \quad g_{1}(x)=h(x)+x^{(t-1) 2^{k}} f_{2}(x)
$$

Then

$$
f(x)=g_{0}(x)+g_{1}(x)\left(x^{t}-x\right)^{2^{k}}
$$

Since $\operatorname{deg} f_{1}<(t-1) 2^{k}$ and $\operatorname{deg} f_{2}<2^{k}$, we have $\operatorname{deg} h<$ $(t-1) 2^{k}$, so

$$
\operatorname{deg} g_{0}<t 2^{k}, \quad \operatorname{deg} g_{1}<n-t 2^{k}
$$

Therefore,

$$
\mathrm{T}(f, n, t)=\left(\mathrm{T}\left(g_{0}, t 2^{k}, t\right), \mathrm{T}\left(g_{1}, n-t 2^{k}, t\right)\right)
$$

Note that if $n=t 2^{k+1}$, then both $g_{0}(x)$ and $g_{1}(x)$ have size $n / 2$. Thus, a problem of size $n$ is reduced to two problems of size $n / 2$. If $n$ is not of the form $t 2^{k+1}$, then $g_{0}(x)$ has size $t 2^{k}$ and $g_{1}(x)$ has size $n-t 2^{k} \leq n / 2$. We can apply this procedure recursively to $g_{0}(x)$ and $g_{1}(x)$, separately, and in at most $k+1$ steps all the polynomials will have degrees $<t$ and we obtain the Taylor expansion of $f(x)$. We summarize this as Algorithm 1.

To see the time complexity of Algorithm 1, we may pad 0 's if necessary and assume that $f(x)$ has exactly $t 2^{k+1}$ coefficients. Then $f_{0}(x)$ has $t 2^{k}$ coefficients, $f_{1}(x)$ has $(t-1) 2^{k}$ coefficients, $f_{2}(x)$ has $2^{k}$ coefficients, and thus $h(x)$ has $(t-1) 2^{k}$ coefficients. Then $2^{k}$ additions in $\mathbb{F}$ are needed to compute $h(x)$, as well as $(t-1) 2^{k}$ additions for $g_{0}(x)$ and 0 for $g_{1}(x)$. Hence the total number of additions is $2^{k}+(t-1) 2^{k}=t 2^{k}$. Now both $g_{0}(x)$ and $g_{1}(x)$ have length $t 2^{k}$, so the reduction for each of $g_{0}(x)$ and $g_{1}(x)$ will need $t 2^{k-1}$ additions, so the reduction for both needs $2 \cdot t 2^{k-1}=t 2^{k}$ additions. Inductively, we see that, for $i$ from $k$ down to 0 , there are $2^{k-i}$ reductions from size $t 2^{i+1}$ to size $t 2^{i}$, each of which costs $t 2^{i}$ additions. For each $i$, the number of additions is $2^{k-i} \cdot t 2^{i}=t 2^{k}$. Therefore, the total number of additions used by Algorithm 1 is at most $t 2^{k}(k+1)$, which is

$$
\begin{cases}\leq n\left\lceil\log _{2}(n / t)\right\rceil, & \text { for any } n,  \tag{1}\\ =\frac{1}{2} n\left\lceil\log _{2}(n / t)\right\rceil, & \text { when } n / t \text { is a power of two. }\end{cases}
$$

## III. FFT OVER $\mathbb{F}_{2^{m}}$ : ARBITRARY $m$

Let $\mathbb{F}$ be any field of characteristic two. Assume that $\beta_{1}, \ldots, \beta_{m} \in \mathbb{F}$ are linearly independent over $\mathbb{F}_{2}$. Let $B$ be the subspace spanned by $\beta_{i}$ 's over $\mathbb{F}_{2}$, namely,
$B=\left\langle\beta_{1}, \ldots, \beta_{m}\right\rangle=\left\{a_{1} \beta_{1}+\cdots+a_{m} \beta_{m}: a_{1}, \ldots, a_{m} \in \mathbb{F}_{2}\right\}$.
We order the elements of $B$ as follows. For any $0 \leq i<2^{m}$, suppose the binary representation of $i$ is

$$
i=a_{1}+a_{2} \cdot 2+\cdots+a_{m} \cdot 2^{m-1}=\left(a_{1}, a_{2}, \cdots, a_{m}\right)_{2}
$$

where each $a_{j}=0$ or 1 . Then the $i$ th element of $B$ is

$$
\begin{equation*}
B[i]=a_{1} \beta_{1}+a_{2} \beta_{2}+\cdots+a_{m} \beta_{m} \tag{2}
\end{equation*}
$$

|  | Algorithm 2: Additive FFT of length $n=2^{m}$ (arbitrary $m$ ) |
| :---: | :---: |
| Input: Output: | $(f, m, B)$ where $m \geq 1, f(x) \in \mathbb{F}[x]$ of degree $<n=2^{m}$, and $B=\left\langle\beta_{1}, \ldots, \beta_{m}\right\rangle$, where $\beta_{i}$ 's are linearly independent over $\mathbb{F}_{2}$. $\mathrm{FFT}(f, m, B)=(f(B[0]), f(B[1]), \ldots, f(B[n-1]))$. |
| Step 1. | If $m=1$ then return $\left(f(0), f\left(\beta_{1}\right)\right)$. |
| Step 2. | Compute $g(x)=f\left(\beta_{m} x\right)$. |
| Step 3. | Compute the Taylor expansion of $g(x)$ as in (3) and let $g_{0}(x)$ and $g_{1}(x)$ be as in (4). |
| Step 4. | Compute $\gamma_{i}=\beta_{i} \cdot \beta_{m}^{-1}$ and $\delta_{i}=\gamma_{i}^{2}-\gamma_{i}$ for $1 \leq i \leq m-1$. Let $G=\left\langle\gamma_{1}, \ldots, \gamma_{m-1}\right\rangle$, and $D=\left\langle\delta_{1}, \ldots, \delta_{m-1}\right\rangle$. |
| Step 5 | $\begin{aligned} & \text { Let } k=2^{m-1} \text {. Compute } \\ & \quad \operatorname{FFT}\left(g_{0}, m-1, D\right)=\left(u_{0}, u_{1}, \ldots, u_{k-1}\right) \text {, and } \\ & \operatorname{FFT}\left(g_{1}, m-1, D\right)=\left(v_{0}, v_{1}, \ldots, v_{k-1}\right) \text {. } \end{aligned}$ |
| Step 6. <br> Step 7. | For $0 \leq i<2^{m-1}$, set $w_{i}=u_{i}+G[i] \cdot v_{i}$ and $w_{k+i}=w_{i}+v_{i}$. Return $\left(w_{0}, w_{1}, \ldots, w_{n-1}\right)$. |

Suppose that we are given a polynomial $f(x)$ of degree less than $n=2^{m}$. We wish to evaluate $f(x)$ at each of the points in $B$, called the FFT of $f$ over $B$, denoted as

$$
\operatorname{FFT}(f, m, B)=(f(B[0]), f(B[1]), \ldots, f(B[n-1]))
$$

We show how to reduce such a problem of size $n>1$ to two problems of size $k=n / 2=2^{m-1}$. Define

$$
\gamma_{i}=\beta_{i} \cdot \beta_{m}^{-1}, \quad 1 \leq i \leq m-1
$$

and

$$
\begin{aligned}
G & =\left\langle\gamma_{1}, \ldots, \gamma_{m-1}\right\rangle \\
& =\left\{a_{1} \gamma_{1}+\cdots+a_{m-1} \gamma_{m-1}: a_{1}, \ldots, a_{m-1} \in \mathbb{F}_{2}\right\} .
\end{aligned}
$$

Let $g(x)=f\left(\beta_{m} x\right)$, the "twisted" or weighted polynomial of $f(x)$. Then evaluating $f(x)$ over $B$ is the same as evaluating $g(x)$ over $B \cdot \beta_{m}^{-1}=G \cup(G+1)$, that is,
$\operatorname{FFT}(f, m, B)=(\operatorname{FFT}(g, m-1, G), \operatorname{FFT}(g, m-1, G+1))$, where $G+1=\{\alpha+1: \alpha \in G\}$.

We need to show how to compute $\operatorname{FFT}(g, G)$ and $\operatorname{FFT}(g, G+1)$. Define

$$
\delta_{i}=\gamma_{i}^{2}-\gamma_{i}, \quad 1 \leq i \leq m-1
$$

and

$$
\begin{aligned}
D & =\left\langle\delta_{1}, \ldots, \delta_{m-1}\right\rangle \\
& =\left\{a_{1} \delta_{1}+\cdots+a_{m-1} \delta_{m-1}: a_{1}, \ldots, a_{m-1} \in \mathbb{F}_{2}\right\} .
\end{aligned}
$$

Since $\gamma_{1}, \ldots, \gamma_{m-1}$ and 1 are linearly independent over $\mathbb{F}_{2}$, the new elements $\delta_{1}, \ldots, \delta_{m-1}$ are linearly independent over $\mathbb{F}_{2}$, so $D$ is a subspace of $\mathbb{F}$ of size $k=2^{m-1}=n / 2$. For each $\alpha=a_{1} \gamma_{1}+\cdots+a_{m-1} \gamma_{m-1} \in G$, let

$$
\alpha^{*}=\alpha^{2}-\alpha=a_{1} \delta_{1}+\cdots+a_{m-1} \delta_{m-1} \in D
$$

Then we have

$$
G[i]^{*}=D[i], \quad 0 \leq i<k,
$$

where $G[i]$ and $D[i]$ are the $i$ th elements of $G$ and $D$, respectively, which are ordered according to the binary representation of $i$ in a similar fashion as that described above for $B$.

Suppose the Taylor expansion of $g(x)$ at $x^{2}-x$ is

$$
\begin{equation*}
g(x)=\sum_{i=0}^{k-1}\left(g_{i 0}+g_{i 1} x\right) \cdot\left(x^{2}-x\right)^{i} \tag{3}
\end{equation*}
$$

where $g_{i j} \in \mathbb{F}$. Let

$$
\begin{equation*}
g_{0}(x)=\sum_{i=0}^{k-1} g_{i 0} \cdot x^{i}, \quad \text { and } \quad g_{1}(x)=\sum_{i=0}^{k-1} g_{i 1} \cdot x^{i} \tag{4}
\end{equation*}
$$

For any $\alpha \in G$ and $b \in \mathbb{F}_{2}$, since $(\alpha+b)^{2}-(\alpha+b)=\alpha^{*}$, we have,

$$
\begin{equation*}
g(\alpha+b)=\left(g_{0}\left(\alpha^{*}\right)+\alpha \cdot g_{1}\left(\alpha^{*}\right)\right)+b g_{1}\left(\alpha^{*}\right) \tag{5}
\end{equation*}
$$

Hence the FFT of $g(x)$ can be obtained from those of $g_{0}(x)$ and $g_{1}(x)$ as follows. Let the FFT of $g_{0}(x)$ and $g_{1}(x)$ over $D$ be

$$
\begin{aligned}
& \operatorname{FFT}\left(g_{0}, m-1, D\right)=\left(u_{0}, u_{1}, \ldots, u_{k-1}\right) \\
& \operatorname{FFT}\left(g_{1}, m-1, D\right)=\left(v_{0}, v_{1}, \ldots, v_{k-1}\right)
\end{aligned}
$$

where $u_{i}=g_{0}(D[i])$ and $v_{i}=g_{1}(D[i]), 0 \leq i<k$. Then the equation (5) implies that

$$
\operatorname{FFT}(g, m-1, G)=\left(w_{0}, w_{1}, \ldots, w_{k-1}\right)
$$

where $w_{i}=u_{i}+G[i] \cdot v_{i}$ for $0 \leq i<k$, and

$$
\operatorname{FFT}(g, m-1, G+1)=\operatorname{FFT}(g, m-1, G)+\operatorname{FFT}\left(g_{1}, m-1, D\right)
$$

Applying this reduction step repeatedly, we obtain a fast algorithm for computing additive FFT. This is summarized in Algorithm 2.

Let us compute the cost of this algorithm. In computing the basis elements in $G$ and $D$ in Step 4, the number of multiplications is $2(m-1)+2(m-2)+\cdots+2 \cdot 1=$ $m(m-1)=O\left(\log _{2}^{2}(n)\right)$, and the number of additions is $(m-1)+(m-2)+\cdots+1=m(m-1) / 2=O\left(\log _{2}^{2}(n)\right)$. Also, in Step 2, we need to compute the powers $\beta_{m}^{i}, 2 \leq i \leq n-1$, for which the total number of multiplications is at most $\left(2^{m}-2\right)+\left(2^{m-1}-2\right)+\cdots+\left(2^{2}-2\right)<2 \cdot 2^{m}=2 n$. This part can be precomputed or computed as needed. In either case, the cost is negligible.

Next, we will consider the number of operations required by the other steps. Step 1 is used to end the recursion and costs 1 multiplication and 1 addition. Step 2 costs $n-1$ multiplications (besides computing powers of $\beta_{m}$ ). By letting $t=2$ in (1), Step 3 costs $\frac{1}{2} \cdot n \cdot \log _{2}(n)-\frac{1}{2} \cdot n$ additions. The cost of Step 5 is the number of operations needed to compute an additive FFT of size $n / 2$. The cost of Step 6 is $n$ multiplications and $n$ additions. Step 7 costs no operations. Let $M(n)$ and $A(n)$ denote the numbers of multiplications and additions, respectively, used by the algorithm for input of length $n$. Then $M(2)=1, A(2)=1$, and, for any $n=2^{m}>2$, the reduction implies that

$$
\begin{aligned}
M(n) & =2 \cdot M\left(\frac{n}{2}\right)+2 n-1 \\
A(n) & =2 \cdot A\left(\frac{n}{2}\right)+\frac{1}{2} \cdot n \cdot \log _{2}(n)+\frac{1}{2} \cdot n
\end{aligned}
$$

By induction, we have

$$
\begin{aligned}
M(n) & =2 \cdot n \cdot \log _{2}(n)-2 n+1 \\
A(n) & =\frac{1}{4} \cdot n \cdot\left(\log _{2}(n)\right)^{2}+\frac{3}{4} \cdot n \cdot \log _{2}(n)-\frac{1}{2} \cdot n
\end{aligned}
$$

The new algorithm significantly reduces the number of multiplications compared to the $\Theta\left(n \cdot\left(\log _{2}(n)\right)^{2}\right)$ multiplications required in [9]. The number of additions is slightly reduced compared to [9].

## IV. FFT OVER $\mathbb{F}_{2^{m}}: m$ A POWER OF TWO

Suppose $\mathbb{F}$ contains a subfield of $2^{m}$ elements where $m$ is a power of 2 . Let $n=2^{m}$ and $f \in \mathbb{F}[x]$ of degree less than $n$. In this section, we present a faster algorithm to compute the FFT of $f$ over $\mathbb{F}_{2^{m}}$. Our strategy is to reduce a problem of size $n$ to $2 \sqrt{n}$ problems each of size $\sqrt{n}$, and apply the technique recursively. Our algorithm makes use of a special basis introduced by Cantor [7]. Choose any any element $\beta_{m} \in$ $\mathbb{F}_{2^{m}}$ that has trace 1 in $\mathbb{F}_{2}$. Then define

$$
\begin{equation*}
\beta_{i-1}=\beta_{i}^{2}+\beta_{i}, \quad 1 \leq i<m \tag{6}
\end{equation*}
$$

Particularly, $\beta_{1}=1$. Also, $\beta_{1}, \ldots, \beta_{m}$ form a linear basis for $\mathbb{F}_{2^{m}}$ over $\mathbb{F}_{2}$. See the appendix for proof of these facts and others used below.

Let us enumerate the $n=2^{m}$ elements of $\mathbb{F}_{2^{m}}$ as follows. For $0 \leq i<n=2^{m}$, write $i$ in binary form, i.e.,

$$
i=i_{1}+i_{2} \cdot 2+\cdots+i_{m} \cdot 2^{m-1}=\left(i_{1}, i_{2}, \cdots, i_{m}\right)_{2}
$$

where each $i_{j}=0$ or 1 . Then the $i$ th element of $\mathbb{F}_{2^{m}}$ is

$$
\begin{equation*}
\varpi_{i}=i_{1} \cdot \beta_{1}+i_{2} \cdot \beta_{2}+\cdots+i_{m} \cdot \beta_{m} \tag{7}
\end{equation*}
$$

It is useful to observe that $\varpi_{i 2^{k}+j}=\varpi_{i 2^{k}}+\varpi_{j}$ whenever $j<2^{k}$.

For each $1 \leq k \leq m$, let us define the subspace $W_{k}$ of $\mathbb{F}_{2^{m}}$ to be all linear combinations of $\beta_{1}, \beta_{2}, \ldots, \beta_{k}$ over $\mathbb{F}_{2}$, that is,

$$
W_{k}=\left\langle\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right\rangle=\left\{\varpi_{i}: 0 \leq i<2^{k}\right\}
$$

For example, $W_{1}=\{0,1\}=\left\{\varpi_{0}, \varpi_{1}\right\}$. These subspaces form a strictly ascending chain of subspaces:

$$
\begin{equation*}
W_{1} \subset W_{2} \subset W_{3} \subset W_{4} \subset \cdots \subset W_{m}=\mathbb{F}_{2^{m}} \tag{8}
\end{equation*}
$$

Denote the vanishing polynomial of $W_{k}$ by $s_{k}(x)$, that is,

$$
s_{k}(x)=\prod_{a \in W_{k}}(x-a)
$$

In particular, $s_{1}(x)=x(x-1)=x^{2}+x$. By Lemma 1 in the appendix, $s_{k}(x)$ is a 2 -linearized polynomial, and

$$
s_{k+1}(x)=s_{k}^{2}(x)-s_{k}(x), \quad k \geq 1
$$

Furthermore, $s_{k}(x)=x^{2^{k}}+x$ whenever $k$ is a power of 2 . Also, if $k$ is a power of 2 and $i 2^{k}<n=2^{m}$ then

$$
\begin{equation*}
\left(\varpi_{i 2^{k}}\right)^{2^{k}}+\varpi_{i 2^{k}}=\varpi_{i} \tag{9}
\end{equation*}
$$

Now we are ready to describe the reduction step of our algorithm. Let $k$ be any power of two with $1<2 k \leq m$. Let $t=2^{k}$ and $T=t^{2}=2^{2 k} \leq n$. Our reduction is based on the following factorization

$$
\begin{equation*}
x^{t^{2}}-x-c=\prod_{b \in W_{k}}\left(x^{t}-x-a-b\right) \tag{10}
\end{equation*}
$$

where $a, c \in \mathbb{F}$ such that $a^{t}+a=c$. This follows from the identities

$$
\begin{gathered}
x^{t}+x=\prod_{b \in W_{k}}(x-b), \quad \text { and } \\
x^{t^{2}}-x-c=\left(x^{t}-x-a\right)^{t}+\left(x^{t}-x-a\right)
\end{gathered}
$$

Let $f(x)$ be any polynomial in $\mathbb{F}[x]$ of degree $<T$. We want to compute the values of $f(x)$ at the roots of $x^{T}-x-c$. We first compute the Taylor expansion of $f(x)$ at $x^{t}-x$ to get

$$
\begin{equation*}
f(x)=g_{0}(x)+g_{1}(x)\left(x^{t}-x\right)+\cdots+g_{t-1}(x)\left(x^{t}-x\right)^{t-1} \tag{11}
\end{equation*}
$$

where $g_{i}(x) \in \mathbb{F}[x]$ has degree $<t$. Then, for any $\omega \in \mathbb{F}$, we have
$f(x) \equiv g_{0}(x)+g_{1}(x) \omega+\cdots+g_{t-1}(x) \omega^{t-1}\left(\bmod x^{t}-x-\omega\right)$.
Suppose

$$
g_{i}(x)=\sum_{j=0}^{t-1} g_{i j} x^{j}, \quad 0 \leq i \leq t-1
$$

where $g_{i j} \in \mathbb{F}$. Define

$$
h_{j}(x)=\sum_{i=0}^{t-1} g_{i j} x^{i}, \quad 0 \leq j \leq t-1
$$

Then

$$
\begin{aligned}
& g_{0}(x)+g_{1}(x) \cdot \omega+\cdots+g_{t-1}(x) \cdot \omega^{t-1} \\
= & h_{0}(\omega)+h_{1}(\omega) \cdot x+\cdots+h_{t-1}(\omega) \cdot x^{t-1}
\end{aligned}
$$

Hence $f(x) \bmod x^{2^{k}}-x-\omega, \omega \in a+W_{k}$, can be obtained by computing the additive FFT of the $t$ polynomials $h_{j}(x)$ over $a+W_{k}$. Since $k$ is a power of 2 , we have $s_{k}(x)=x^{2^{k}}+x$ and the vanishing polynomial of $a+W_{k}$ is
$s_{k}(x-a)=s_{k}(x)-s_{k}(a)=x^{2^{k}}-x-\left(a^{2^{k}}-a\right)=x^{2^{k}}-x-c$.
Hence evaluating $h_{j}(x)$ over $a+W_{k}$ is equivalent to $h_{j}(x) \bmod x^{2^{k}}-x-c$.

|  | Algorithm 3: FFT of length $n=2^{m}$ ( $m$ a power of 2) |
| :---: | :---: |
| Input: Output: | $(f, n, s)$ where $s=0$ initially and $f(x) \in \mathbb{F}[x]$ of degree $<n$, $\operatorname{FFT}(f, n, s)=\left(f\left(\varpi_{s n}\right), f\left(\varpi_{s n+1}\right), \ldots, f\left(\varpi_{s n+n-1}\right)\right)$, the FFT of $f(x)$ over $\varpi_{s}+W_{m}$ |
| Step 1. <br> Step 2. | If $n=2$ then return $\left(f\left(\varpi_{2 s}\right), f\left(\varpi_{2 s+1}\right)\right)$. <br> Let $t$ be such that $t^{2}=n$. Compute the Taylor expansion of $f(x)$ at $x^{t}-x$ to get a matrix $G$ as in (12). |
| Step 3. | Column FFT of $G$ : for $1 \leq j \leq t$, let $h_{j}$ be the $j$-column of $G$, compute $\operatorname{FFT}\left(h_{j}, t, s t\right)$, a column vector denoted by $C_{j}$, update the $j$-th column of $G$ by $C_{j}$. |
| Step 4. Step 5. | Row FFT of $G$ : for $1 \leq i \leq t$, let $g_{i}$ be the $i$-th row of $G$, compute $\operatorname{FFT}\left(g_{i}, t, s n+(i-1) t\right)$, a row vector denoted by $R_{i}$. Return $\left(R_{1}, R_{2}, \ldots, R_{t}\right)$. |

The Taylor expansion (11) of $f$ can be represented by the following matrix

$$
G=\left(\begin{array}{cccc}
g_{00} & g_{01} & \cdots & g_{0 t-1}  \tag{12}\\
g_{10} & g_{11} & \cdots & g_{1 t-1} \\
\vdots & \vdots & \ddots & \vdots \\
g_{t-10} & g_{t-11} & \cdots & g_{t-1 t-1}
\end{array}\right)
$$

Then $g_{i}$ corresponds to the $i$-th row and $h_{j}(x)$ corresponds to the $j$-th column of $G$. Hence our reduction amounts to the following: for each column, perform an FFT over $x^{2^{k}}-x-c$, and then, for $0 \leq j \leq t-1$, compute the FFT of the $i$-th row over $x^{t}-x-a-\varpi_{i}$. This means that our reduction uses one Taylor expansion and reduces a problem of size $t^{2}$ to $2 t$ problems of size $t$.

To implement the above reduction, we need to see how the indices of elements change in term of the representation in (7). Let $c=\varpi_{s}$ in (10) where $s<2^{m-2 k}=n / T$. By (9), we can take $a=\varpi_{s t}$. Thus,

$$
\begin{aligned}
x^{t^{2}}-x-\varpi_{s} & =\prod_{b \in W_{k}}\left(x^{t}-x-\varpi_{s t}-b\right) \\
& =\prod_{i=0}^{t-1}\left(x^{t}-x-\varpi_{s t+i}\right)
\end{aligned}
$$

Note that the set of roots of $x^{t^{2}}-x-\varpi_{s}$ is $\varpi_{s t^{2}}+W_{2 k}$, i.e.,

$$
\left\{\varpi_{s t^{2}+i t+j}: 0 \leq i, j<t\right\},
$$

that of $x^{t}-x-\varpi_{s t+i}$ is $\varpi_{(s t+i) t}+W_{k}=\varpi_{s t^{2}+i t}+W_{k}$, i.e.,

$$
\left\{\varpi_{s t^{2}+i t+j}: 0 \leq j<t\right\}
$$

and that of $x^{t}-x-\varpi_{s}$ is $\varpi_{s t}+W_{k}$, i.e.,

$$
\left\{\varpi_{s t+j}: 0 \leq j<t\right\} .
$$

Hence our reduction step reduces an FFT over $\varpi_{s t^{2}}+W_{2 k}$ to $t$ FFTs over $\varpi_{s t}+W_{k}$, which corresponds to FFT on the columns of $G$, and an FFT over $\varpi_{s t^{2}+i t}+W_{k}$, FFT of the $i$-th row of $G$, for $i=0,1, \ldots, t-1$. Note that in the matrix $G$ above, after computed the row and column FFTs, one should read off the entries of the final matrix $G$ by rows starting at the first row. Pseudocode for the new additive FFT is given in Algorithm 3. In the algorithm, we identify a polynomial of degree $<n$ with a vector of length $n$, the FFT of a row vector
is a row vector, and the FFT of a column vector is a column vector.

Now we estimate the numbers of $\mathbb{F}$-operations used by our algorithm. Suppose $n=2^{m}$ with $m=2^{\ell}$. For $0 \leq i \leq \ell$, let $A(i)$ denote the number of additions in $\mathbb{F}$ used by the algorithm for input length $2^{2^{i}}$, and similarly $M(i)$ for the number of multiplications used. Note that $i=0$ corresponds to Step 1 where $f(x)$ is of the form $a x+b \in \mathbb{F}[x]$. As $\varpi_{2 s+1}=$ $\varpi_{2 s}+1$, we have $f\left(\varpi_{2 s+1}\right)=f\left(\varpi_{2 s}\right)+a$. Hence $f\left(\varpi_{2 s}\right)$ and $f\left(\varpi_{2 s+1}\right)$ can be computed using one multiplication and two additions in $\mathbb{F}$, that is, $A(0)=2$ and $M(0)=1$. For each $i$ from $\ell$ down to 1 , our reduction step involves a Taylor expansion with input length $2^{2^{i}}$ at $x^{2^{2^{i-1}}}-x$. By our argument in Section II (with $n=2^{2^{i}}$ and $t=2^{2^{i-1}}$ ), the number of $\mathbb{F}$ additions used is $2^{2^{i}} \cdot 2^{i-1}$. Hence we have, for $1 \leq i \leq \ell$,
$M[i]=2 \cdot 2^{2^{i-1}} \cdot M[i-1], \quad A[i]=2 \cdot 2^{2^{i-1}} \cdot A[i-1]+2^{2^{i}} \cdot 2^{i-1}$.
By induction, we see that

$$
\begin{aligned}
M(\ell) & =2^{2^{\ell}-1} \cdot 2^{\ell}=\frac{1}{2} \cdot n \cdot \log _{2}(n) \\
A(\ell) & =n \cdot \log _{2}(n)+\frac{1}{2} \cdot n \cdot \log _{2}(n) \cdot \log _{2} \log _{2}(n)
\end{aligned}
$$

So the new algorithm requires the same number of multiplications as the Wang-Zhu-Cantor algorithm, but the number of additions has been reduced. The new algorithm is said to be $\Theta\left(n \cdot \log _{2}(n) \cdot \log _{2} \log _{2}(n)\right)$.

## V. Concluding remarks

We presented two new additive FFT algorithms over finite fields of characteristic two. The first FFT can evaluate polynomials over any additive subspace of size $n=2^{m}$ where $m$ is arbitrary. This algorithm improves upon von zur Gathen and Gerhard's approach in that the number of multiplications required is reduced by a $\log$ factor while preserving the number of additions.

When $n=2^{m}$ and $m$ is a power of 2 , we present a more efficient algorithm for FFT over $\mathbb{F}_{2^{m}}$. The new additive FFT requires the same number of multiplications and fewer additions than the Wang-Zhu-Cantor FFT discussed at the beginning of this paper. The actual running time of an algorithm on a particular computer depends on other factors besides
the number of arithmetical operations. Therefore, one should carefully implement both techniques to determine which one is actually faster on a particular architecture.

The inverse FFT efficiently interpolates a collection of evaluations of a polynomial back into the polynomial. An inverse additive FFT can be constructed by performing the inverse of each operation of an additive FFT algorithm in reverse order. Each inverse FFT algorithm can be shown to require the same number of operations as the companion FFT algorithm.

Finally, all the algorithms in this paper can be implemented as parallel algorithms (no recursive calls). For FFT of length $n$, they need to store only $n$ field elements (for the coefficients), except that Algorithm 2 may need to store extra elements for the $\delta$ 's if they are precomputed (so no need to compute them during the execution of the algorithm). This means that our algorithms are well suitable for hardware implementation.

## Appendix

In this appendix, we prove a few properties needed by our algorithms. Some of these properties can be found in Cantor's paper [7], but we present them in a simplified fashion that may be more accessible to the reader. We shall work over a field $\mathbb{F}$ of characteristic two where the identity $(x+y)^{2}=x^{2}+y^{2}$ is valid. Let $\phi(x)=x^{2}+x$ and

$$
\phi^{i+1}(x)=\phi\left(\phi^{i}(x)\right), \quad i \geq 1
$$

Define

$$
\begin{equation*}
s_{i}(x)=\phi^{i}(x) \in \mathbb{F}[x], \quad i \geq 1 \tag{13}
\end{equation*}
$$

Then $s_{1}(x)=x^{2}+x$, and

$$
s_{i+1}(x)=s_{i}^{2}(x)+s_{i}(x), \quad i \geq 1
$$

By induction, we have

$$
\begin{equation*}
s_{i}(x)=\sum_{k=0}^{i}\binom{i}{k} x^{2^{k}} \tag{14}
\end{equation*}
$$

Here we used the properties that

$$
\binom{i}{k}+\binom{i}{k-1}=\binom{i+1}{k}, \quad\binom{i}{k}^{2} \equiv\binom{i}{k} \quad(\bmod 2) .
$$

To see the number of nonzero terms in $s_{i}(x)$, we recall Lucas' Lemma. Represent $i$ and $k$ in binary form:
$i=i_{1}+i_{2} \cdot 2+\cdots+i_{m} \cdot 2^{m-1}, \quad k=k_{1}+k_{2} \cdot 2+\cdots+k_{m} \cdot 2^{m-1}$,
where $i_{j}, k_{j} \in\{0,1\}$. Then

$$
\binom{i}{k} \equiv\binom{i_{1}}{k_{1}} \cdot\binom{i_{2}}{k_{2}} \cdots\binom{i_{m}}{k_{m}} \quad(\bmod 2)
$$

Note that $\binom{i_{j}}{k_{j}}=0$ whenever $k_{j}>i_{j}$. Hence, in $\mathbb{F}$, we have $\binom{i}{k}=1$ if and only if $k_{j} \leq i_{j}$ for all $1 \leq j \leq m$. Thus, if the binary representation of $i$ has $t$ 's, then $s_{i}(x)$ has $2^{t}$ nonzero terms. In particular,

$$
s_{i}(x)=x^{2^{i}}+x \quad \text { if any only if } i \text { is a power of } 2 .
$$

Next we define a sequence of elements in the algebraic closure of $\mathbb{F}_{2}: \beta_{1}=1$, and

$$
\beta_{i+1}^{2}+\beta_{i+1}=\beta_{i}, \quad i=1,2, \ldots
$$

Note that, for each $i$, the equation $x^{2}+x=\beta_{i}$ has two solutions (in the algebraic closure of $\mathbb{F}_{2}$ ), so $\beta_{i+1}$ has two choices, either of which will work in our algorithms. For each $i \geq 0$, let $i=i_{1}+i_{2} \cdot 2+\cdots+i_{m} \cdot 2^{m-1}$ be its binary representation, and define

$$
\begin{equation*}
\varpi_{i}=i_{1} \cdot \beta_{1}+i_{2} \cdot \beta_{2}+\cdots+i_{m} \cdot \beta_{m} \tag{15}
\end{equation*}
$$

Note that $\varpi_{i 2^{k}+j}=\varpi_{i 2^{k}}+\varpi_{j}$ whenever $j<2^{k}$. These properties are summarized as follows.

Lemma 1: (a) $s_{k}\left(\beta_{i+k}\right)=\beta_{i}$ for all $i, k \geq 1$;
(b) $s_{i}\left(\beta_{i+1}\right)=\beta_{1}=1$ for $i \geq 1$;
(c) $s_{k+1}(x)=s_{k}(x)^{2}+s_{k}(x)$ for all $k \geq 1$, and the roots of $s_{k}(x)$ are the $\mathbb{F}_{2}$-linear subspace

$$
W_{k}=\left\langle\beta_{1}, \beta_{2}, \ldots, \beta_{k}\right\rangle=\left\{\varpi_{i}: 0 \leq i<2^{k}\right\}
$$

(d) $\varpi_{i 2^{k}}^{2^{k}}+\varpi_{i 2^{k}}=\varpi_{i}$ for any $k$ being a power of two and $i \geq 1$.
We outline the proof. By definition, $\beta_{i}=\phi\left(\beta_{i+1}\right)$ for all $i \geq 1$, thus, by induction, we have

$$
\beta_{i}=\phi^{k}\left(\beta_{i+k}\right), \quad \text { for all } i, k \geq 1
$$

Then part (a) follows, as $s_{k}\left(\beta_{i+k}\right)=\phi^{k}\left(\beta_{i+k}\right)$, and (b) is just a special case of (a). Part (c) follows by induction: it's true for $k=1$; and if it is true for $k$ then

$$
\begin{aligned}
\prod_{a \in W_{k+1}}(x-a) & =\prod_{a \in W_{k}}(x-a) \prod_{a \in W_{k}}\left(x-\left(a+\beta_{k+1}\right)\right) \\
& =s_{k}(x) s_{k}\left(x-\beta_{k+1}\right) \\
& =s_{k}(x)\left(s_{k}(x)-s_{k}\left(\beta_{k+1}\right)\right) \\
& =s_{k}(x)\left(s_{k}(x)-1\right)=s_{k+1}(x)
\end{aligned}
$$

For part (d), suppose $\varpi_{i}=i_{1} \cdot \beta_{1}+i_{2} \cdot \beta_{2}+\cdots+i_{m} \cdot \beta_{m}$. Then

$$
\varpi_{i 2^{k}}=i_{1} \cdot \beta_{1+k}+i_{2} \cdot \beta_{2+k}+\cdots+i_{m} \cdot \beta_{m+k}
$$

So, if $k$ is a power of two, then $s_{k}(x)=x^{2^{k}}+x$, and
$\varpi_{i 2^{k}}^{2^{k}}+\varpi_{i 2^{k}}=s_{k}\left(\varpi_{i 2^{k}}\right)=\sum_{j=1}^{m} i_{j} s_{k}\left(\beta_{j+k}\right)=\sum_{j=1}^{m} i_{j} \beta_{j}=\varpi_{i}$.
This completes the proof.
Lemma 2: For each $m \geq 1$, the elements $\beta_{1}, \beta_{2}, \ldots, \beta_{m}$ are linearly independent over $\mathbb{F}_{2}$.
It follows by induction on $m$, as it's true for $m=1$, and any linear relation among $\beta_{1}, \ldots, \beta_{m}, \beta_{m+1}$ implies a linear relation among $\beta_{1}, \ldots, \beta_{m}$ via the map $\phi$.

Next we determine the subfields where the elements $\beta_{m}$ 's lie. First consider the case $m=2^{k}$. By Lemma 1 (c), $\beta_{k}$ is a root of $s_{m}(x)=x^{2^{m}}+x$. Hence $\beta_{m} \in \mathbb{F}_{2^{m}}$, which implies that $\beta_{i} \in \mathbb{F}_{2^{m}}$ for all $i \leq m$. Since $m-1=1+2+2^{2}+$ $\cdots+2^{k-1}$, we have

$$
s_{m-1}(x)=\sum_{j=0}^{m-1} x^{2^{j}}
$$

Hence $s_{m-1}\left(\beta_{m}\right)$ is the trace of $\beta_{m} \in \mathbb{F}_{2^{m}}$ into $\mathbb{F}_{2}$. By Lemma 1 (b), $s_{m-1}\left(\beta_{m}\right)=\beta_{1}=1$, that is, $\beta_{m}$ has trace 1 in $\mathbb{F}_{2}$. Since $m$ is a power of $2, \beta_{m}$ can not be any proper subfield of $\mathbb{F}_{2^{m}}$ (which would imply that $\beta_{m}$ has trace 0 ). Therefore, $\beta_{m}$ has degree $m$ over $\mathbb{F}_{2}$ whenever $m$ is a power of two.

Now let $i \geq 1$. Suppose $2^{k-1}<i \leq m=2^{k}$. Then $\beta_{i} \in$ $\mathbb{F}_{2^{m}}=\mathbb{F}_{2^{2}}$, but not in any proper subfield. In fact, the biggest subfield of $\mathbb{F}_{2^{m}}$ is $\mathbb{F}_{2^{2^{k-1}}}$. If $\beta_{i} \in \mathbb{F}_{2^{2^{k-1}}}$, then $\beta_{j} \in \mathbb{F}_{2^{2^{k-1}}}$ for all $1 \leq j \leq i$, hence $W_{i}$ is contained in $\mathbb{F}_{2^{2^{k-1}}}$. But the number of elements in $W_{i}$ is $2^{i}$, which is bigger than $2^{2^{k-1}}$. A contradiction has been reached and we have just proved the following result:

Lemma 3: If $2^{k-1}<i \leq 2^{k}$, then $\beta_{i} \in \mathbb{F}_{2^{2^{k}}}$ but not in any smaller field.
In particular, we have $\beta_{1}=1 \in \mathbb{F}_{2}, \beta_{2} \in \mathbb{F}_{2^{2}}, \beta_{3}, \beta_{4} \in \mathbb{F}_{2^{2^{2}}}$, $\beta_{5}, \beta_{6}, \beta_{7}, \beta_{8} \in \mathbb{F}_{2^{2^{3}}}$, and so on.

Finally, we give an explicit construction for the tower of subfields:

$$
\mathbb{F}_{2}=\mathbb{F}_{2^{2^{0}}} \subset \mathbb{F}_{2^{2^{1}}} \subset \mathbb{F}_{2^{2^{2}}} \subset \cdots \subset \mathbb{F}_{2^{2^{k}}} \subset \cdots
$$

Let $\alpha_{0}=1$ and, for each $k \geq 1, \alpha_{k}$ is defined such that

$$
\begin{equation*}
\alpha_{k}+\alpha_{k}^{-1}=\alpha_{k-1} \tag{16}
\end{equation*}
$$

Then $\alpha_{k}$ has degree $2^{k}$ over $\mathbb{F}_{2}$, that is, $\mathbb{F}_{2}\left[\beta_{k}\right]=\mathbb{F}_{2^{2 k}}$, for all $k \geq 1$. A natural basis for $\mathbb{F}_{2^{2 k}}$ over $\mathbb{F}_{2}$ is then

$$
\left\{\alpha_{1}^{e_{1}} \alpha_{2}^{e_{2}} \cdots \alpha_{k}^{e_{k}}: e_{j}=0 \text { or } 1,1 \leq j \leq k\right\} .
$$

Under this basis, addition and multiplication are both easy to implement. Another major advantage of this representation is that the basis structure corresponds to the subfield structure.

We note that the minimal polynomial of $\alpha_{k}$ can be obtained as follows. First define two sequences of polynomials $a_{k}(x)$ and $b_{k}(x)$ recursively as follows:

$$
\begin{aligned}
a_{0}(x)=x, & b_{0}(x)=1, \\
a_{k+1}(x)= & a_{k}(x) \cdot b_{k}(x) \\
b_{k+1}(x)= & a_{k}^{2}(x)+b_{k}^{2}(x)
\end{aligned}
$$

for $k \geq 0$. Then the minimal polynomial of $\alpha_{k}$ is $a_{k}(x)+b_{k}(x)$ for $k \geq 0$. The proof of these results can be found in the book [15]; see particularly Theorem 3.10, Theorem 3.20, Corollary 3.22, and Research Problem 3.1.

The defining equation (16) implies that $\alpha_{k-1}$ is the trace of $\alpha_{k}$ from $\mathbb{F}_{2^{2^{k}}}$ to $\mathbb{F}_{2^{2^{k-1}}}$. By induction, we see that $\alpha_{k}$ has trace 1 in $\mathbb{F}_{2}$. So, for any $m=2^{k}$, the desired sequence $\beta_{1}, \beta_{2}, \beta_{3}, \ldots, \beta_{m}$ in the above discussion can be obtained as follows: First set $\beta_{m}=\alpha_{k}$. Then for $i$ from $m-1$ down to 1 , define $\beta_{i}=\beta_{i+1}^{2}+\beta_{i+1}$. This was the method used to obtain (6).
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