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Abstract  
 

 A new scheme for combinational linear expansion is 
proposed for decompression of scan vectors.  It has the 
capability to adjust the width of the linear expansion each clock 
cycle.  This eliminates the requirement that every scan bit-slice 
be in the output space of the linear decompressor.  Depending on 
how specified the current bit-slice is, the decompressor may load 
all scan chains or may load only a subset of the scan chains.  
This provides the nice feature that any scan vector can be 
generated using the proposed scheme regardless of the number 
or distribution of the specified bits.  Thus, the proposed scheme 
allows the use of any ATPG procedure without any constraints.  
Moreover, it allows greater compression to be achieved than 
fixed width expansion techniques since the ratio of the number of 
scan chains to the number of tester channels can be scaled much 
larger.  A procedure for designing and optimizing the adjustable 
width decompression hardware and obtaining the compressed 
data is described. Experimental data indicates that the proposed 
scheme is simple yet very effective. 
 

1. Introduction  
 

Many test vector compression schemes have been proposed 
to reduce the tester storage requirements by reducing the test data 
volume.  Reducing the test data volume helps to reduce the test 
application time as well as the bandwidth requirements.  A 
number of test vector compression schemes have been developed 
using a variety of codes including run-length codes [9], selective 
Huffman codes [10], Golomb codes [2], frequency directed codes 
[3], Mutation codes [18], packet-based codes [20], and non-
linear combinational codes [19].  Another class of schemes 
involves reducing test vector volume by encoding test vectors in 
a longer built-in self-test (BIST) test sequence.  These techniques 
include using hybrid patterns [4], folding counters [7], 
two-dimensional compression [16], and RESPIN [5]. 

A third major class of test vector compression schemes are 
based on linear expansion.  The data is decompressed by 
performing only linear operations.  This includes techniques 
based on linear feedback shift register (LFSR) reseeding and 
combinational linear expansion circuits consisting of XOR gates.  
Linear expansion circuits exploit the unspecified (don�t care) bit 
positions in test cubes (i.e., deterministic test vectors where the 
unassigned bit positions are left as don�t cares) to achieve large 
amounts of compression.  It has been observed that typically only 
1-5% of the bits are specified. 

Linear expansion schemes can be divided into those that use 
sequential linear finite state machines and those that use only 
linear combinational circuits.  The schemes that use linear finite 
state machines include [11, 12, 13, 14, 15, 17, 21].  The schemes 
that use only linear combinational circuits provide less 
compression, but require less overhead and are simpler and easier 
to implement.  As illustrated in Fig. 1, the combinational linear 

decompression schemes involve placing a combinational circuit 
between the tester channels and the scan chains that expands a 
small number of tester channels, N, to fill a much larger number 
of scan chains, M.  Two basic schemes have been proposed for 
combinational linear decompression.  The very simplest is the 
Illinois Scan Architecture [6, 8], in which one channel from the 
tester is used to feed multiple scan chains.  Another scheme is the 
one described in [1] which involves using a network of XOR 
gates such that each scan chain is fed from some linear 
combination of the channels from the tester. 
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Figure 1.  Combinational Linear Decompression 
 

In this paper, a new scheme is proposed for combinational 
linear expansion that has some nice advantages.  One of the 
drawbacks of the scheme in [1] is that in every clock cycle, an 
entire �bit-slice� of the scan chains (which consists of M bits) 
must be filled.  Thus, the most specified bit-slice places an upper 
bound on the compression ratio of M/N.  In order to keep the 
compression ratio high, some constraints need to be placed on the 
ATPG process so that no bit-slice has too many specified bits 
such that it cannot be generated through the linear expansion 
network.  Placing constraints on the ATPG process can result in 
generating more test vectors thereby offsetting some of reduction 
in test data gained through using compression.  In the proposed 
scheme, an adjustable width linear expansion technique is used.  
Whereas the scheme in [1] always uses a fixed expansion width 
of N bits to fill M scan chains in every clock cycle, the proposed 
approach provides the capability of using different size 
expansions.  In any given clock cycle, the N bits coming from the 
tester may expand to load all M scan chains, or may load only a 
subset of the scan chains.  This provides some nice benefits.  It 
eliminates the requirement that every scan bit-slice has to be in 
the output space of the linear decompressor.  The decompressor 
can be designed so that any scan vector can be generated using 
the proposed scheme regardless of the number or distribution of 
the specified bits (as explained in Sec. 3).  Thus, the proposed 
scheme allows the use of any ATPG procedure without any 
constraints.  Moreover, it allows greater compression to be 
achieved. The ratio of M/N can be scaled much larger.  For 
lightly specified bit-slices, the proposed scheme can use a full N 
to M expansion, while for more heavily specified bit-slices, it can 
use a smaller width expansion.  This flexibility allows for better 
encoding efficiency and hence more compression. 
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2. Overview of Proposed Scheme   
  

The key idea of the proposed scheme is that the N bits 
coming from the tester each clock cycle need not load exactly one 
complete bit-slice of the scan chains.  Based on the number of 
specified bits in the bit-slice, the N bits can be used to encode 
either a portion of the bit-slice (for a bit-slice having a high 
number of specified bits) or an entire bit-slice (for low number of 
specified bits).  Hence the bit-slice with the maximum number of 
specified bits does not place a lower bound on the number of 
tester channels required, since multiple tester cycles can be used 
to load the bit-slice.  No special ATPG is thus required to 
distribute the specified bits evenly across the bit-slices.  

The architecture of the proposed scheme is shown in Fig. 2.  
The N bits from the tester are connected to a combinational linear 
decompressor.  The outputs of the decompressor feed the scan 
chains within the circuit.  If there are M scan chains, the linear 
decompressor has M outputs.  Each bit-slice of the scan chains is 
divided into k equal sized blocks, B1 through Bk , where each 
block has q bits.  Thus, the number of blocks, k, is equal to M/q.  
The scan chains are effectively partitioned into k groups, 
corresponding to the blocks B1 though Bk.  Each of these scan 
groups has a separate scan clock associated with it.  As can be 
seen from Fig. 2, the first q scan chains corresponding to block 
B1 are clocked by scan clock SC1, and the last q scan chains 
corresponding to block Bk are clocked by scan clock SCk.  These 
scan clocks are generated by the control logic shown in Fig. 2. 
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Figure 2.   Architecture of Proposed Scheme  
  
Using this architecture, an adjustable width linear expansion 

can be implemented.  The N bits coming from the tester can be 
used to load either just a single block (by activating only the scan 
clock for that block) or multiple blocks.  There would be no 
compression achieved when N is used to load just a single block 
(this would occur when the block to be encoded has a very high 
number of specified bits).  However, the compression would be 
high when the N bits are used to load a large number of blocks at 
a time (this would occur when successive blocks have very few 
specified bits). 

The number of blocks that is loaded in a clock cycle can be 
termed as the grouping factor g.  Some control information is 
needed to select the grouping factor that is used in each clock 
cycle.  For example, if g can take the values 1, 2, 4 and 16, then 
two control bits would be required to encode these four possible 
values of g.  To minimize the control information, g should be 

assigned only a limited number of values.  The number of control 
bits, p, required to select the grouping factor, g, each clock cycle 
is given by: 

p = �log2( # of possible values of g )� 
The N bits coming from the tester each clock cycle must 

encode the p control bits for the grouping factor and the 
corresponding blocks of the bit-slice.  The control logic shown in 
Fig. 2 decodes the p control bits for the grouping factor from the 
N bits coming from the tester.  The control logic also keeps track 
of the block that was loaded last during the previous clock cycle, 
since the blocks to be loaded during the current cycle will start 
after this block.  The control logic thus needs a �log2(k)�  bit 
index register that points to the last block that was loaded in the 
previous clock cycle. Based on the value of this index register 
and the grouping factor, the control logic selects the set of scan 
clocks that need to be activated in the current clock cycle.  The 
index register is updated in the current cycle by adding the 
grouping factor to the contents of the register by performing a 
mod-k addition so that it points to the last block that was loaded. 
 Consider the operation of the hardware in Fig. 2.  During 
each clock cycle, the tester feeds N bits to the linear 
decompressor and the control logic.  Since the linear 
decompressor is a combinational network, the M outputs of the 
decompressor are ready with the decoded data within the same 
cycle.  Based on the N bits from the tester, the control logic 
activates the appropriate set of scan clocks.  The remaining scan 
clocks are left inactive.  For example, if block B1 was loaded last 
during the previous clock cycle, and the grouping factor for the 
current clock cycle is 2, then blocks B2 and B3 are loaded during 
the current clock cycle.  Only the scan clocks SC2 and SC3 are 
activated during the current clock cycle.  Note that blocks across 
different bit-slices can also be loaded within the same clock 
cycle.  If block Bk-1 was the last block to be loaded in the 
previous clock cycle and the grouping factor is 3, then in the 
current clock cycle, the scan clocks, SC1, SC2, and SCk will be 
activated.  This will cause block Bk from the first bit-slice and 
blocks B1 and B2 from the second bit-slice to be loaded.  Thus, 
during each clock cycle, at most k blocks can be loaded, though 
not necessarily from the same bit-slice (as it may wrap to the next 
bit-slice).  This process continues until all the bit-slices are 
loaded.  At this point, the system clock can be applied and the 
response from the circuit loaded into the scan chains.  Note that 
no wrapping is done across scan vectors. 
 A multiple input signature register (MISR) can be used to 
compress the output response as it is shifted out of the scan 
chains while the next scan vector is being loaded.  In 
conventional scan testing, the output response stored in an entire 
bit-slice is shifted into the MISR during each clock cycle.  
However, note that in the proposed scheme, when not all the 
blocks in a bit-slice are loaded in a single clock cycle, only a 
subset of the scan chains are shifted in that clock cycle.  The 
scan-out for the inactive scan chains will simply hold the same 
value as the last clock cycle.  This does not cause any problems 
for the MISR operation as it will simply compact the scan-out of 
all the scan chains each clock cycle regardless of whether each 
scan chain is active or not.  
 

3. Design of Linear Combinational Decompressor   

  It is important that the linear combinational decompressor be 
designed in such a way that it is always possible to encode all 
scan vectors regardless of the number and distribution of the 
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specified bits.  This eliminates the need for any special 
constraints on the ATPG process.  To accomplish this, the linear 
combinations of the channels coming from the tester that are used 
to drive each scan chain need to be carefully selected to ensure 
that it is always possible to solve for at least one block in each 
clock cycle. 
 The linear decompressor consists of XOR gates driving the 
scan-ins of each of the M scan chains (one XOR gate per scan 
chain).  The inputs to each XOR gate are a subset of the N 
channels from the tester.  Thus, each scan chain is driven by 
some linear combination of the N channels from the tester.  The 
key is to choose the linear combinations for each scan chain in 
such a way that it is always possible to solve for at least one 
block.  To accomplish this, the parameters for the architecture of 
the proposed scheme should be selected so that N = p+q, where 
p is the number of control bits and q is the block size.  Then the 
following procedure can be used for selecting the linear 
combinations.  First select the linear combinations for the p 
control bits so that they are linearly independent of each other.  
This ensures that any combination of the control bits can be 
generated each clock cycle.  Then for each block of q scan 
chains, the linear combinations for each scan chain are chosen so 
that they are linearly independent of each other and linearly 
independent of the linear combinations of the p control bits.  This 
ensures that any combination of specified bits for the block can 
be generated.  Forming the p+q linearly independent 
combinations is always possible to do provided N is not less than 
p+q.  By increasing the number of inputs to the XOR gates, the 
space of possible linear combinations increases (it is maximum 
for N/2).  This allows more diversity in the linear combinations 
across different blocks, however, it comes at the cost of more 
overhead.  As shown in [1], good results can typically be 
obtained using just 3-input XOR gates. 
  For the proposed decompression scheme, each scan vector is 
encoded by starting from the first block in the first bit-slice.  The 
largest grouping factor is tried first.  For each specified bit in the 
set of consecutive blocks corresponding to the largest grouping 
factor, a linear equation is formed corresponding to the XOR gate 
that is driving its scan-in.  A linear equation is also formed for 
each of the p control bits so that it takes on the correct value 
corresponding to the largest grouping factor.  The system of 
linear equations for all the specified bits in the set of blocks and 
the p control bits is then passed to a linear solver.  If a solution 
cannot be found, then the next smaller grouping factor is tried 
and so forth.  In the worst case, it may be necessary to go all the 
way down to the smallest grouping factor which will correspond 
to just a single block.  This is guaranteed to have a solution since 
all the linear equations of a block will be independent due to the 
way the linear decompressor was designed.  When the linear 
solver does find a solution, then the solution gives the values for 
the N bits coming in from the tester for that clock cycle, and the 
encoding process then continues for the next set of blocks in the 
same manner.  This process continues until all the blocks of the 
scan vector have been encoded.  A more detailed description of 
how to form and solve the linear equations can be found in [12] 
and [14]. 
 

 4. Selecting Architecture Parameters 
  

 Given the set of test cubes (test vectors where the unspecified 
inputs are left as don�t cares) and the tester bandwidth available, 
this section describes how to select the parameters for the 

proposed scheme. 
N is fixed by the available tester bandwidth, since N is the 

number of bits coming from the tester every tester cycle.  The 
designer can select whatever number, M, of scan chains is 
desired.  The amount of compression will improve as the number 
of scan chains is increased, but the overhead of the decompressor 
increases as well and there are diminishing marginal returns as 
the number of scan chains becomes large.  Note that there may be 
other design factors that also impact how many scan chains the 
designer wishes to use. 

So given a fixed N and M, the remaining parameters to select 
are the number of control bits, p, and the corresponding set of 
grouping factors.  Once p is chosen, then the size of each block, 
q, is equal to N-p, and the number of blocks (k) per scan bit-slice 
is equal to M/q. 
 As the number of control bits is increased, more grouping 
factors are possible which improves encoding efficiency.  
However, this is offset by the additional data required for the 
control bits.  At some point, the marginal gains in encoding 
efficiency do not compensate for the additional data required for 
adding another control bit.  Figure 3 shows an example of how 
the amount of compressed test data varies with the number of 
control bits for the s13207 benchmark circuit.  As can be seen, it 
reaches a minimum when p=3 and increases thereafter. 
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Figure 3.  Total Compressed Data versus Number of Control Bits 
for s13207 Benchmark Circuit 

 
 So the procedure for selecting the number of control bits is as 
follows.  First try to encode all the scan vectors using full N to M 
expansion which corresponds p=0, i.e., having no control bits 
(which is the same as [1]).  If this is possible, then that is the best 
solution for those values of M and N.  If it is not possible, then 
try p=1.  This allows 2 different grouping factors.  One can be a 
grouping factor of 1 and the other a grouping factor of k.  The 
test cubes can be encoded using these two grouping factors to 
compute the total amount of compressed test data.  Then try p=2.  
This allows 4 different grouping factors.  For simplicity, they can 
be selected to be equally spaced between 1 and k.  Again the total 
amount of compressed test data can be calculated.  This process 
continues with p increasing by one each time until a point is 
reached where increasing p does not reduce the total test data.  
This procedure allows the minimum point in the graph to be 
found thereby giving the best value for p to minimize the total 
amount of compressed test data. 
 One simplification in the procedure above is that the 
grouping factors are chosen to be equally spaced between 1 and 
k.  This may not give the most efficient set of grouping factors.  
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An optimization for the procedure would be to first assume all 
grouping factors are possible, and then encode the scan vectors 
and keep track of how often each grouping factor is used.  Given 
the frequency with which each grouping factor is used, a more 
optimal set of grouping factors can be chosen. 
 

5. Experimental Results     

 Experiments were performed on the largest ISCAS 89 
benchmark circuits.  For each circuit, ATPG was performed to 
generate test cubes for the non-redundant faults.  The test cubes 
were then encoded using the proposed scheme.  The results are 
shown in Table 1.  The number of test cubes for each circuit is 
shown.  The set of test cubes was encoded using the proposed 
scheme assuming 19 channels coming from the tester.  Results 
are shown for using 1, 2, and 3 control bits.  In each case, the 
total amount of required tester storage (including the control bits) 
is shown followed by the percent compression. 
 Table 2 provides a comparison between the proposed method 
and the linear combinational decompressor scheme in [1] which 
uses a fixed width expansion.  While the proposed scheme does 
not require any special ATPG as it is guaranteed to work for any 
set of test cubes, the scheme in [1] requires a special constrained 
ATPG to ensure all test  cubes  can  be encoded.  Note that if the 
proposed method was combined with a special ATPG procedure, 
the results could be improved significantly.  Nonetheless, the 
proposed scheme performs very well as the adjustable width 
expansion allows better encoding efficiency compared with a fixed 
width expansion even without any modifications to the ATPG. 
 

Table 1.  Results using 1, 2, and 3 Control Bits 
  

     Circuit p = 1 p = 2 p = 3 

Name Num 
Cubes 

Test 
Data 

%  
Comp 

Test 
Data 

%  
Comp 

Test 
Data 

%  
Comp

s13207 266 68,134 63.4 16,378 91.2 14,307 92.3 
s15850 226 85,823 37.8 22,895 83.4 15,067 89.0 
s38417 376 197,334 68.4 51,623 91.7 49,001 92.1 
s38584 296 197,182 54.4 42,997 90.0 28,994 93.3 
  

Table 2.  Comparison with Scheme Described in [1] 
 

[1] Proposed Scheme Circuit 
Name Tester 

 Channels 
Num 

Cubes 
Test 
Data 

Tester 
Channels 

Num 
Cubes

Test 
Data 

s13207 24 251 24,096 19 266 14,307
s15850 32 170 16,320 19 226 15,067
s38417 32 296 63,936 19 376 49,001
s38584 24 182 34,944 19 296 28,994

  

6. Conclusions  
 

 The proposed scheme for adjustable width linear 
combinational expansion is simple to implement, yet it efficiently 
exploits the don�t care values in the test set to reduce test data 
storage requirements.  The overhead for the proposed scheme is 
small.  It consists of one 3-input XOR gate for each scan chain, a 
small amount of control logic, and an index register.  The 
computational complexity for solving the linear equations is 
O(N2M) where N is the number of channels from the tester and M 
is the number of scan chains.  Hence, it can be done very rapidly.  
Thus, the proposed scheme is very practical and provides a low 

cost solution for achieving an order of magnitude reduction in 
test data volume. 
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