Contents list available at JMCS
Journal of Mathematics and Computer Science

# Adomian Decomposition Method for Solving Fractional Bratu-type Equations 

Bahman Ghazanfari<br>Amaneh Sepahvandzadeh<br>Department of Mathematics, Lorestan University, Khorramabad, 68137-17133, Iran<br>bahman_ghazanfari@yahoo.com<br>sepahvandzade_amane@yahoo.com

Article history:
Received June 2013
Accepted July 2013
Available online July 2013


#### Abstract

The Adomian decomposition method is proposed to solve fractional Bratu-type equations. The iteration procedure is based on a fractional Taylor series. Three examples are illustrated to show the presented method's efficiency and convenience.
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## 1. Introduction

Fractional differential equations are studied in various fields of physics and engineering, namely in signal processing, control engineering [1, 2], electromagnetism [3], biosciences [4], fluid mechanics [5], electrochemistry [6], diffusion processes [7], dynamic of viscoelastic material [8], continuum and statistical mechanics [9] and propagation of spherical flames [10].
In general, most of the fractional differential equations do not have exact solutions. Particularly, there is no known method for solving fractional boundary value problems exactly. Therefore several methods for the approximate solutions to classical differential equations [11] are extended to solve differential equations of fractional order numerically. These methods include, Adomian decomposition method [12], homotopy perturbation method [13-16], homotopy analysis method [17], variational iteration method [18], generalized differential transform method [19], finite difference method [20] and etc [21, 22].
In this paper, Adomian decomposition method [23, 24] is extended for solving fractional Bratu's initial value problem as follows:

$$
\begin{align*}
& D_{x}^{2 \alpha} u(x)+\lambda e^{u(x)}=0, \quad 0<\alpha \leq 1, \quad 0<x<1,  \tag{1.1}\\
& u(0)=u^{(\alpha)}(0)=0, \quad \lambda \text { is a constant, }
\end{align*}
$$

where $\alpha$ is an order of Jumarie's fractional derivative and $D^{2 \alpha}=D^{\alpha} D^{\alpha}$ and $D_{x}^{\alpha} u=d^{\alpha} u(x) / d x^{\alpha}$.

The rest of the paper is organized as follows. In section 2 we list some basic definitions and properties of the fractional calculus theory. Adomian decomposition method is given in section 3. The numerical experiments are provided in section 4 and conclusion is in section 5 .

## 2. Fractional derivative

We give some basic definitions and properties of the fractional calculus theory which are used further in this paper.
Definition 2.1[25] Assume $f: \mathbb{R} \rightarrow \mathbb{R}, x \rightarrow f(x)$, denote a continuous (but not necessarily differentiable) function, and let the partition $\mathrm{h}>0$ in the interval $[0, l]$. Through the fractional Riemann Liouville integral

$$
\begin{equation*}
I_{x}^{\alpha} f(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{\mathrm{x}}(\mathrm{x}-\xi)^{\alpha-1} f(\xi) d \xi, \quad \alpha>0, \tag{2.1}
\end{equation*}
$$

the modified Riemann-Liouville derivative is defined as

$$
\begin{equation*}
D_{x}^{\alpha} f(x)=\frac{1}{\Gamma(\mathrm{n}-\alpha)} \frac{\mathrm{d}^{\mathrm{n}}}{\mathrm{dx}} \int_{0}^{\mathrm{x}}(\mathrm{x}-\xi)^{\mathrm{n}-\alpha}(f(\xi)-f(0)) d \xi, \tag{2.2}
\end{equation*}
$$

where $x \in[0,1], n-1 \leq \alpha<n$ and $n \geq 1$.
G. Jumarie's derivative is defined through the fractional difference [20]

$$
\begin{equation*}
\Delta^{\alpha} f(x)=(F W-1)^{\alpha} f(x)=\sum_{k=0}^{\infty}(-1)^{k}\binom{\alpha}{k} f[x+(\alpha-k) h], \tag{2.3}
\end{equation*}
$$

where $F W f(x)=f(x+h)$. Then the fractional derivative is defined as the following limit,

$$
\begin{equation*}
f^{\alpha}(x)=\lim _{h \rightarrow 0} \frac{\Delta^{\alpha} f(x)}{h^{\alpha}} . \tag{2.4}
\end{equation*}
$$

The proposed modified Riemann-Liouville derivative as shown in Eq.(2.2) is strictly equivalent to Eq.(2.4). Meanwhile, we would introduce some properties of the fractional modified Riemann-Liouville derivative in Eqs.(2.5) and (2.6).
(a) Fractional Leibniz product law

$$
\begin{equation*}
D_{x}^{\alpha}(u v)=u^{(\alpha)} v+u v^{(\alpha)} . \tag{2.5}
\end{equation*}
$$

(b) Fractional Leibniz formulation

$$
\begin{equation*}
I_{x}^{\alpha} D_{x}^{\alpha} f(x)=f(x)-f(0), \quad 0<\alpha \leq 1 . \tag{2.6}
\end{equation*}
$$

Therefore, the integration by part can be used during the fractional calculus

$$
\begin{equation*}
I_{b}^{\alpha}\left(u^{(\alpha)} v\right)=\left.(u v)\right|_{a} ^{b}-I_{b}^{\alpha}\left(u v^{(\alpha)}\right) . \tag{2.7}
\end{equation*}
$$

(c) Integration with respect to $(d x)^{\alpha}$.

Assume $f(x)$ denote a continuous $\mathbb{R} \rightarrow \mathbb{R}$ function. We use the following equality for the integral w.r.t. $(d x)^{\alpha}$

$$
\begin{align*}
I_{x}^{\alpha} f(x)= & \frac{1}{\Gamma(\alpha)} \int_{0}^{\mathrm{x}}(\mathrm{x}-\xi)^{\alpha-1} f(\xi) d \xi \\
& =\frac{1}{\Gamma(1+\alpha)} \int_{0}^{x} f(\xi)(d \xi)^{\alpha}, \quad 0<\alpha \leq 1 . \tag{2.8}
\end{align*}
$$

(d)

$$
\begin{gathered}
D^{\alpha} x^{\gamma}=\Gamma(\gamma+1) \Gamma^{-1}(\gamma+1+\alpha) x^{\gamma-\alpha}, \quad \gamma>0, \\
{[f(u(x))]^{(\alpha)}=f_{u}^{\prime}(u) u^{(\alpha)}(x)} \\
=f_{u}^{(\alpha)}(u)\left(u_{x}^{\prime}\right)^{\alpha} .
\end{gathered}
$$

## 3. Adomian decomposition method

In this section, Adomian decomposition method is extended to fractional case in sense of modified Riemann-Liouville derivative.
Consider a fractional nonlinear differential equation in the form

$$
\begin{gather*}
L^{\alpha}(y)-N(y)=f, \quad y=y(x) \\
y^{(k \alpha)}(0)=c_{k}, k=0,1, \ldots, n-1 \tag{3.1}
\end{gather*}
$$

where $L^{\alpha}=\frac{d^{n \alpha}}{d x^{n \alpha}}=\underbrace{D^{\alpha} D^{\alpha} \ldots D^{\alpha}}_{n}$ is the fractional derivative of $n \alpha$-order, then the corresponding $L^{-\alpha}$ operator can be written in the form

$$
\begin{equation*}
L^{-\alpha}(\cdot)=\frac{1}{\Gamma^{n}(1+\alpha)} \int_{0}^{x} \int_{0}^{t_{n}} \int_{0}^{t_{n-1}} \ldots \int_{0}^{t_{2}}(\cdot)\left(d t_{1}\right)^{\alpha} \ldots\left(d t_{n-1}\right)^{\alpha}\left(d t_{n}\right)^{\alpha} . \tag{3.2}
\end{equation*}
$$

$\frac{1}{\Gamma(1+\alpha)} \int_{0}^{x}(\cdot)\left(d t_{n}\right)^{\alpha}$ is the Riemann-Liouville integration.
The nonlinear term, $N(y)$, is expressed by an infinite series of the Adomian polynomials

$$
\begin{gather*}
N(y)=\sum_{n=0}^{\infty} A_{n}  \tag{3.3}\\
A_{n}\left(y_{0}, y_{1}, \ldots, y_{n}\right)=\frac{1}{\left.n!\frac{d^{n}}{d \lambda^{n}}\left(N\left[\sum_{k=0}^{\infty} \lambda^{k} y_{k}\right]\right)\right|_{\lambda=0^{\prime}} \quad n \geq 0 .} . \tag{3.4}
\end{gather*}
$$

Using the Maclaurin series of fractional order [26] and applying the operator $L^{-\alpha}$ to both sides of Eq.(3.1), we have

$$
\begin{equation*}
y(x)=\sum_{k=0}^{n-1} \frac{x^{k \alpha}}{\Gamma(1+k \alpha)} y^{(k \alpha)}(0)+L^{-\alpha} N(y)+L^{-\alpha} f, \quad 0<\alpha \leq 1 . \tag{3.5}
\end{equation*}
$$

The Adomian decomposition method suggests the solution be decomposed into the infinite series of components

$$
\begin{equation*}
y(x)=\sum_{k=0}^{\infty} y_{k}(x) \tag{3.6}
\end{equation*}
$$

where $N=\sum_{n=0}^{\infty} A_{n}$, and

$$
A_{n}\left(y_{0}, y_{1}, \ldots, y_{n}\right)=\left.\frac{1}{n!} \frac{d^{n}}{d \lambda^{n}}\left(N\left[\sum_{k=0}^{\infty} \lambda^{k} y_{k}\right]\right)\right|_{\lambda=0^{\prime}} \quad n \geq 0
$$

The iterates are determined by following recursive way

$$
\begin{equation*}
y_{0}(x)=\sum_{k=0}^{n-I} \frac{x^{k \alpha}}{\Gamma(1+k \alpha)} y^{(k \alpha)}(0)+L^{-\alpha} f \tag{3.7}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{k+1}(x)=L^{-\alpha} A_{n}(x), \quad n \geq 0 . \tag{3.8}
\end{equation*}
$$

Finally, we approximate the solution by the truncated series

$$
\begin{equation*}
\Phi_{N}(x)=\sum_{n=0}^{N-1} y_{n}(x), \quad \lim _{N \rightarrow \infty} \Phi_{N}(x)=y(x) \tag{3.9}
\end{equation*}
$$

## 4. Examples

In this section, we solve three examples by Adomian decomposition method.
Example 1. Consider fractional Bratu-type equation with initial condition

$$
\begin{gather*}
D_{x}^{2 \alpha} u(x)-2 e^{u(x)}=0, \quad 0<\alpha \leq 1, \quad 0<x<1,  \tag{4.1}\\
u(0)=u^{(\alpha)}(0)=0 .
\end{gather*}
$$

The exact solution of Eq.(4.1) in $\alpha=1$ is

$$
u(x)=-2 \ln (\cos x)
$$

Using the Maclaurin series of fractional order, we can determine the initial value or a trial function

$$
u_{0}(x)=u(0)+\frac{u^{(\alpha)}(0)}{\Gamma(1+\alpha)} x^{\alpha}=0
$$

The generalized iteration procedures can be given as

$$
\begin{equation*}
u_{k+1}(x)=\frac{1}{\Gamma^{2}(1+\alpha)} \int_{0}^{x} \int_{0}^{t_{2}} A_{k}\left(d t_{1}\right)^{\alpha}\left(d t_{2}\right)^{\alpha}, \quad k \geq 0 \tag{4.2}
\end{equation*}
$$

where $A_{k}$ is a Adomian polynomials

$$
\begin{gather*}
A_{0}=N\left(u_{0}\right) \Rightarrow A_{0}=2 \\
A_{1}=u_{1} N^{\prime}\left(u_{0}\right) \Rightarrow A_{0}=2 u_{1} \\
A_{2}=u_{2} N^{\prime}\left(u_{0}\right)+\frac{1}{2}\left(u_{1}\right)^{2} N^{\prime \prime}\left(u_{0}\right) \Rightarrow A_{0}=2 u_{1}+\left(u_{1}\right)^{2}, \tag{4.3}
\end{gather*}
$$

In this example, the nonlinear term is $N=2 e^{u}$.
By applied Eq.(3.8) and Eq.(4.3), we obtain

$$
\begin{aligned}
& u_{1}(x)=\frac{2}{\Gamma(1+2 \alpha)} x^{2 \alpha} \\
& u_{1}(x)=\frac{4}{\Gamma(1+4 \alpha)} x^{4 \alpha}
\end{aligned}
$$

Therefore

$$
\begin{equation*}
u(x)=u_{0}+u_{1}+u_{2}+\cdots=\frac{2}{\Gamma(1+2 \alpha)} x^{2 \alpha}+\frac{4}{\Gamma(1+4 \alpha)} x^{4 \alpha}+\cdots \tag{4.4}
\end{equation*}
$$

The exact solution for $\alpha=1$ and approximate solutions for $\alpha=0.5,0.6, \cdots, 1$ are shown in Fig.1.


Figure 1: The exact solution in $\alpha=1$ and approximate solutions of ADM.
Example 2. Consider fractional Bratu-type equation with initial condition

$$
\begin{gather*}
D_{x}^{2 \alpha} u(x)-\pi^{2} e^{u(x)}=0, \quad 0<\alpha \leq 1, \quad 0<x<1  \tag{4.5}\\
u(0)=0, u^{(\alpha)}(0)=\pi
\end{gather*}
$$

The exact solution of Eq.(4.5) in $\alpha=1$ is

$$
u(x)=-\ln (1-\sin (\pi x))
$$

Using the Maclaurin series of fractional order, we can determine the initial value or a trial function

$$
u_{0}(x)=u(0)+\frac{u^{(\alpha)}(0)}{\Gamma(1+\alpha)} x^{\alpha}=\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}
$$

The generalized iteration procedures can be given as

$$
\begin{equation*}
u_{k+1}(x)=\frac{1}{\Gamma^{2}(1+\alpha)} \int_{0}^{x} \int_{0}^{t_{2}} A_{k}\left(d t_{1}\right)^{\alpha}\left(d t_{2}\right)^{\alpha}, \quad k \geq 0 \tag{4.6}
\end{equation*}
$$

where $A_{k}$ is a Adomian polynomials

$$
\begin{gather*}
A_{0}=N\left(u_{0}\right) \Rightarrow A_{0}=\pi^{2} e^{u_{0}} \\
A_{1}=u_{1} N^{\prime}\left(u_{0}\right) \Rightarrow A_{0}=\pi^{2} e^{u_{0}} u_{1} \\
A_{2}=u_{2} N^{\prime}\left(u_{0}\right)+\frac{1}{2}\left(u_{1}\right)^{2} N^{\prime \prime}\left(u_{0}\right) \Rightarrow A_{0}=\pi^{2} e^{u_{0}}\left(u_{1}+\frac{1}{2}\left(u_{1}\right)^{2}\right) \tag{4.7}
\end{gather*}
$$

In this example, the nonlinear term is $N=\pi^{2} e^{u}$.
By applied Eq.(3.8) and Eq.(4.7), we obtain

$$
\begin{gathered}
u_{1}(x)=e^{\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}}+\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}-1 \\
u_{2}(x)=\frac{1}{4} e^{\frac{2 \pi x^{\alpha}}{\Gamma(1+\alpha)}}-\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)} e^{\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}}+e^{\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}}-\frac{\pi x^{\alpha}}{2 \Gamma(1+\alpha)}-\frac{5}{4}
\end{gathered}
$$

Therefore

$$
\begin{align*}
& u(x)=u_{0}+ u_{1}+u_{2}+\cdots \\
&=\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}+\left(e^{\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}}+\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}-1\right)+\left(\frac{1}{4} e^{\frac{2 \pi x^{\alpha}}{\Gamma(1+\alpha)}}-\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)} e^{\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}}+e^{\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}}-\right.  \tag{4.8}\\
&\left.\frac{\pi x^{\alpha}}{2 \Gamma(1+\alpha)}-\frac{5}{4}\right)+\cdots
\end{align*}
$$

The exact solution for $\alpha=1$ and approximate solutions for $\alpha=0.5,0.6, \cdots, 1$ are shown in Fig.2.


Figure 2: The exact solution in $\alpha=1$ and approximate solutions of ADM.
Example 3. Consider fractional Bratu-type equation with initial condition

$$
\begin{gathered}
D_{x}^{2 \alpha} u(x)+\pi^{2} e^{-u(x)}=0, \quad 0<\alpha \leq 1, \quad 0<x<1 \\
u(0)=0, u^{(\alpha)}(0)=\pi
\end{gathered}
$$

The exact solution of Eq.(4.5) in $\alpha=1$ is

$$
u(x)=\ln (1+\sin (\pi x))
$$

Using the Maclaurin series of fractional order, we can determine the initial value or a trial function

$$
u_{0}(x)=u(0)+\frac{u^{(\alpha)}(0)}{\Gamma(1+\alpha)} x^{\alpha}=\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}
$$

The generalized iteration procedures can be given as

$$
\begin{equation*}
u_{k+1}(x)=\frac{1}{\Gamma^{2}(l+\alpha)} \int_{0}^{x} \int_{0}^{t_{2}} A_{k}\left(d t_{1}\right)^{\alpha}\left(d t_{2}\right)^{\alpha}, \quad k \geq 0 \tag{4.10}
\end{equation*}
$$

where $A_{k}$ is a Adomian polynomials

$$
\begin{gather*}
A_{0}=N\left(u_{0}\right) \Rightarrow A_{0}=-\pi^{2} e^{-u_{0}}, \\
A_{1}=u_{1} N^{\prime}\left(u_{0}\right) \Rightarrow A_{0}=\pi^{2} e^{-u_{0}} u_{1}, \\
A_{2}=u_{2} N^{\prime}\left(u_{0}\right)+\frac{1}{2}\left(u_{1}\right)^{2} N^{\prime \prime}\left(u_{0}\right) \Rightarrow A_{0}=\pi^{2} e^{-u_{0}}\left(u_{1}-\frac{1}{2}\left(u_{1}\right)^{2}\right), \tag{4.11}
\end{gather*}
$$

In this example, the nonlinear term is $N=-\pi^{2} e^{-u}$.
By applied Eq.(3.8) and Eq.(4.11), we obtain

$$
u_{l}(x)=-e^{\frac{-\pi x^{\alpha}}{\Gamma(1+\alpha)}}-\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}+1
$$

$$
u_{2}(x)=-\frac{1}{4} e^{\frac{-2 \pi x^{\alpha}}{\Gamma(1+\alpha)}}-\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)} e^{\frac{-\pi x^{\alpha}}{\Gamma(1+\alpha)}}-e^{\frac{-\pi x^{\alpha}}{\Gamma(1+\alpha)}}-\frac{\pi x^{\alpha}}{2 \Gamma(1+\alpha)}+\frac{5}{4}
$$

Therefore

$$
\begin{align*}
u(x)=u_{0}+ & u_{1}+u_{2}+\cdots=\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}+\left(-e^{\frac{-\pi x^{\alpha}}{\Gamma(1+\alpha)}}-\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)}+1\right)+\left(-\frac{1}{4} e^{\frac{-2 \pi x^{\alpha}}{\Gamma(1+\alpha)}}-\frac{\pi x^{\alpha}}{\Gamma(1+\alpha)} e^{\frac{-\pi x^{\alpha}}{\Gamma(1+\alpha)}}-\right. \\
& \left.e^{\frac{-\pi x^{\alpha}}{\Gamma(1+\alpha)}}-\frac{\pi x^{\alpha}}{2 \Gamma(1+\alpha)}+\frac{5}{4}\right)+\cdots \tag{4.12}
\end{align*}
$$

The exact solution for $\alpha=1$ and approximate solutions for $\alpha=0.5,0.6, \cdots, 1$ are shown in Fig.3.


Figure 3: The exact solution in $\alpha=1$ and approximate solutions of ADM.

## 5. Conclusion

The Adomian decomposition method for fractional differential equations has been extensively worked out for many years. In this study, the approximate solution of a fractional Bratu-type equations are investigated by Adomian decomposition method. The results show that the Adomian decomposition method is effective and very simple.
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