Advanced File Carving Approaches for Multimedia Files*

Rainer Poisel! Simon Tjoa, and Paul Tavolato
Insitute of IT Security Research
St. Poelten University of Applied Sciences
St. Poelten, Austria
{rainer.poisel,simon.tjoa,paul.tavolato } @thstp.ac.at

Abstract

File carving is a recovery technique that recovers files based on information about their structure and
content without matching file system information. As files can be recovered from their content and/or
file structure this technique is indispensable during digital forensics investigations. So far many ap-
proaches for the recovery of digital images have been proposed. The main contribution of this paper
is a discussion of existing and new approaches for the recovery of multimedia files. After a short
discussion of relevant multimedia file formats we present an overview of the current state-of-the-art
in file carving. In the main part we focus on the implementation of a file carver for fragmented mul-
timedia files. Finally, we summarize our findings and give an outlook with regard to post-processing
files that have been recovered successfully.
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1 Introduction

In the last decades the value of information vastly gained importance. Therefore the term “information
society” has been introduced to refer to nowadays society. The creation, manipulation, distribution and
usage of information have become fundamental activities in fields such as economy, politics and culture
[2]. As a consequence, the usage, development and deployment of electronic devices as well as the
exchange of information has steadily increased in recent years. According to Kryder’s Law, the capacity
of magnetic storage media such as hard disks is growing faster even than processor speed [3]. While,
according to Moore’s Law, processor speed is doubling every 18 months, storage capacity has increased
50 million times since the introduction of the disk drive in 1956. In 2008, the number of computers in
use has surpassed the one billion mark [4]. The number of mobile phones worldwide is even higher:
with 3.9 billion devices in 2009 and 4.2 billion devices in 2010 this number has still increased by 7% in
just one year [5]].

The numbers mentioned before are also reflected in crime related to IT infrastructures and computers
in general. In 2011, Germany’s Federal Criminal Police Office showed in their most recent report (2010),
that the total number of crime committed using computers has increased (by 12.6%) while the detection
rate has decreased (by 1.7%) again [6]. These developments can be traced back to the increased pene-
tration rate with computing devices and the huge amount of data that has to be processed in each case.
Recent ascertainments by the Francophone Association for Digital Investigation (AFSIN) have shown
that on average, each suspect in a criminal case owns five hard disks, 140 CDs or DVDs and 4 memory
cards and USB sticks. Analyzing business cases, the amount of data is even higher with up to 31 hard
disks and 14 terabytes for a single case [7]].
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During digital investigations various types of media have to be analyzed. Relevant data can be found
on different storage and networking devices and computer memory. Different types of data such as e-
mails, electronic documents, system log and multimedia files have to be analyzed. Within this paper we
focus on the recovery of multimedia files which are stored on either storage devices or computer memory
using the file carving approach. File carving is a recovery technique which merely considers the contents
and structures of files instead of file system structures or other meta-data which is used to organize data
on storage media. Table[I| summarizes the file carving terminology. It is used throughout this document.

] Term ‘ Definition
Block The size of the smallest data unit that can be written to
storage media. It refers to either the sector or the cluster
size.
Header Header blocks contain the starting point of a file.
Footer Footers contain the ending point of a file.
Fragment One block or a sequence of blocks that belong to one file.

One file can be built from different fragments which are
not sequentially connected to each other. The distance be-
tween different fragments of one file is unknown, further
it is possible that fragments do not exist anymore because
they have been overwritten.

Base-fragment The first fragment of a file. It contains the header (if avail-
able for the filetype investigated).

Fragmentation point | The last block of a file before fragmentation occurs. As
a file can consist of multiple fragments it is possible that
there exist multiple fragmentation points.

Fragmentation area | Consecutive blocks which are grouped into a set and
which contain the fragmentation point.

Table 1: File carving terminology based on Pal et al. [§]]

The main contribution of this paper is a presentation of the state of the art of file carving as well
as a presentation of current developments in this field. Mainly this paper focuses on the recovery of
fragmented multimedia files. The recovery process is computationally complex, therefore we also discuss
different optimizations to improve the overall performance of such file carvers.

As video files can be seen as the prime example for multimedia files, we refer to these file types
when we do not explicitly distinguish between file types that only contain one kind of media (visual
or auditive). The following section discusses formats of multimedia files that are currently used on the
Internet.

1.1 Relevant Formats of Multimedia Files

This paper discusses the content-based recovery of multimedia files from various types of storage media.
By “multimedia” files we refer to files that contain both auditive and visual information, such as digital
movies.

Container files are files that may contain different files of different file types. The format of the
container file describes how the different contents (subfiles) are arranged within such a file. Multimedia
files basically consist of header or metadata, as well as visual, auditive, and text-based information [9]].
Therefore it can also be refered to as a “compound document”. Video data is compressed by a so called
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“codec” program which reduces the required amount of data in a (usually) lossy fashion. With support
for HTMLS, web browsers support the playback of video files natively [[10]. According to a recent study
[11]] more than 50% of nowaday’s web browsers support the playback of HTMLS videos. Since 2009
there was an increase of 66%. Therefore, in our study, we focused on the recovery of video formats
supported by the HTMLS5 draft standard.

According to the HTMLS draft standard [[10] and documentation of major web browsers [12], the
following video formats are supported by web browsers:

e Ogg containers with Theora video streams,
e MPEG-4 containers with H.264 video streams and

e WebM containers with VP8 video streams.

Web browsers store the contents of surfed web pages in a cache for faster access [13]. As with
HTMLS5 multimedia files are part of web pages contents, it can be expected, that such files can also be
found in the cache of web browsers. Cohen [14] described the investigation of a browser’s cache using
the PyFlag framework. A browser’s cache is typically organized in regular files on a file system and
therefore it is possible to acquire content from visited web pages with tools from this field as well.

2 Related Work

As recovery strategies are key components for disaster recovery, forensics and e-discovery the need for
improvements in these fields have been highlighted by Pal and Memon [15]] in their research paper.
Classical approaches for the recovery of files from corrupted hard disks or storage media in general
are often based on file system meta-data [[16]. Digital investigators and emergency personnel consider
content based recovery techniques in case required file system information is not available.

Fragmentation complicates content based file recovery as it shuffles the constituent parts of the file
which should be recovered. Pal et al. [8] gave different reasons why fragmentation occurs on storage
media. Flash based devices such as solid state disks utilize wear-leveling algorithms to extend their
lifetime [17]. These algorithms are implemented in the storage controller of the storage device. Storage
cells are used in an even fashion, but it is difficult to determine the correct sequence of blocks as most
wear-leveling algorithms are proprietary and therefore unknown to the digital investigator.

Tools that focus on the recovery based on file system structures have been presented by Carrier [16].
His findings have been compiled into a suite of small programs “The Sleuth Kit” [18]]. Each of these
programs has its dedicated purpose, such as calculating file/directory listings or storage units of specific
files.

One of the first file carvers which has been mentioned in scientific research papers is “Scalpel: A
Frugal, High Performance File Carver” [19]. It only supports the recovery of unfragmented files by
defining signatures for the beginning and end of file types that should be recovered. Data between these
defined signatures is extracted and represents the recoverd files. Garfinkel [20] extended the signature
based approach by considering meta-data in files intended for the recovery. Some file headers contain
information about the file length. In case a file format does not have a distinctive signature for the end of
a file this information can be interpreted to extract the files’ contents. Further, Garfinkel [20] proposed
the “Bifragment Gap Carving” approach for files that are fragmented into exactly two fragments.

After determining the starting and end points of a file, the data between these two points is tested
for its validity. If the test fails a gap which is excluded from the validation procedure is introduced.
The boundaries of this gap are modified until the validation succeeds. As a subset of recovering files,
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Garfinkel [20] discussed the recovery and validation of objects. Especially for container formats such as
the Portable Document Format (PDF) it is possible to extract meaningful information from within such a
file [21]]. In this context the purpose of a validator is to ensure that data recovered by file carving can be
decoded successfully. However, certain decoders which have been used as validators do not necessarily
generate an error if they encounter invalid information. Further, it is possible to successfully decode
syntactically correct, but semantically invalid data. Therefore the validity of investigated material has to
be ensured by further analysis, e. g. semantic validation.

Cohen [22] considered the recovery of fragmented files and described the carving process as being
equivalent to estimating a mapping function between bytes copied from an image of storage media to the
recovered file. Files could be recovered using a generator that produces all possible mapping functions.
Results of these mapping functions are evaluated for their validity. The downside of this approach is
the vast number of combinations (see “Reassembly” later in this paper). Cohen also discussed another
critical component of a file carving system: the discriminator. This component can tell if a recovered file
is corrupt or likely to be correct. It’s result is fed back into the mapping function generator. This way the
recovery process can be improved by excluding mappings that are incorrect before they are evaluated for
their correctness. Cohen [22] described mapping function generators for the PDF and ZIP file formats.

Further improvements have been proposed by Pal and Memon [[15]]. For the recovery of fragmented
files they introduced the SmartCarving architecture which is shown in Figure |1| extended by a post-
processing step. This approach is not limited to the number of pieces into which a file is fragmented by
the underlying file system or storage algorithm. Nevertheless, the process of recovering files from their
fragments can be optimized as files infrequently fragment into more than three fragments [20]. So only a
small number of all possible permutations of constituent fragments has to be tested for their correct order
in case fragments have been identified successfully. Three steps have been identified and described [15]:
preprocessing, collation and reassembly. In Figure [ rectangles (e. g. Fy, Hj, ...) show file fragments
that belong to a specific file and their index denotes their position within that file. Recovered files are
displayed as sheets of paper on the right. These recovered files can be handed over to the post-processing
step to be analyzed for their relevance in the currently investigated case. In the following the three steps
of the smart carving technique are described.

Preprocessing : In case file system meta-data can be interpreted it is used to remove known and/or
allocated clusters from the file carving analysis. Thus it is possible to reduce the amount of data that
has to be analyzed. Carrier describes methods to determine regular as well as deleted files from storage
media based on remaining file system information [[16]. In practice, tools such as “The Sleuth Kit” [[18]]
are used to extract unallocated disk space from an image.

Collation : Blocks that cannot be assigned to files by the help of information used in the preprocessing
step are categorized according to their file type. This allows to further reduce the number of fragments
that have to be considered for each file intended for recovery. For the identification of file types several
techniques have been discussed: matching keywords and signatures has been proposed by Pal et al. [§]].
Certain file formats such as HTML are characterized by specific tags or sequences of bytes. Hence the
blocks that contain these tags are assumed to be of that specific file type. As an additional deciding
feature it is possible to distinguish different file types of adjacent blocks by comparing their information
entropy [L5]]. Other approaches comprise statistical analysis of fragment data [23], others consider the
“Normalized Compression Distance” [24]. As there are many file formats with similar characteristics
Roussev and Garfinkel [25] proposed the usage of specialized approaches depending on the file type that
should be recovered.
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Figure 1: Extended “SmartCarving” architecture derived from Pal and Memon [[15]]

Reassembly : In this step the fragmentation points of unrecovered files are determined. Further, during
this process fragments are re-ordered and merged in order to obtain the original files. Up to now the
reassembly of fragments has been optimized for JPEG-files. For this purpose several approaches have
been proposed.

Pal and Memon [26]] proposed the application of the Parallel Unique Path (PUP) algorithm to re-
order fragments. Their approach was not optimized to the way how file systems actually fragment files.
Therefore they and others proposed the addition of “Sequential Hypothesis Testing” (SHT) to the PUP
algorithm in a later paper [8]. SHT tests adjacent blocks from a storage medium to be in sequence.
A weighting function determines if the investigated blocks which are tested in sequence are part of the
fragment in question. Based on the results of the weighting function the outcome of the hypothesis (SHT)
can be determined: the blocks belong in sequence to the fragment (H;) or they do not belong in sequence
to the fragment (Hp). Once the fragmentation point is reached the PUP algorithm is applied to determine
the starting point of the next fragment. Garfinkel [20] showed that the gap between file fragments is
rarely larger than 80 blocks. Based on that fact the PUP algorithm has further been optimized [8]. The
extension is known as “close region sweep” and tries to decode a few blocks in an area around header
fragments. Optimized approaches for finding the fragmentation points of JPEG files has been discussed
by Karresand ([27]] and [28]). Yoo et al. [29] discussed the recovery of multimedia files using the file
carving approach from compressed NTFS partitions.

Metz and Mora [30] presented an open-source implementation of the smart carving architecture
as part of their submission to the DFRWS 2006 challenge. Their tool “Revivelt” can be configured
to support the recovery of text-based file formats such as the Portable Document Format (PDF). An
overview of the possibilities for post-processing multimedia files in the field of digital forensics has been
proposed by Poisel and Tjoa [31]].

3 File Carving of Multimedia Files

In this section we discuss existing considerations of former file carving approaches and how these con-
cepts are integrated in our file carver for the recovery of multimedia files. It is structured into the gen-
eration of test-data as well as the constituent parts of a Smart Carver which has been extended by post
processing procedures.
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3.1 Automated Generation of Test Data

The purpose of a file carver for fragmented files is to be able to recover files if they are not stored in
sequence of consecutive blocks on storage media. Data between the start and the end of a file incorrectly
represent a reconstruction of the file if it was fragmented []].

Moch and Freiling [32] followed an approach that generates images that contain a complete Linux-
based operating system including some user-created information (e. g. the person creating the image
surfs arbitrary sites on the Internet using a web browser). Therefore this approach results in images that
are more similar to real-world scenarios than the approach chosen for our project.

As part of our project a Python script has been developed [1]] for the automatic generation of file
system images that can be processed with the file carver proposed in this paper. Several parameters
affect the fragmentation of files stored in the generated file system image: size of the image, used file
system, list of additional files that are copied to the generated image, the files that should be tested for
their fragmentation behavior, size and number of randomly generated files, and the number of iterations
the file system is filled up with random files. During each run created files are randomly deleted until a
predetermined amount of space is emptied. After that, files chosen for their inclusion are copied to the
generated image.

3.2 Preprocessing

During the preprocessing step digital evidence is processed to obtain the original data by decompressing
or decrypting it. Hard drives which originally have been encrypted using Microsoft’s BitLocker tech-
nology [15] are a typical example for this scenario. To be able to process stored data, the disk has to be
decrypted first. Recently, attacks have been presented to obtain the encryption key by analyzing images
of physical memory from such machines [33].

Further, during the preprocessing step data that can be referenced through existing file system in-
formation or structures from investigated memory can be excluded from the analysis process. Only
unreferenced contents (e. g. slack space or unallocated space) are forwarded to further processing steps
to keep the amount of data that has to be analyzed at a minimum. For this purpose suitable open-source
software such as “The Sleuth Kit” (TSK; based on [16]]) [[L8]] is available.

Some file systems such as NTFS, FAT [34] and EXT [35]] pool multiple sectors (512 bytes) into clus-
ters. The used cluster size can be determined by interpreting the file system’s metadata during the prepro-
cessing step. This information can be utilized to optimize the process of determining the fragmentation
points as well as for the reassembly process as there is more data available for file type identification. In
case file system information should be ignored or in case it is not available, the block size is set to the
sector size (512 bytes).

To improve the performance of the preprocessing step, different tools can run at the same time on
different computation nodes. Results gained from the different nodes have to be merged so that only
unreferenced data remains for further processing steps (collating and reassembly).

3.3 Collation

After sorting out irrelevant blocks (e. g. by only retaining unallocated blocks) the file type of the
remaining blocks is identified [[15]]. File types represent specific file formats such as MPEG, the Microsoft
Office format, or HTML files. Sorting out blocks from relevant file types determines those blocks that
can be worked on in later processing steps. Therefore it further reduces the amount of blocks that have to
be considered during the recovery process. Several techniques have been developed for the classification
of filetypes from byte streams. One fact that has to be considered is the small fragment size as it occurs
during file type identification of packets when analyzing network traffic. Because of the small number
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of available bytes it is likely that the wrong file type is determined during this process. Further problems
arise when analyzing compound file types, such as PDF files.

Identifying the file type can be performed using two models [36]: type-x recognition models and
type-all recognition models. Where the first refers to models which allow to determine fragments of
a specific file type, the latter refers to models which classify clusters or blocks into pre-defined file
types. Type-x recognition models have been found more useful as they allow the false positive rate to be
adjusted per file type. In the following sections, well-known techniques within the context of file carving
are presented.

Signature-based classification is well-known from the field of file type identification from whole files
using the “file” command on UNIX systems [37]]. This tool is based on the “libmagic” library which in
turn accesses a database of byte sequences, so called signatures, which are characteristic for certain file
types. Open-Source tools such as “scalpel” [19] carve files based on their signature. Further, metadata
can be considered during the recovery. It contains information like the file size or parameters which
determine how the data has been encoded and can be used to verify the carving results. Tools such as
PhotoRec [38] consider this information. The file carver for the recovery of multimedia files uses this
approach to determine the beginning of such files. The number of video files that should be recovered
also determines the number of parallel execution paths for the reassembly part.

Feature-based classification has been described by Roussev [25]. Depending on the searched file type
classification results can be improved by considering properties which are characteristic only for that file
type. Roussev described that it was difficult to determine the filetype of compressed data (zlib) as it is
similar to random or encoded data. On the other side, it was possible to determine the filetype of several
multimedia files such as MP3 or JPG files from fragments. For the multimedia file carver this approach is
chosen for the distinction between JPG and H.264 video files. Tests have shown that some of the marker
codes defined in the JPEG standard [39] only occur rarely in H.264 video files.

Normalized Compression Distance determines the file type by comparing the information entropy of
reference data and the blocks in question. Axelsson [24] described the result of the NCD as a measure
of how distant data vectors are. The data vectors are handed over to the compression algorithm both
individually and concatenated. In Equation |1/ C() refers to the compression algorithm, x and y refer to
the individual data vectors and x,y refer to the concatenated data vectors. The smaller the result, the
more similar the data vectors in question are.

C(x,y) —min(C(x),C(y))
max(C(x),C())

For the multimedia file carver “zlib” has been chosen as a compressor. The NCD approach has been
used to distinguish blocks of text-based file types from blocks with compressed data.

NCD(x,y) = (1

Statistical approaches have been used to distinguish files from text-based formats from files of binary
formats, such as compressed files like digital images or multimedia files. Shannon [40] classified files
based on their amount of printable ASCII characters as well as their information entropy.

Some statistical approaches consist of a training as well as a classification phase. Li discussed the
usage of “fileprints” which represent “all members of a the same file type by a set of statistical 1-gram
models” [41]]. The file type of a file can be identified without parsing the data. Therefore this method
has been optimized to be ressource efficient so that it can be used in networking appliances with high
data throughput. Li et al. state in their work that only “one single descriptive model that accurately
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represents all members of a single file type class” [41] may not be enough. Hence the results of previous
approaches can be poor with a low number of exemplars. Furthermore the authors criticized that with
other approaches the data has been normalized. This method seems adequate for files with different
information entropy. Accuracy for classifying the file type has been between 62.7% and 100% depending
on the amount of data investigated: the lower the truncation size, the better the results.

Veenman improved the classification performance by exploiting “the statistics of a restricted number
of neighboring clusters” [36]. Preceeding and consecutive clusters were used to establish a context which
resulted in more reliable statistics. One disadvantage is that it is possible to include blocks of other file
types into the calculations. With his experiments Veenman showed, that the classification results depend
on the classified file type.

Calhoun and Coles [42] combined two statistical approaches to determine the file type of file frag-
ments: type prediction with the linear discriminant and type prediction with longest common substrings
and subsequences. Linear discriminant prediction is based on the combination of various statistical prop-
erties such as information entropy, mean byte value or standard deviation of the byte frequencies. The
latter approach, longest common substrings, is based on determining the longest substring that is com-
mon between the fragments in question. Two test sets have been created to validate the approaches: one
consisted of 896 byte long fragments from files which had the first 128 bytes removed and the other con-
sisted of 512 byte long fragments from files which had the first 512 bytes removed. The results showed
that the accuracy strongly depends on the investigated file types, the number of bytes removed from frag-
ments and the statistical properties chosen. The best result could be achieved for the distinction between
fragments from JPG and PDF files.

Conti et al. presented a taxonomy of the different file types of binary fragments. It is “based on com-
mon types of source media and common ways this media may be encoded, encrypted, or compressed”
[43]]. Several databases of media types such as the MIME (Multipurpose Internet Mail Extensions, RFC
2046 [44]]) have been reviewed to obtain a comprehensive catalog. Based on this catalog the different
characteristic visual patterns of file fragments have been discussed. The usage of this approach requires
a training phase within which visualizations for the different file types are generated. The file type of
fragments can be determined using comparison algorithms known from the field of digital image pro-
cessing.

The collation process can be parallelized as it allows to process different areas of the investigated
image independently. After distributing the classification process to several processing nodes (e. g.
cores of a multi-core processor) the results have to be aggregated to be handed over to the fragment
reassembly.

3.4 Reassembly

As a first step in the reassembly process, after the file types of the blocks from the analyzed image are
determined, subsequent blocks of similar file type are grouped into so called fragments. The reassembly
process then refers to finding the right order of these fragments. The sequential order of fragments can
be determined by ordering fragments based on the similarity of their boundaries. Within this section the
complexity of two ordering approaches is compared. Further, different approaches for determining the
togetherness between fragments are presented.

Grouping There is no algorithm for determing the file types of fragments completely accurately. It
is possible that certain blocks are excluded from the recovery process because their file type has been
determined wrongly (false negative). On the other hand it is unlikely that a file system fragments its
managed files into many small fragments with sizes of only a few sectors [20]. Therefore blocks of
the same data type which are close to each other are merged into fragments. The grouping parameters
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Figure 2: Summary of fragments

depend on the characteristics of the underlying file system. Our file carver considers two parameters:
“block-gap” and the minimum fragment size.

The “block-gap” determines the number of blocks that are counted to the surrounding fragments,
even if they are of different file type. An example is shown in Figure 2JJA. “Gap 1” is less or equal the
“block-gap” (predetermined to be two blocks). It is therefore counted to Fragment 1 (see Figure 2B). Gap
2 is bigger than the “block-gap”. Fragments before and after this gap are counted to different fragments
(Fragment 2 and Fragment 3). In contrast to the scenario described before, fragments are broken up at
the position where header blocks are identified. This scenario is shown in Figure 2B between Fragment
1 and Fragment 2.

The minimum fragment size refers to the minimum number of blocks that make a fragment. In Figure
2B Fragment 3 would be excluded from further analysis in case the minimum fragment size would have
been predetermined to be two blocks. Fragment 2 would still be in for the reassembly process as it is
a header fragment containing information in its header which could be necessary to decode other non-
header fragments which meet the requirements for fragments.

Determining the reassembly order In the next step the reassembly order of fragments is determined.
A simple approach is the comparison of all header fragments with all non-header fragments. In this
case all permutations have to be calculated and the weight between fragments is not determined. Every
permutation that can be decoded is valid. This simple approach has already been discussed by Garfinkel
[20] and it has several disadvantages. It is possible that a decoder is able to decode wrong permutations.
This fact depends on the error resistance of the decoder. It is possible that a header and a non-header
fragment from different multimedia files can be decoded because their internal structures which describe
the video format fit syntactically together.

Further, depending on the total number of header and non-header fragments in the investigated image,
the total number of combinations can be tremendous. Equation [2] shows the formula to calculate the
number of permutations with a given number of header (H) and non-header (F) fragments. To calculate
the complexity of this approach, the number of header and non-header fragments is simplified as n
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(Equation [3)). The complexity of this approach is then factorial (Equation [4)).

F
F!
Nump=Hx ) — 2)
= n!
H
F }” (3)
" n! |
Nump:n*i;ﬁ:n*n!;ﬂ%n*n!*k;l§k§e2>0(n!) )

Therefore graph-based reassembly algorithms have been developed. The complexity and implemen-
tation considerations of different graph-based assembly approaches have been discussed in detail by Pal
and Memon [26]]. Figure|3|shows the algorithm which has been chosen for the reassembly of multimedia
files: it is based on the “Greedy Parallel Unique Path” (Greedy PUP) approach.

The following steps give an example of this procedure. In the first steps (A and B) the header and
non-header fragments data structures are sorted. Header fragments are assigned to be the “heads” of the
files which are intended for recovery. Sorting the fragments allows to manage all fragments in one data
structure. In the next step (C), based on calculated weights between remaining fragments, only the best
matching result (HF3) is counted to the final reassembly order. The head of the first file “Head 1 is
now changed to non-header fragment F2 (D). Then the same procedure takes place again. Only “heads”
are compared to non-header fragments, the best match is found between non-header fragments F2 and
F3. In the last run (E), the best match is found between “Head 2” and non-header fragment F1. Step (F)
shows the final reassembly order.

The total number of comparisons can be calculated as shown in Equation [5] H refers to the number
of header and F to the number of non-header fragments. As a performance improvement we recommend
to cache previous comparison results for future use.

F
Numg = Z Hxn &)
n=1

According to Pal and Memon [15] the Smartcarving procedure consists of three steps with differ-
ent complexity: preprocessing, collation and reassembly. During preprocessing all blocks are sequen-
tially checked for their relevance therefore the complexity results to O(rn). In contrast to our approach,
weights are determined beforehand between all fragments. Therefore the corresponding complexity rises
to O(n?). Sorting (which is O(nlogn)) these weights n times takes O(n”logn). The overall complexity
is dominated by the most complex step and can be calculated as presented by Pal and Memon [26]. This

is shown in Equation [6]

Numg = O(n) + O(n*) + O(n*logn) = O(n* logn) (6)

Weighting The purpose of the comparisons during the reassembly process is the determination of
weights which describe how well fragments fit together. The weights serve as a basis for determining
the reassembly order with the help of graph-based algorithms with weighted edges such as the Greedy
PUP algorithm [26]. The process and algorithm of calculating the weights depends on the file format of
the files which should be recovered by the file carver. Fragments from multimedia files can be decoded
in case the movie file header is available for the decoder. The movie file header contains general infor-
mation such as encoding options, color information or image dimensions which is necessary to initialize
decoders properly. In case of our multimedia file carver we tried to decode non-header fragments with
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—— > bestresult comparison — - — - —)» path

H1 H2 F1 F2 F3 (D)

H1 H2 F1 F2 F3 (E)

H1 H2 F1 F2 F3 (F)

Figure 3: Greedy Parallel Unique Path as presented by Pal and Memon [26]

header-information from available header fragments until the decoder returned the first decoded frame.
In case of missing header information, some video formats, such as H.264 [45]], provide standard headers
which are recommended for typical day to day scenarios.

Several different approaches for recovering digital images and calculating weights between identified
fragments have been evaluated for their applicability and implemented in existing file carving programs.
Weighting algorithms presented depend on characteristics of the JPEG file format ([28]], [46], and [47]])
such as the Define Huffman Table (DHT) segments and restart markers. The following characteristics
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are considered when matching fragments from multimedia files with our file carver:

e Image resolution: the dimensions (height and width) of frames of fragments from multimedia files
are compared. If they do not match frames are definitely from a different file as movie files never
change their dimensions during playback.

e Histogram intersection: is a comparably (in terms of computational resources) cheap approach to
determine, how similar images are. Pixels of frames at the boundaries of fragments are evaluated
regarding their color value. For each color value there is a counter. The counters of color values
of the different pictures are compared with each other. This requires the definition of a threshold
to determine if counting values and thus the compared frames shall be considered as matching or
not. This approach has shown unsatisfactory results as relative frames from fragments, that do
not contain key-frames, have to be calculated from a common reference frame which results in
indistinguishable outcomes. In case of missing key-frames, “ffmpeg” [48]] uses frames that only
consist of grey pixels (RGBA value 0x808080FF). This can be compared to calculating differential
pictures: frames from different fragments are compared by calculating differential pictures, e.
g. by subtracting color values for each single pixel. In case of similar pictures, the differential
picture is a pure black picture. The more different images are, the brighter is their difference
picture. FigureEl shows a real world example from our file carver. In (A) and (B) a frame that has
been extracted from the end of a fragment is subtracted from frames from the beginning of other
fragments. In this case the togetherness of frames from different fragments could be determined
correctly as the difference of scenario (A) results in a almost only black picture.

(A)

(B)

Figure 4: The difference of frames from different movie files.

The following characteristics are considered for future implementations of our file carver. These
approaches, again, evaluate characteristics that are optimized for determining weights between fragments
from different multimedia files:

e Datarate per fragment: tools such as “ffmpeg” [48] allow to decode fragments from movie files as
long as the file header is available. The datarate per file fragment can be calculated by dividing the
size of the file fragment by the number of fragments that could be extracted from it. This approach
is expected to work only suboptimal under certain circumstances. In case of cuts within a movie it
is possible that the datarate per file fragment changes abruptly.

e Frequency analysis: key-frames are transformed to the frequency domain before their comparison.
After their transformation the frames are compared by using normalizing algorithms such as the
“Zero Mean Normalized Sum of Absolute Differences” [49]. The difference to the histogram

53



Advanced File Carving Approaches for Multimedia Files Poisel, Tavolato and Tjoa

intersection approach is, that it allows to detect structural differences (e. g. edges or contours)
between the different fragments [50]].

e Motion vectors: Modern video codecs store relative information between the different frames of a
movie, the so called motion vectors [45]]. Except for scene changes, the differences of these motion
vectors between subsequent frames can be expected to be of only subtle difference. Tools such as
“mplayer” [S1] allow for extracting this information from MPEG visual scenes. The deviation of
frames from different multimedia file fragments can be calculated based on the difference of their
motion vectors.

e Combinations of previous approaches: different approaches presented before can be combined to
obtain results which reflect the togetherness of file fragments with high probability. In this case a
weighting of used weighting algorithms has to be established.

It is possible that the amount of recovered files is too high to be processed by humans. Therefore, in
the following section, approaches for post-processing recovered files are presented.

3.5 Post-processing

Post-processing recovered multimedia files is performed for several reasons. Different cases such as child
pornography, financial crime or the evaluation of moving pictures from surveillance cameras demand
machine supported processing of data.

Deselaers et al. [52] presented a method for the classification of images into different levels of porno-
graphic content. Originally it was intended for filtering network traffic from pornographic images. The
approach was based on the bag-of-visual-words (BOVW) approach. Images are presented as a histogram
of visual words. The vocabulary of this classifier is learned during the training phase from a task-specific
database. This approach has been extended by Jansohn et al. [53] to support the classification of mul-
timedia files based on both content analysis from key-frames (using BOVW and skin-tone detection
algorithms) and the analysis of motions shown in these files. The motion analysis has been performed
with two different approaches: periodicity detection and motion histograms. The authors concluded that
repetitive motion detection deserves more research because of its robustness.

Another approach of classifying content is “fuzzy hashing”. Several publications ([541], [S5, [56])
have shown advances in this field recently. Hashsums are calculated independent of the carrier medium
(e. g. PNG or JPG files). Thus it is possible to detect images even if they are stored in a different format
(e. g. recoding) on a suspect’s computer. The hashsums of known images are stored in a database during
the training phase to be detected during the classification phase.

4 Conclusion and Outlook

In this paper we presented the current state-of-the-art in file carving. Furthermore, we discussed the
applicability of techniques for the recovery of digital images to the field of multimedia files. Our findings
have been implemented as a prototype of a multimedia file carver. It can be downloaded as open-source
software from our homepag

Currently the SmartCarving approach gives the best recovery results for fragmented files. It consists
of three consecutive steps: preprocessing, collation and reassembly. During the first step, existing file
system structures are evaluated to exclude data areas that are referenced through them. In the second
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phase, unallocated or unreferenced data blocks are classified according to their file type to find the frag-
ments of files that should be recovered using the file carver. In the last step, the reassembly, identified
fragments are assembled in their original order.

In our paper we presented suitable approaches for all three steps. During the preprocessing step we
discussed the application of tools that are able to interpret file system structures. During the collation
phase, the Normalized Compression Distance (NCD) is utilized to distinguish blocks from text-based
file formats from blocks containing data with high information entropy. Our reassembly algorithm is
based on the Greedy Parallel Unique Path (PUP) algorithm known from the field of graph theory. It is
an algorithm with weighted edges. The reassembly order is determined by calculating the best matching
fragments in several runs. We also presented different characteristics that can be utilized to determine
weights between different fragments. Mainly these characteristics are related to the field of digital image
processing.

Further, we suggested the introduction of a fourth step, the post-processing step. Within this step
recovered files are checked for their relevance in the related investigated case. We proposed the applica-
tion of techniques from the fields of content classification as well as fuzzy hashing. Techniques from the
latter field allow the detection of multimedia content even if it has been recoded into another format.

In the field of file carving open questions remain for the identification of file types of fragments
as well as for weighting functions which determine how well fragments fit together. Current research
projects deal with file type identification of fragments using algorithms from the field of computer vi-
sion. In future projects we want to integrate techniques that consider contextual information around file
fragments (e. g. by implementing the SHT-PUP approach). Also, more research has to be conducted for
the reassembly of text-based documents, such as e-mails or office documents.

Another open research issue is the performance of file carvers for the recovery of fragmented files.
With the introduction of cloud computing setups, computation time has become an increasingly dynamic
thing. In case more resources are needed, additional machines can be integrated into the currently used
setup. The main challenge for the deployment of file carving techniques to cloud infrastractures is the
data exchange between participating nodes. In the future we want to evaluate different data exchange
models to make file carving applicable to todays harddisks with capacities in the multi terabyte range.
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