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Multipath remains a dominant source of ranging errors in Global Navigation Satellite Systems (GNSS), such as the Global
Positioning System (GPS) or the future European satellite navigation system Galileo. Multipath is generally considered undesirable
in the context of GNSS, since the reception of multipath can make significant distortion to the shape of the correlation function
used for time delay estimation. However, some wireless communications techniques exploit multipath in order to provide signal
diversity though in GNSS, the major challenge is to effectively mitigate the multipath, since we are interested only in the satellite-
receiver transit time offset of the Line-Of-Sight (LOS) signal for the receiver’s position estimate. Therefore, the multipath problem
has been approached from several directions in order to mitigate the impact of multipath on navigation receivers, including the
development of novel signal processing techniques. In this paper, we propose a maximum likelihood-based technique, namely,
the Reduced Search Space Maximum Likelihood (RSSML) delay estimator, which is capable of mitigating the multipath effects
reasonably well at the expense of increased complexity. The proposed RSSML attempts to compensate the multipath error
contribution by performing a nonlinear curve fit on the input correlation function, which finds a perfect match from a set of ideal
reference correlation functions with certain amplitude(s), phase(s), and delay(s) of the multipath signal. It also incorporates a
threshold-based peak detection method, which eventually reduces the code-delay search space significantly. However, the downfall
of RSSML is the memory requirement which it uses to store the reference correlation functions. The multipath performance of
other delay-tracking methods previously studied for Binary Phase Shift Keying-(BPSK-) and Sine Binary Offset Carrier- (SinBOC-)
modulated signals is also analyzed in closed loop model with the new Composite BOC (CBOC) modulation chosen for Galileo E1
signal. The simulation results show that the RSSML achieves the best multipath mitigation performance in a uniformly distributed
two-to-four paths Rayleigh fading channel model for all three modulated signals.

1. Introduction

Multipath remains a dominant source of ranging errors in
Global Navigation Satellite Systems (GNSSs), such as the
Global Positioning System (GPS) or the future European
satellite navigation system, Galileo. Several approaches have
been used in order to reduce the multipath error. Among
them, the use of special multipath-limiting antennas (i.e.,
choke ring or multibeam antennas), the postprocessing tech-
niques to reduce carrier multipath, the carrier smoothing
to reduce code multipath, and the code-tracking algorithms
based on receiver internal correlation technique are the most
prominent approaches [1]. In this paper, our focus is limited
to the correlation-based multipath mitigation techniques,

since they are the most widely used in commercial GNSS
receivers. The classical correlation-based code tracking struc-
ture used in GNSS is based on a feedback delay estimator
and is implemented via a feedback loop. The most known
feedback-delay estimator is the Delay Lock Loop (DLL) or
Early-Minus-Late (EML) loop, where two correlators spaced
at one chip from each other are used in the receiver in
order to form a discriminator function, whose zero crossings
determine the path delays of the received signal [2-7]. The
classical EML fails to cope with multipath propagation [1].
Therefore, several enhanced EML-based techniques have
been introduced in the literature for the last two decades
in order to mitigate the impact of multipath, especially in
closely spaced path scenarios. One class of these enhanced



EML techniques is based on the idea of narrowing the
spacing between the early and late correlators, that is, narrow
EML (nEML) or narrow correlator [1, 8, 9]. The choice of
correlator spacing depends on the receiver’s available front-
end bandwidth along with the associated sampling frequency
[10]. Correlator spacings in the range of 0.05 to 0.2 chips are
commercially available for nEML-based GPS receivers [11].

Another family of discriminator-based DLL variants
proposed for GNSS is the so-called Double-Delta (AA)
technique, which uses more than 3 correlators in the tracking
loop (typically, 5 correlators: two early, one in prompt
and two late) [8]. AA technique offers better multipath
rejection in medium-to-long delay multipath [9, 12] in
good Carrier-to-Noise-density ratio (C/Nj). Couple of well-
known particular cases of AA technique are the High
Resolution Correlator (HRC) [9], the Strobe Correlator
(SC) [8, 13], the Pulse Aperture Correlator (PAC) [14],
and the modified correlator reference waveform [8, 15].
One other similar tracking structure is the Multiple Gate
Delay (MGD) correlator [16-19], where the number of early
and late gates and the weighting factors used to combine
them in the discriminator are the parameters of the model
and can be optimized according to the multipath profile as
illustrated in [12]. While coping better with the ambiguities
of BOC correlation function, the MGD provides slightly
better performance than the nEML at the expense of higher
complexity and is sensitive to the parameters chosen in the
discriminator function (i.e., weights, number of correlators,
and correlator spacing) [12, 19]. In [12], it is also shown that
AA technique is a particular case of MGD implementation.

Another tracking structure closely related to AA tech-
nique is the Earlyl/Early2 (E1/E2) tracker, initially proposed
in [20] and later described in [8]. In E1/E2 tracker, the
main purpose is to find a tracking point on the correlation
function that is not distorted by multipath. The first step is
to locate two correlators on the early slope of the correlation
function. The correlation values of these two early correlators
are then compared with the correlation values of an ideal
reference correlation function. Finally, a delay-correction
factor is computed based on the measured and reference
correlation values of E1 and E2 correlators. As reported in
(8], E1/E2 tracker shows some performance improvement
over AA technique only for very short delay multipath for
GPS L1 C/A signal (i.e., BPSK signal).

Another feedback-tracking structure is the Early-Late-
Slope (ELS) [8], which is also known as Multipath Elim-
ination Technique (MET) [21]. The ELS is based on two
correlator pairs at both sides of the correlation function’s
central peak with parameterized spacing. Once both slopes
are known, they can be used to compute a pseudorange
correction that can be applied to the pseudorange measure-
ment. However, simulation results performed in [8] showed
that ELS is outperformed by HRC with respect to Multipath
Error Envelopes (MEEs), for both BPSK and SinBOC(1,1)
modulated signals.

A new multipath-estimation technique, named as A-
Posteriori Multipath Estimation (APME), is proposed in
[22], which relies on a posteriori estimation of the multipath
error tracking. Multipath error is estimated independently in
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a multipath-estimator module on the basis of the correlation
values from the prompt and very late correlators. The
performance in multipath environment reported in [22] is
comparable with that of the SC: slight improvement for very
short delays (i.e., delays less than 20 meters), but rather
significant deterioration for medium delays. A similar slope-
based multipath mitigation strategy, named as Slope-based
Multipath Estimator (SBME), was proposed by the authors
in [23]. SBME first derives a multipath estimation equation
by utilizing the correlation shape of the ideal normalized
correlation function, which is then used to compensate
for the multipath bias of an nEML tracking loop. SBME
requires an additional correlator at the late side of the
correlation function, and it is used in-conjunction with an
nEML tracking loop. It is reported in [23] that SBME has
superior multipath mitigation performance than nEML in
closely spaced two paths channel model.

The conventional techniques, discussed so far can be
classified based on their correlator requirements as shown in
Figure 1. For clarity reason, we use the notation correlator in
this paper in order to represent complex correlator (i.e., one
complex correlator is equivalent to two correlators needed
for in-phase and quad-phase channels).

One of the most promising advanced multipath miti-
gation techniques is the Multipath Estimating Delay Lock
Loop (MEDLL) [24-26] implemented by NovAtel for GPS
receivers. The MEDLL uses many correlators in order to
determine accurately the shape of the multipath corrupted
correlation function. Then, a reference function is used in a
software module in order to determine the best combination
of LOS and Non-LOS (NLOS) components (i.e., amplitudes,
delays, phases, and number of multipath). However, MEDLL
provides superior long-delay multipath mitigation perfor-
mance than nEML at the cost of expensive multicorrelator-
based tracking structure. MEDLL is considered as a sig-
nificant evolutionary step in the receiver-based attempt to
mitigate-multipath. Moreover, MEDLL has stimulated the
design of different maximum likelihood-based implemen-
tations for multipath mitigation. One such variant is the
noncoherent MEDLL, developed by the authors, as described
in [27]. Classical MEDLL is based on a maximum likelihood
search, which is computationally extensive. The authors
implemented a noncoherent version of MEDLL that reduces
the search space by incorporating a phase-search unit, based
on statistical distribution of multipath phases. However, the
performance of this suggested approach depends on the
number of random phases considered; this means that the
larger the number is, the better the performance will be. But
this will also increase the processing burden significantly. The
results reported in [27] show that the noncoherent MEDLL
provides very good performance in terms of Root-Mean-
Square-Error (RMSE), but has a rather poor Mean-Time-
to-Lose-Lock (MTLL) as compared to the conventional DLL
techniques.

A new technique to mitigate multipath by means of
correlator reference waveform was proposed in [28]. This
technique, referred to as second derivative correlator, gen-
erates a signal correlation function which has a much
narrower width than a standard correlation function and
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Figure 1: Classification of conventional multipath mitigation techniques based on correlator requirement.

is, therefore, capable of mitigating multipath errors over a
much wider range of secondary path delays. The narrowing
of correlation function is accomplished by using a specially
designed code reference waveform (i.e., the negative of the
second-order derivative of correlation function) instead of
the ideal code waveform used in almost all existing receivers.
However, this new technique reduces the multipath errors at
the expense of a moderate decrease in the effective Signal-
to-Noise Ratio (SNR) due to the effect of narrowing the
correlation function. A similar strategy, named as Slope
Differential (SD), is based on second order derivative of
the correlation function [29]. It is shown in [29] that this
technique has better multipath performance than nEML and
Strobe Correlator. However, the performance measure was
solely based on the theoretical MEE curves, thus its potential
benefit in more realistic multipath environment is still an
open issue.

A completely different approach to mitigate multipath
error is used in NovAtel’s recently developed vision correlator
[30]. The Vision Correlator (VC) is based on the concept of
Multipath Mitigation Technique (MMT) developed in [31].
It can provide a significant improvement in detecting and
removing multipath signals as compared to other standard
multipath-resistant code-tracking algorithms (e.g., PAC of
NovAtel). However, VC has the shortcoming that it requires
a reference function shape to be used to fit the incoming data
with the direct path and the secondary path reference signals.
The reference function generation has to be accomplished a
priori, and it must incorporate the issues related to Radio
Frequency (RF) distortions introduced by RF front end.

Several advanced multipath mitigation techniques were
also proposed by the authors in [27, 32]. While improving
the delay-estimation accuracy, these techniques require a
higher number of correlators than the traditional DLL, and
they are sensitive to the noise-dependent threshold choice.
Among these advanced techniques, two most competitive
ones, previously proposed by the authors, are selected herein
for performance comparison. These are Peak Tracking,
based on 2nd-order Differentiation (PT(Diff2)), and Teager-
Kaiser- (TK-) based delay estimation, the details of which can
be found in [27].

Many correlation-based multipath mitigation techniques
exist, but even the most promising ones (e.g., nEML, HRC,
PT(Diff2), etc.) are not good enough for closely spaced mul-
tipath environment, which is a key motivation for present-
day researchers (as is the case in this research) to come up
with new innovative techniques. The purpose of this paper is
twofold: first, to propose a novel maximum likelihood-based
Reduced Search Space Maximum Likelihood (RSSML) delay
estimator as an advanced multipath mitigation technique,
mostly designed for harsh multipath environment (where
there can be more than two strong closely spaced paths) and
second, to analyze the performance of other contemporary
multipath mitigation techniques (both conventional and
advanced techniques) under the same unified simulation
model. Additionally, the authors also develop a combined
TK- and nEML-based approach, named here as TK+nEML,
which is less complex than TK, while at the same time
provide better multipath mitigation than nEML. The moti-
vation for such a combined approach will be discussed in
more detail in Section 4.2. The authors remark here that
the basic idea of RSSML was first introduced in [33], where
RSSML was implemented for two paths channel with infinite
bandwidth assumption. Moreover, the version of RSSML
presented in [33] was not optimized in terms of memory,
since it required a large set of correlation functions for all
possible delays in a predefined code delay window range. The
RSSML with its current version requires a large set of corre-
lation functions only for the prompt correlator, and it is also
adapted for finite bandwidth assumption for any number
of paths up to four. Simulation results in fading multipath
environment are included in this paper in order to compare
the performance of the proposed techniques with the various
conventional DLLs and other developed advanced tech-
niques (which are briefly reviewed here). The performance
of these techniques are analyzed for the newly defined
Composite Binary Offset Carrier (CBOC) modulation along
with the existing Binary Phase Shift Keying (BPSK) and Sine
Binary Offset Carrier (SinBOC) modulations.

The rest of this paper is organized as follows. Section 2
presents the signal and channel model, followed by a descrip-
tion on multicorrelator-based delay-tracking structure in



Section 3. The advanced multipath mitigation techniques
including the proposed RSSML are introduced in Section 4,
followed by a detailed analysis on implementation issues for
RSSML in Section 5. Section 6 shows the multipath perfor-
mance of the selected techniques in terms of semianalytical
running average error. Section 7 presents the simulation
results in two-to-four paths fading channel model with finite
front-end bandwidth whereas Section 8 provides a compari-
son between different techniques in terms of their multipath
mitigation capability, relative complexity and needed a priori
information. Finally, some general conclusions are drawn in
Section 9, with a perspective on future research direction.

2. Signal and Channel Model

Typical GNSS signals, such as those used in GPS or
Galileo, employ the Direct Sequence-Code Division Multiple
Access (DS-CDMA) technique, where a Pseudorandom
Noise (PRN) code from a specific satellite is spreading
the navigation data over Sp chips (or over a code-epoch
length) [34, 35]. In what follows, a baseband model is
adopted for clarity reason. The estimation of code delay in
today’s receivers is typically done in digital domain using
the baseband correlation samples. In the following, the time
notation t denotes the discrete time instant. The signal x(¢)
transmitted from one satellite with a specific PRN code can
be written as

x(t) = \Ey pmoa(t) ® c(8), (1)

where E, is the bit energy, pmod(f) is the modulation
waveform (i.e., BPSK for GPS L1 C/A code or CBOC(-) for
Galileo E1C signals), and c(t) is the navigation data after
spreading as written below (spreading is done with a PRN
code of chip interval T, and spreading factor Sg)

[eS] SF
c(t) = D by cknd(t — nTSp — kT). (2)
n=-c k=1

Above §(-) is the Dirac unit pulse, b, is the nth data bit (for
pilot channels, b, = 1, Vn), and ¢, is the kth chip (+1
valued) corresponding to the nth spread bit.

The modulation waveform for BPSK or BOC can be
written as [36]

Np—1

Pmod(t) = pr, () ® > 8(t —iTp), (3)

i=0

where N3 is BOC modulation order: Ng = 1 for BPSK
modulation (BPSK can be seen as a particular case of BOC
modulation, as illustrated in [36]) and Np = 2 f,/f., where
fsc 1s the subcarrier frequency and f. is the carrier frequency
for BOC modulation, T = T./Np is the BOC interval,
and pr,(t) is the pulse-shaping filter (e.g., for unlimited
bandwidth case, pr,(t) is a rectangular pulse of width T and
unit amplitude).

The signal x(t) is typically transmitted over a multipath
static or fading channel, where all interference sources except
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the multipath are lumped into a single additive Gaussian
noise term #/(t)

L
r(t) = > agx(t — 71)el Pt 4 (1), (4)
I=1

where r(t) is the received signal, L is the number of channel
paths, o is the amplitude of the Ith path, 6; is the phase
of the Ith path, 7; is the channel delay introduced by
the Ith path (typically assumed to be slowly varying or
constant within the observation interval), fp is the Doppler
shift introduced by the channel, and #(¢) is a wideband
additive noise, incorporating all sources of interferences over
the channel. Assuming that the signal is sampled at N;
samples per-chip (for BPSK) or per-BOC interval (for BOC
modulation), then the power spectral density of () can
be written as No/(N;NpSr), where Nj is the noise power
in 1kHz bandwidth (i.e., bandwidth corresponding to one
code epoch). Generally, the SNR for any GNSS signal is
expressed with respect to the code epoch bandwidth B,,
under the name of Carrier-to-Noise-density ratio (C/Np).
The relationship between (C/Np) and bit-energy-to-noise
ratio (in dB) can be written as [37]

9 _b
N, [dB-Hz] = . + 1010g,, (By). (5)

The delay tracking is typically based on the code epoch-
by-epoch correlation R(-) between the incoming signal and
the reference xpf(-) modulated PRN code, with a certain
candidate Doppler frequency fD and delay T

«R<?) fDﬂ’n) _ E<T1 LmTJ:T r(t)xref(?, fD>dt>, (6)
sym J(m—1)Tym

where m is the code epoch index, Tym is the symbol period
(i.e., Tsym = SrT.), and E(-) is the expectation operator with
respect to the random variables (e.g., PRN code, channel
effects, etc.), and

0 Sk

xref(:[\)fD) = pmod(t) ® z Z@nck,n
wska 7)

% 8(t — nTyym — KTe) @ pr (e 720",

where b, is the estimated data bits. For Galileo signals, a
separate pilot channel is transmitted [34]. In what follows,
it is assumed that data bits are perfectly estimated (En =
bn), and removed before the correlation process. In a
practical receiver, in order to cope with noise, coherent and
noncoherent integration can be used. The average coherent
correlation function R.(7, fD) can be written as

N,
ﬁc(‘?)fD) = Ni Z R(‘?)fD) m)) (8)
Cm=1

where N, is the coherent integration time expressed in code
epochs or milliseconds for GPS or Galileo signal, and the
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FiGure 2: Block diagram for multicorrelator based DLL implemen-
tation.

noncoherently averaged correlation function Rnc(T, fp) can
be written as

N, Pre
m(aﬁ)):;mg Nicn;ﬁ(%,ﬁ),m) )

where Ny is the noncoherent integration time expressed in
blocks of length N. milliseconds (for clarity reason, we avoid
using the block indexes for the noncoherent summations),
and py is the power index used for noncoherent summation.
The most encountered variants for pn are: pnc = 1 (which is
the sum of absolute correlation values), and pn,. = 2 (ie.,
which is the sum of squared-absolute correlation values).
We prefer to use the later option (ie., pnc = 2) in our
simulations.

3. Multicorrelator Based
Delay-Tracking Structure

Compared with the conventional EML tracking loop, where
only three correlators are used (i.e., Early, Prompt and Late),
here, in the multicorrelator-based structure, we generate a
bank of correlators (e.g., in this implementation, we use
193 correlators with 0.0208 chips spacing between successive
correlators) as presented in Figure 2. This large number
of correlators is needed in order to include the advanced
multipath mitigation techniques in the comparison, because
these techniques make use of these correlators for estimating
the channel properties while taking decision about the code
delay [27]. Some of these correlators can be kept inactive
or unused, for example when EML and HRC tracking loops
are used. After the necessary front-end processing, and after
the carrier has wipedoff, the received postprocessed signal
was passed through a bank of correlators. As shown in
Figure 2, the NCO and PRN generator block produces a
bank of early and late versions of replica codes based on
the delay of the LOS signal 7, the correlator spacing A,
and the number of correlators M. In case of EML-tracking
loop, the corresponding early-late spacing is equal to 2A.
The received signal is correlated with each replica in the
correlator bank, and the output of the correlator bank is a
vector of samples in the correlation envelope. Therefore, we
obtain the correlation values for the range of =MA chips
from the prompt correlator, where M is the number of
correlators and A is the correlator spacing between successive
correlators. The various code tracking techniques (named as

discriminator in Figure 2) utilize the correlation values as
input, and generate the estimated LOS delay as output, which
is then smoothed by a loop filter. In accordance with [35],
the implemented code loop filter is a 1st order filter, whose
function can be written as

T(k+1) = 7(k) +yd(k), (10)

where y is calculated based on loop filter bandwidth, B,.
A DLL loop bandwidth of 2Hz is used in the simulation,
assuming that carrier aiding is always available [9].

4, Advanced Multipath Mitigation Techniques

The advanced state-of-the-art multipath-mitigation tech-
niques discussed in Section 1 are classified here based on
their mitigation strategies, as shown in Figure 3. These
advanced techniques usually require a vast number of
correlators in order to estimate the channel characteristics,
which are then used to mitigate the multipath effect. Several
multipath-mitigation techniques introduced in past years are
based on Maximum Likelihood (ML) estimation principle.
Examples of ML-based techniques include MEDLL [26],
MMT [31], VC [30] of NovAtel, MEDLL of Tampere
University of Technology (TUT) [27], and the proposed
RSSML. Among other techniques, second derivative [28],
slope differential [29], and PT(Diff2) [27] are based on
2" _order differentiation whereas TK, PT(TK) and TK +
nEML are based on Teager Kaiser operator. In the following
subsections, only those algorithms are elaborated, which
will later be considered for performance analysis. It is nice
to mention here that a brief discussion of the remaining
algorithms has already been presented in Section 1.

4.1. Teager Kaiser. The Teager Kaiser-based delay-estimation
technique is based on the principle of extracting the signal
energy corresponding to various channel paths via the non-
linear TK operator. The output Wk (x(n)) of TK operator
applied to a discrete signal x(n), can be defined as [38]

Yrk(x(n)) = x(n— 1)x*(n - 1)

| an
- E[x(n - 2)x*(n) + x(n)x*(n — 2)].

The input of TK operator can be the noncoherent correlation
function. The output of TK operator can indicate the
presence of a multipath component more clearly than
looking directly at the correlation function. According to
(11), at least 3 correlation values are needed to compute
TK (in prompt, early, and very early). But usually, TK-based
delay estimation utilizes a higher number of correlators and
is sensitive to the noise dependent threshold choice. Firstly,
it computes the noise variance according to the explanation
presented in Section 5.1, which is then used to compute an
adaptive threshold as defined in [27]. The peaks which are
above the adaptive threshold are considered as competitive
peaks. Among all the competitive peaks, TK selects the delay
associated to that competitive peak which has the closest
delay difference from the previous delay estimate.
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TK-based technique is chosen in the context of the paper
since it has been proved that it can give very good results in
the delay-estimation process when used with CDMA type
of signals, as presented in [27, 39]. Most recently, TK has
been studied also in closed-loop model for SinBOC(1,1),
modulated two paths channel model, and its performance
was one of the best among the considered algorithms [40].
One major limitation of TK-based technique is the fact that
they are quite sensitive to the filtering stages (i.e., when infi-
nite bandwidth is unavailable). The impact of the bandwidth
limitation on TK performance is seldomly addressed in the
literature, and hence, it is included in our algorithms’ list for
performance analysis under bandwidth limitation.

4.2. Combined Approach: Teager Kaiser and Narrow EML.
A combined simplified approach with Teager Kaiser and
narrow EML is implemented in order to justify the feasibility
of having an nEML discrimination after the TK operation
on the noncoherent correlation function. In this combined
approach, TK operator is first applied to the noncoherent
correlation function, and then nEML discrimination is
applied to the TK output. The motivation for this combined
approach comes from the fact that, when we apply TK
operation to the noncoherent correlation function, it usually
makes the main lobe of the noncoherent correlation function
(after TK operation) much more steeper. This eventually
reduces the effect of multipath in case of TK-based nEML
(TK + nEML) as compared to nEML, as illustrated in
Figure 4. In Figure 4, TK + nEML has a zero crossing at
0.014 chips away from the true delay whereas nEML has
a zero crossing at 0.029 chips away from the true delay.
Therefore, TK + nEML has superior multipath performance
(around 4.1 meters of multipath error) as compared to
nEML (around 8.5 meters of multipath error) for this
particular scenario. On the contrary, TK+nEML restricts
the code delay search range (i.e., the range where we expect
our true code delay to be located) to be much narrower

SinBOC (1, 1) signal, path power: [0 —1.7372] dB

S-curve

-0.25-0.2-0.15-0.1 -0.05 0 0.05 0.1 0.15 0.2 0.25
Code delay (chips)

—— nEML
—— TK+nEML

FIGURE 4: S-curve in SinBOC(1,1)- modulated 2 path Rayleigh
channel model, path delay: [0 0.0833] chips, path power:
[0-1.7372] dB, C/Ny: 100 dB-Hz, BW: 24 MHz.

as compared to nEML, which eventually increases the risk
for the combined approach to lock at any of the false zero
crossings, in cases when the initial coarse delays are poorly
estimated.

4.3. Peak Tracking. Peak Tracking- (PT-) based techniques,
namely, PT based on 2nd-order differentiation (PT(Diff2))
and PT based on Teager Kaiser (PT(TK)), are first proposed
in [27, 41]. Both of these techniques utilize the adaptive
threshold computed from the estimated noise variance
of the channel in order to decide on the correct code
delay. These advanced techniques first generate competitive
peaks which are above the computed adaptive threshold,
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as explained in Sections 5.1 and 5.2. For each of the
competitive peak, a decision variable is formed based on the
peak power, the peak position and the delay difference of
the peak from the previous delay estimate. Finally, the PT
techniques select the peak which has the maximum weight
as being the best LOS candidate. PT(Diff2) is included in
our list of multipath mitigation techniques for performance
analysis to be presented in Sections 6 and 7, since it has
superior multipath mitigation performance over PT(TK)
[27].

4.4. Reduced Search Space Maximum Likelihood Delay
Estimator. In the presence of multipath, we recall that
the received signal at the input of a GNSS receiver can
be expressed as in (4). We rewrite (4) below for further
clarification

L
r(t) = > agx(t — 1)el ot 4y (p), (12)
=1

In the above equation, as explained earlier, x(¢) is the spread-
spectrum code, #(t) is the white Gaussian noise, and a;,
71, 0; are the amplitude, delay, and phase of the Ith signal,
respectively. For any GNSS signal, one of the most important
parameter of interest is the LOS code delay. A conventional
DLL (e.g., nEML) is not able to follow the LOS code
delay accurately, since it does not take into consideration
the bias contributed by the multipath components. The
proposed RSSML attempts to compensate the multipath
error contribution by estimating the multipath parameters
along with the LOS signal. If r(¢) is observed for a certain
time Tcop, that is short enough to assume that the parameters
are constant, then the Maximum Likelihood Estimation
(MLE) theory can be applied to estimate those parameters.
The MLE principle states that the estimate of a certain
parameter with the smallest mean square error is the estimate
that maximizes the conditional probability density function
of r(t). According to MLE, RSSML calculates the estimated
signal parameters (i.e., path delays, path amplitudes, and
path phases), which minimize the mean square error of

L(7, &, é), as specified in

L(2,,6) =fT
~dcoh

t

[r(t) — s(1)]7dt,

(13)

s(t) = Z&lx(t — 7))ef@nfot+b)
I=1

Here, s(¢) is the estimate of the LOS as well as multipath
signals, and we assume that the Doppler shift fp is correctly
estimated by the carrier tracking loop (i.e., pr = fp) and that
all the multipath components experience similar Doppler
shift (i.e., fp, = fp). The first assumption is valid as long as
we are at the fine tracking stage (i.e., signal has been tracked
for a while). Equation (13) can be solved by setting the partial

derivatives of L(7, Q, é) to zero. The resulting equations for

the Ith signal can be written as follows in accordance with
[25]:

L
7 =max|Re| | Rex(1) = D @uRideal(r—T0)e/% e L],
T
n=1
n#l
L ~ ~
&l = Re { eﬂrx(:['\i) - Z &nﬂideal(?l - %\n)ejen e*]@; (>
n=1
n#l
~ L ~
0 = arg eRrx(:[\'z) - Z ‘/X\nﬂideal(:[\l - %\n)ejen .
n=1
n+l

(14)

In the above equations, R,.(7) is the received down-
converted correlation function, and Rjgea(7) is the ideal
reference correlation function, the expression of which can
be found in [36]. Generally speaking, RSSML performs a
nonlinear curve fit on the input correlation function which
finds a perfect match from a set of ideal reference correlation
functions with certain amplitude(s), phase(s), and delay(s)
of the multipath signal. Conceptually, a conventional spread-
spectrum receiver does the same thing, but for only one
signal (i.e., the LOS signal). With the presence of multipath
signal, RSSML tries to separate the LOS component from the
combined signal by estimating all the signal parameters in
MLE sense, which consequently achieves the best curve fit on
the received input correlation function. The total number of
path components L is generally unknown to the receiver and,
therefore, has to be estimated. One possible way to estimate
L is to compute the mean square error for L = 1,2,..., Lyax
number of paths and select L with which we obtain the
minimum mean square error. In this implementation, L,y is
chosen such that the total number of path components does
not exceed 3 (i.e., Lmax = 3).

In a multicorrelator-based structure, the estimated LOS
delay, theoretically, can be anywhere within the code delay
window range of =7y chips, though in practice, it is quite
likely to have a delay error around the previous delay
estimate. The code delay window range essentially depends
on the number of correlators (i.e., M) and the spacing
between the correlators (i.e., A) according to

— iMA.
2
For example, if 193 correlators are used with a correlator

spacing of 0.0208 chips, then the resulting code-delay win-
dow range will be +2 chips with respect to prompt correlator.

Tw (15)



Therefore, the LOS delay estimate can be anywhere within
this =2 chips window range. The ideal noncoherent reference
correlation functions are generated for up to Lma.x paths
only for the middle delay index (i.e., ((M + 1)/2)th delay
index; for M = 193, the middle delay index is 97). These
ideal correlation functions for the middle delay index are
generated offline and saved in a lookup table in memory.
In real time, RSSML reads the correlation values from
the lookup table, translates the ideal reference correlation
functions at the middle delay index to the corresponding
candidate delay index within the code delay window, and
then computes the Minimum Mean Square Error (MMSE)
for that specific delay candidate. Instead of considering
all possible LOS delays within a predefined code delay
window as delay candidates, the search space is first reduced
to some competitive peaks which are generated based on
the computed noise thresholds as explained in Section 5.
This will eventually reduce the processing time required to
compute the MMSE (i.e., MMSE needs to be computed only
for the reduced search space).

5. Implementation Issues for RSSML

The implementation of RSSML is discussed here for better
clarification. Setting the partial derivatives of (13) to zero
yields a set of nonlinear equations, as presented in (14).
To overcome the difficulty of solving these equations, the
RSSML generates a set of ideal noncoherent reference
correlation functions for the middle correlator of a certain
code-delay window range with various multipath delays,
phases, and amplitudes. This means that, we generate s(t)
in (13), by varying all multipath components for the middle
correlator (e.g., the 97th correlator for a code-delay window
range of +2 chips with 0.0208 chips correlator spacing) of
the code-delay window in order to obtain a discrete set of
ideal noncoherent reference correlation functions. The set of
multipath parameters can be specified as follows:

A=Va{0<ac<l},
T=Vt{0<1<1}, (16)
® =VO{0 <0 <2n},

where |A| = p,|T| = ¢, and |®| = r are the cardinalities
of the sets A, T, and @, respectively. The cardinality of each
set will depend on the resolution of the multipath parameters
within the given range. However, the complexity will increase
as the cardinality of any set increases. The step-by-step
procedure for RSSML is summarized below.

5.1. Step 1: Noise Estimation. The correlation values for early
time delays (i.e., < —1 chip from the prompt correlator)
are not affected by any multipath components since the
multipath components are always delayed with respect to the
LOS component. The noise level is estimated by taking the
mean out-of-1-chip values at the early side from the prompt
correlator of the normalized noncoherent correlation func-
tion as explained in Figure 5.
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FiGure 5: Noise estimation in SinBOC(1,1)- modulated 2 path
fading channel model, path delay: [0-0.4167] chips, path power:
[0-3] dB, C/Ny: 100 dB-Hz.

5.2. Step 2: Competitive Peak Generation. The competitive
peaks are those peaks which are generated based on the esti-
mated noise level as obtained from step 1. A peak threshold is
computed based on the estimated noise threshold plus some
weighting factor as defined in [27]. The weighting factors
are chosen in such a way that they reduce the possible risk
that may arise due to the side lobes of the SinBOC(1,1)
or CBOC(-) correlation. Therefore, the weighting factors
chosen for SinBOC(1,1) and CBOC(-) modulations are
slightly different from that of BPSK. It is worth to mention
here that we use the same weighting factors for CBOC(-) and
SinBOC(1,1) modulations, since they have almost similar
correlation shape. As shown in Figure 5, in this example
case, there is only one competitive peak which is above the
computed peak threshold. The search space is then reduced
from a large number of correlators to some competitive delay
candidates (serving here as competitive peaks).

5.3. Step 3: Reference Correlation Functions Reading and
Translation. The RSSML first reads the ideal noncoherent
reference correlation functions (which are generated offline
for the middle/prompt correlator) from the lookup table.
Next, it translates the correlation functions at the middle
delay index to the corresponding candidate delay index
within the code delay window for each competitive peak
(which are already obtained from step 2). While doing the
translation, RSSML truncates the ideal reference correlation
values to zero which fall outside the code delay window range
(i.e., correlation values outside +2 chips from the middle
correlator are truncated to zero).

5.4. Step 4: MMSE Computation. The RSSML computes the
MMSE for each candidate delay index corresponding to a
competitive peak obtained from step 2.

5.5. Step 5: LOS Delay Estimation. The candidate delay index
with the lowest MMSE is chosen as the estimated LOS delay.
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6. Semianalytical Running Average Error

The most typical way to evaluate the performance of a mul-
tipath mitigation technique is via Multipath Error Envelopes
(MEE). Typically, two paths, either in phase or out of phase,
are assumed to be present, and the multipath errors are
computed for multipath delays up to 1.2 chips at maximum,
since the multipath errors become less significant after
that. The upper multipath error envelope can be obtained
when the paths are in phase and the lower multipath error
envelope when the paths are out of phase (i.e., 180° phase
difference). In MEE analysis, several simplifying assumptions
are usually made in order to distinguish the performance
degradation caused by the multipath errors only. Such
assumptions include zero Additive-White-Gaussian-Noise
(AWGN), ideal infinite-length PRN codes, and zero residual
Doppler. Under these assumptions, the correlation R(7)
between the reference code of modulation type MOD (e.g.,
BPSK or CBOC(-)) and the received MOD-modulated signal
via an L-path channel can be written as

L
Rix(1) = D e’ Ryop (1 — 1), (17)
I=1

where a4, 0), 7; are the amplitude, phase, and delay, respec-
tively, of the Ith path; and Ryop(7) is the autocorrelation
function of a signal with modulation type MOD. The
analytical expressions for MEEs become complicated in the
presence of more than two paths due to the complexity
of channel interactions. Therefore, an alternative Monte-
Carlo simulations-based approach is proposed herein for
multipath error analysis in more than one path scenarios (i.e,
for L > 2). First, a sufficient number of random realizations,
Niandom are generated (i.e., in the simulations, we choose
Niandom €quals to 2000), and then we look at absolute mean
error for each path delay over Niandom points. The objective
here is to analyze the multipath performance of various
tracking techniques in the presence of more than two channel
paths, which may occur in urban or indoor scenarios.

The following assumptions are made while running the
simulations for generating the curves of Running Average
Error (RAE). The channel follows a decaying Power Delay
Profile (PDP), which can be expressed by the equation:

o) = agexp HITT), (18)

where (1;—7;) # 0 for [ > 1, p is the PDP coefficient (assumed
to be uniformly distributed in the interval [0.05;0.1], when
the path delays are expressed in samples). The channel path
phases 0, are uniformly distributed in the interval [0;27],
and the number of channel paths L is uniformly distributed
between 2 and L., where L.y is set to 4 in the simulations.
A constant successive path spacing x is chosen in the range
[0; 1.167] chips with a step of 0.0417 chips (which will define
the multipath delay axis in the running average error curves).
It is worth to mention here that the number of paths reduced
to one LOS path when x = 0. The successive path delays
can be found using the formula 7; = Ix. in chips. Therefore,
for each channel realization (which is a combination of

amplitudes @ = aj,...,az, phases = 0,,...,0;, fixed
path spacings, and the number of channel paths L), a certain

LOS delay is estimated 7 (o, E,L) from the zero crossing of
the discriminator function (i.e., D(7) = 0), when searched
in the linear range of D(7). The estimation error due to

multipath is 71 (&, 0, L) — 71, where 7, is the true LOS path
delay. The RAE curves are generated in accordance with [42].
RAE is actually computed from the area enclosed within the
multipath error and averaged over the range of the multipath
delays from zero to the plotted delay values. Therefore, in
order to generate the RAE curves, the absolute mean error
is computed for all Nyandom random points via

AME(xy) = mean()ﬂ (55, §,L> -7

), (19)

where AME(x,;) is the mean of absolute multipath error for
the successive path delay x.;. Now, the running average error
for each particular delay in the range [0;1.167] chips can be
computed as follows:

25:1 AME (x) (20)

1

RAE(xct) =

where i is the successive path delay index and RAE(x,) is the
RAE for the successive path delay x.. The RAE curves for
three different modulations are shown in Figure 6.

7. Simulation Results

The semianalytical results from Section 6 have also been
validated via simulations in fading multipath channels.
Simulations have been carried out in closely spaced mul-
tipath scenarios for BPSK-, SinBOC(1,1)-, and CBOC(-)-
modulated signals for a finite front-end bandwidth. The
simulation profile is summarized in Table 1. Rayleigh fading
channel model is used in the simulation, where the number
of channel paths follows a uniform distribution between two
and four. The successive path separation is random between
0.02 and 0.35 chips. The channel paths are assumed to obey
a decaying PDP following (18), where y = 0.1 (when the
path delays are expressed in samples). The received signal was
sampled at N; = 48,24, and 4 for BPSK-, SinBOC(1,1)- and
CBOC(-)- modulated signals, respectively. N, varies in order
to have the same number of samples per chip for all the three
cases.

The received signal duration is 800 milliseconds (ms)
or 0.8 seconds for each particular C/Ny level. The tracking
errors are computed after each N:N,. ms (in this case,
N.N,. = 20ms) interval. In the final statistics, the first
600 ms are ignored in order to remove the initial error bias
that may come from the delay difference between the received
signal and the locally generated reference code. Therefore,
for the above configuration (i.e., code loop filter parameters
and the first path delay of 0.2 chips), the leftover tracking
errors after 600 ms are mostly due to the effect of multipath
only, as shown in Figure7. We run the simulations for
100 random realizations, which give a total of 10 * 100
= 1000 statistical points, for each C/Ny level. The Root-
Mean-Square-Errors (RMSE) of delay estimates are plotted
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FiGgure 6: RAE for BPSK, SinBOC(1,1), and CBOC(-) signals.

in meters, by using the relationship RMSE,, = RMSEipsc T,
where ¢ is the speed of light, T, is the chip duration,
and RMSEips is the RMSE in chips. RMSE versus C/Ny
plots for the given multipath-channel profile are shown in
Figure 8. Additionally, a RMSE versus C/N, plot is pre-
sented in Figure 9 for SinBOC(1,1)- modulated single path
signal in order to show the performance of the mitigation
techniques in the absence of any multipath. In this no-
multipath scenario, nEML has the best tracking performance
from C/N, 35dB-Hz and higher whereas RSSML showed
the best tracking performance in 30dB-Hz, and slightly
worse performance than nEML from C/N, 35dB-Hz and

higher.

8. Performance Comparison

Table 2 shows the comparison between the different dis-
cussed techniques in terms of closely spaced multipath
performance, semianalytical running average error perfor-
mance, correlator requirement (in other words, code delay
window length at the tracking stage), a priori information
needed as input, channel estimation requirement, memory
requirement, and complexity analysis as a whole. This com-
parison is solely based on the simulation results described in
Sections 6 and 7.

It can be seen from Figure 8 that the proposed RSSML
showed the best multipath performance in closely spaced
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FIGURE 7: One snapshot of delay tracking for SinBOC(1,1) signal in
3 path fading channel with 24 MHz BW.

TasLE 1: Simulation profile description.

Parameter Value

Channel model Rayleigh fading channel

Number of paths (between 2 to 4)

Path power Decaying PDP with y = 0.1

Path spacing Randorp between 0.02 and
0.35 chips

Path phase Random between 0 and 27

Oversampling factor, N (48,24,4]

E-L Spacing, Agy, 0.0833 chips

Number of Correlators, M 193

Double-sided Bandwidth, BW 24 MHz

Filter type FIR

Filter order 6

Coherent integration, N, 20ms

Noncoherent integration, Ny, 1 block

Initial delay error +0.1 chips

First path delay 0.2 chips

Code tracking loop bandwidth 2Hz

Code tracking loop order Ist order

two to four paths fading channel model for all three mod-
ulation types. All other techniques have varying multipath
performance with varying C/N, and varying modulation
types. In general, PT(Diff2) performs better for SinBOC(1,1)
and CBOC(-) signals whereas HRC performs better for
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all three modulations, but only in good C/N, (i.e., 40 dB-
Hz and higher). It is interesting to note here that all the
techniques except the proposed RSSML tend to show similar
performance (within few meters of error bounds) in this two
to four paths fading channel profile with a reasonably high
PDP factor 0.1, as seen in Figure 8.

The semianalytical RAE performance is shown in
Figure 6. It is obvious from Figure 6 that the proposed
RSSML showed superior performance in terms of RAE
as compared to other techniques in this no noise two to
four paths static channel model. Among other techniques,
PT(Diff2) and TK showed very good performance followed
by HRC and TK + nEML. The RAE analysis is quite
theoretical from two perspectives: firstly, the delay estimation
is a one-shot estimate and does not really include any
tracking loop in the process, and secondly, the analysis is
usually carried out with ideal noise free assumption. These
facts probably explain the reason why an algorithm which
performs very good with respect to RAE may not necessarily
provide the same performance in more realistic closed-loop
fading channel model, especially in the presence of more
than two channel paths. However, MEE or RAE analysis has
been widely used by the research community as an important
tool for analyzing the multipath performance due to simpler
implementation and also due to the fact that it is hard to
isolate multipath from other GNSS error sources in real life.

The complexity of any multipath mitigation technique
mainly depends on the correlation structure and the imple-
mentation issues concerning channel estimation, correlator
requirement, required number of mathematical operations,
memory requirement, and so on. The advanced mitigation
techniques are usually complex, since they generally utilize
a large number of correlators for channel estimation, which
are then used to estimate the first arriving path delay. Among
the advanced techniques, the proposed RSSML is the most
complex one, since it requires a large set of reference cor-
relation functions which are generated offline to be used as
a-priori information while estimating the code delay of first
arriving path (please visit Section 5 for details). The memory
size will eventually depend on few factors including the
maximum number of paths to be considered, the correlator
spacing, the number of correlators and the resolution of
each multipath parameter (i.e., path delays, path phases, and
path amplitudes). In the current MATLAB implementation,
the RSSML requires approximately 14 megabytes of memory
for each particular modulation with maximum number of
paths set to 3, the correlator spacing set to 0.0208 chips, the
number of correlators for window length of 4 chips set to 193.
However, it is possible to reduce the memory requirement
by adjusting the parameters appropriately. The impact of
memory optimization is not analyzed here, and hence, it is
kept open for future research.

9. Conclusions

Multipath is one of the major dominant sources in high-
precision-oriented GNSS applications. Many receiver archi-
tectures exist in the market which employ a variety of
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F1GURE 8: RMSE versus C/Ny plots for 2 to 4 paths Rayleigh fading channel in 24 MHz BW.

multipath mitigation techniques. Most of these techniques
provide very good multipath mitigation for medium-to-long
delay multipath. However, the multipath studies presented
in most of the research papers are based on only two
paths assumption, which is rather optimistic. In this study,
a novel Reduced Search Space Maximum Likelihood delay
estimator was proposed and the multipath performance was
studied for short delay multipath where the number of paths
varied between two and four. The multipath performance
of the newly proposed technique along with the state-of-
the-art DLLs, and other advanced techniques were presented
via running average error sense and also via root-mean-
square-error sense. Three different modulation types were
considered including the newly proposed CBOC modulation
(chosen as the modulation technique for Galileo E1 signal).

It was shown that the RSSML, in general, achieved the
best multipath mitigation performance for all three different
signals in this two-to-four paths closely spaced multipath
profile. Simulation results show that the proposed RSSML
offers a viable solution by increasing the position accuracy
in the presence of closely spaced multipath, especially in
dense urban areas where the number of significant paths
can be higher than two. On the contrary, the proposed
method increases the receiver complexity, since it is based
on multicorrelator-based structure, and at the same time, it
requires a good amount of memory to keep the reference
noncoherent correlation functions available for computing
the MMSE. Therefore, RSSML and other advanced multipath
mitigation techniques presented here are more suitable for
professional receivers due to their relatively high complexity
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TaBLE 2: Comparative performance of multipath mitigation techniques.

nEML HRC TK + nEML PT(Diff2) TK RSSML
Closely spaced
multipath Moderate Good Moderate Good Moderate Best
performance
Running average Fair Good Good Very Good Very Good Best
error performance
Correlator
requirement (No. of Few (3) Few (5) Few (5) Many (100+) Many (100+) Many (100+)
Corr.)
A large set of
Lo . Coarse delay Coarse delay Coarse delay Coarse delay Coarse estimate  reference
A priori information . . . . .
estimate estimate estimate estimate delay correlation
functions
Channel estimation Yes (noise Yes (noise Yes (noise
. No No No . . .
required? computation) computation) computation)
Memory requirement None None None None None High
Complexity Low Low Moderate Fair Fair High
0 SinBOC (1, 1) signal path channel, BW 24 MHz References
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