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SUMMARY 

The Nyquist WDM system realizes a terabit high spectral efficiency transmission 

system by allocating several subcarriers close to or equal to the baud rate. This system 

achieves optimal performance by maintaining both temporal and spectral orthogonality. 

However, ISI and ICI effects are inevitable in practical Nyquist WDM implementations 

due to the imperfect channel response and tight channel spacing and may cause 

significant performance degradations. Our primary research goals are to combat the ISI 

effects via the transmitter digital pre-shaping and to remove the ICI impairments at the 

receiver using MIMO signal processing. 

First we propose two novel blind channel estimation techniques that enable the 

transmitter pre-shaping design for the ISI effects mitigation. Both numerical and 

experimental results demonstrate that the two methods are very effective in compensating 

the narrow band filtering and are very robust to channel estimation noise. Besides pre-

shaping, the DAC-enabled transmitter chromatic dispersion compensation is also 

demonstrated in a system with high LO laser linewidth. 

Next a novel “super-receiver” structure is proposed, where different subchannels 

are synchronously sampled, and the baseband signals from three adjacent subchannels are 

processed jointly to remove ICI penalty. Three different ICI compensation methods are 

introduced and their performances compared. The important pre-processes that enable a 

successful ICI compensation are also elaborated. Despite ICI compensation, the joint 

carrier phase recovery based on the Viterbi-Viterbi algorithm is also studied in the carrier 

phase locked systems. 



 xviii 

In-band crosstalk arises from the imperfect switch elements in the add-drop 

process of ROADM-enabled DWDM systems and may cause significant performance 

degradation. Our third research topic is to demonstrate a systematic way to analyze and 

predict the in-band crosstalk-induced penalty. In this work, we propose a novel crosstalk-

to-ASE noise weighting factor that can be combined with the weighted crosstalk 

weighting metric to incorporate the in-band crosstalk noise into the Gaussian noise model 

for performance prediction and analysis. With the aid of the Gaussian noise model, the 

in-band crosstalk-induced nonlinear noise is also studied. Both simulations and 

experiments are used to validate the proposed methods. 

 



 

1 

CHAPTER 1 

INTRODUCTION 

 

In recent years, there is an increasing demand in data traffic for high-speed internet, data 

centers and internet video services applications. According to Cisco's analysis, the 

Internet Protocol (IP) traffic will grow at a compound annual growth rate of 21% from 

2013 to 2018 [1]. As illustrated in Figure 1.1, the global IP traffic reached 51.2 Exabyte 

per month in 2013 and will increase nearly three folds to 131.6 Exabyte by 2018 [1]. The 

expansion of the data traffic motivates the development in fiber optical communications. 

 

 

 

Figure 1.1. Global IP traffic growth from 2013 to 2018. 

 

 

 

Fiber optic communication has been increasingly used for high data rate and high 

capacity long distance transmission. Compared to the electrical cables, significant 

advantages have been demonstrated for optical fibers in terms of the reach and 
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transmission capabilities. Specifically, the fiber loss in the commonly used C bands in 

single mode fibers is about 0.2 dB/km [2]. In comparison, the loss of the common RG-6 

coaxial cable is above 200 dB/km at 1000 MHz. Meanwhile, optical fibers are immune to 

various kinds of electromagnetic interference and are more suitable for data links in 

industrial environments. Because of the optical fiber’s ability to support long reach and 

high speed transmission, they have replaced copper wires in all the core and metro 

networks. 

The major research in optical communication society is to increase the channel 

capacity while retaining a maximal system performance. The earlier capacity growth was 

realized mostly by increasing the intensity modulation rate and the use of dense 

wavelength division multiplexing (DWDM) techniques [2]. However, because of 

electronic devices’ limitations and their inability to compensate channel impairments in a 

direct detection scheme, the intensity modulation rate can hardly be boosted beyond 10 

Gb/s [3]. For a fixed number of channels, the achievable capacity is limited. Coherent 

detection employs a hybrid receiver structure to retrieve the phase of the electrical field. 

With the knowledge of the phase information, channel impairments like chromatic 

dispersion (CD) [4], polarization mode dispersion (PMD) [5], or Kerr nonlinear effects 

can be compensated [6-8]. Therefore, polarization division multiplexing (PM) schemes 

and more advanced modulation formats become feasible, enabling a channel capacity 

increase and channel speed upgrading to 100 Gb/s and beyond. 

 The advent of coherent detection and advanced digital signal processing (DSP) 

has driven the rapid growth in high speed and high capacity optical transmission. In 

recent years, optical transport industries have commercialized the 100 Gb/s transponders 
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using a single optical carrier in the single mode fiber. Owing to the coherent detection 

techniques the 100 Gb/s module supports a more complicated format, quadrature phase 

shift keying (QPSK) instead of the conventional intensity modulated on-off keying 

(OOK) [9]. The PM scheme is also deployed, which doubles the spectral efficiency by 

transmitting data in orthogonal polarizations. These successes in the 100 Gb/s research 

laid a solid foundation for the future terabit link development, which will soon be 

required to meet the increasing traffic demand. Some of the on-going researches are 

exemplified in Figure 1.2. 

6
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Figure 1.2. Current 100 Gb/s system design and research trend in transmission beyond 

100 Gb/s. 
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 Multi-core and multi-mode are the two fiber configurations that enable spatial 

division multiplexing (SDM) in optical communications [10]. The multi-mode fiber has a 

core diameter larger than the single mode fiber, allowing the propagation of multiple 

modes simultaneously [2]. Because of mode coupling in long distance transmission, the 

core size is usually confined to support few modes transmission, for example, six spatial 

and polarized modes transmission are demonstrated in reference [11]. The transmission 

paths of multi-core fiber (MCF) are several distinct arrays of single mode fiber cores 

[12]. Because of the fiber reliability, the MCF diameter is restricted to 200 𝜇𝑚 and most 

MCF has a hexagonal arrange of seven-cores [12]. Recent work has demonstrated a ~52 

km PM-32ary quadrature amplitude modulation (QAM) transmission over the ring 

geometry structured 12-cores MCF, reaching a 1.01 Pb/s capacity [13]. SDM can 

increase the channel capacity by using multiple cores or modes. However, the amplifiers, 

the reconfigurable optical add-drop multiplexers (ROADM), and the receivers are 

required to be reconfigured to support the SDM structure. Thereafter, many challenges 

from the component to system level are to be overcome before the new fibers can be 

deployed in the field [10]. 

 Time domain division multiplexing (TDM) increases the transmission speed by 

time-multiplexing several lower bit-rate streams [14]. Electrical TDM multiplexes the 

signal electrically and then converts it into optical signals, thus requiring large electrical 

bandwidth in the optical-to-electrical (O/E) and electrical-to-optical (E/O) interfaces at 

high baud rate [15]. Optical TDM multiplexes the signal optically. Therefore, the system’ 

electrical bandwidth requirement is relaxed and is related to the baud rate of each 

subcarrier [14]. However, the CD and PMD compensation have to be performed 

optically, such that the residual pulse spreading is within the symbol period for accurate 

individual subchannel demultiplexing [16, 17]. Because of the hardware constraint and 

the system stability, TDM is challenging to be used for the terabit per channel system 

design. 
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 Achieving terabit transmission using a single wavelength by increasing the 

symbol rate or the modulation format is difficult to realize. To date, a single carrier 107 

Gbaud PM-QPSK signal generated with electrical TDM has been demonstrated, but the 

research relies on very high speed analog-to-digital converters (ADCs), followed by off-

line DSP [15]. Higher order modulation formats like PM 64-QAM have gained a lot of 

interest recently [18], nonetheless the reach is limited because of the need for high optical 

signal to noise ratio (OSNR), high receiver sensitivity, and linearity. Thereafter, the most 

reliable way to design the upcoming terabit optical link lies in the joint optimization of 

three dimensions: symbol rates, modulation formats, and subcarriers. To address this 

problem, the super-channel concept has been brought up, where multiple optical 

subcarriers are tightly spaced to increase the channel capacity and each wavelength 

operates at the maximum data rate permitted by commercially available ADC 

components [19]. Modulation formats, such as binary phase shift keying (BPSK), QPSK, 

or 16-QAM, can be chosen to balance the reach and spectral efficiency. 

1.1 Terabit Super-channel System 

 The terabit super-channel attempts to achieve high spectral efficiency by using 

maximally dense channel spectra while retaining both spectral and temporal 

orthogonality, as shown in Figure 1.3. Two related schemes are coherent optical 

orthogonal frequency-division multiplexing (CO-OFDM) [20-24] and Nyquist-

wavelength division multiplexing (Nyquist-WDM) [20, 25-28]. In the CO-OFDM 

system, frequency domain sinc-like subcarriers are spaced exactly at the baud rate to 

obtain high spectral efficiency and the symbol transitions are time-aligned for all the 

carriers [22]. Ideally, this achieves both inter-channel interference (ICI) and inter-symbol 
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interference (ISI) free operation if proper filtering and sampling is performed [20]. 

Nonetheless, the realization is challenging because of the stringent requirement of perfect 

rectangular temporal pulse shaping and large receiver bandwidth with fast ADCs [27]. If 

the OFDM signals are generated electrically, extreme high electrical bandwidth is 

required to achieve an overall terabit transmission. An alternative super-channel scheme, 

Nyquist-WDM, requires sinc-shaped time domain pulse and thus an ideal rectangular 

shaped spectrum with a bandwidth equal to the baud rate [25]. Since the spectra of the 

subchannels are not overlapped, the ICI effects can be avoided. Furthermore, when 

sampling at zero-crossing points of the Nyquist pulses, the system is ISI free. Compared 

with CO-OFDM, the Nyquist-WDM system relaxes the bandwidth requirement of the 

receiver, and exhibits better nonlinearity tolerance because of the smaller spectral overlap 

[20]. Thereafter, Nyquist system is a preferred design scheme of the super-channel 

system and is our primary research topic. 

f

CO-OFDM

t

f

Rs

f

Nyquist System

t

f

Rs  

Figure 1.3. Spectra and temporal pulses for CO-OFDM and Nyquist-WDM systems. 
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 In real Nyquist-WDM systems, delivering a perfect rectangular spectrum, with 

flat phase, to the receiver is difficult because of signal generation imperfections and the 

impact of cascaded filters in the transmission system. Thereafter, practical systems are 

not ideal Nyquist, although it is common to refer to them as Nyquist-WDM systems. First 

of all, the channel spacing is not restricted to the baud rate for balancing the requirement 

of channel spectral efficiency and system performance [29, 30]. Second, the practical 

transmitter pulses are usually not perfect temporal sinc-shaped thus inducing non-

rectangular transmitter spectra. For example, Super Gaussian optical filters are used to 

shape the conventional non-return-to-zero (NRZ) waveforms. The goal is to suppress ICI 

effects as much as possible, rather than creating perfect temporal orthogonal transmitter 

pulses. An alternative design is to use the raised cosine (RC) or root raised cosine (RRC) 

shaped Nyquist pulses [31, 32]. These Nyquist pulses maintain orthogonal temporal 

shapes while controlling the spectral spreading via the roll-off factor. They are easier to 

generate and retain than the perfect sinc pulses. The frequency domain representation of 

an RC pulse is in Eq. 1.1 [32] 

𝐻𝑇𝑋,𝑅𝐶(𝑓) = {  
  𝑇,                                                                             |𝑓| < 1 − 𝛽2𝑇𝑇2 {1 + 𝑐𝑜𝑠 [𝜋𝑇𝛽 (|𝑓| − 1 − 𝛽2𝑇 )]} , 1 − 𝛽2𝑇 ≤ |𝑓| ≤ 1 + 𝛽2𝑇0,                                                                               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒    ( 1. 1) 

𝑇 is the symbol period of the signal and 𝛽 (𝛽 ∈  [0,1]) is the roll-off factor that controls 

the spectrum occupation bandwidth. Assuming channel filter bandwidth is much larger 

than the signal bandwidth such that there is no ISI, the samples of the received waveform 

at 𝑇 is not interfering with the adjacent symbols. However, when RC spectra are used at 

the transmitter and a matched filter is used at the receiver, the overall system response is 

not RC and might cause the received signals lose orthogonality. Therefore, in practical 

communication systems, RRC shape is usually used. The frequency domain 
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representation of RRC is in Eq. 1.2. To maintain an overall RC response, the receiver 

matched filter 𝐻𝑅𝑋,𝑅𝑅𝐶 is also RRC shaped and resembles the transmitter pulse shaping. 𝐻𝑇𝑋,𝑅𝑅𝐶 = √𝐻(𝑓) = 𝐻𝑅𝑋,𝑅𝑅𝐶                                (1. 2) 
Figure 1.4 exemplifies the RC and RRC shaped spectra at different roll-offs. As 𝛽 

approaches zero, the spectrum is more rectangular-like. Although RRC is preferred over 

RC in terms of maximizing SNR when a matched filter is used, the spectral tail is larger 

than RC at the same roll-off, potentially causing more ICI at tight channel spacing. 
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Figure 1.4. Spectra of a) RC, b) RRC at different roll-offs. 

 

 

 

  The Nyquist pulse generation can be performed optically using a wave-shaper. 

However, because the optical wave-shaper delivers spectral resolution of about 1 GHz or 

higher, spectra with sharp roll-off are hard to achieve, inducing ICI penalties at tight 

channel spacing [31]. With advances in complementary metal-oxide-semiconductor 

(CMOS) and DSP techniques, high speed digital-to-analog converters (DACs) enable a 

flexible high speed transmitter side signal processing. Compared to the optical wave-

shaper, DAC delivers Nyquist pulses with a finer resolution and can generate near 
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rectangular spectra [31-34]. Nonetheless, ISI impairment is still important because of the 

DAC bandwidth limitation, the imperfect gain profile of the driver, and any other filter 

effects from the channel and the receiver. 

 Based on the previous discussion, ISI and ICI are two important impairments in a 

super-channel system. Our primary research topics are to explore different compensation 

techniques that deal with the two effects. 

1.1.1 Inter-symbol Interference Effect 

 The ISI effect results in the loss of orthogonality between the time domain 

Nyquist pulses because of the narrow band filtering effects mainly coming from the 

limitations of the pulse generator, optical modulator, and the coherent receiver. The 

filtering effects of the switch elements of the ROAMs typically only impact the side 

subchannels, since the entire super-channel is routed as a combined group and no 

multiplexing filter is applied to each subchannel. Several ISI compensation methods are 

available. Receiver equalization may compensate the ISI effects by adaptively tracking 

the inverse channel response. However, because the performances of the DSP modules 

before equalization are significantly affected by the residual ISI, and the high frequency 

bands of the noise spectra are significantly enhanced during equalization, the receiver 

equalizer performance is limited. Advanced algorithms based on the maximum likelihood 

sequence detection (MLSE) [35] or maximum a posterior (MAP) have demonstrated 

better ISI compensation ability, but the receiver complexity is increased [36]. The high 

speed DAC together with a modern DSP capability provides a reconfigurable and flexible 

waveform optimization capability that enables the transmitter DSP. The transmitter ISI 

compensation has demonstrated its efficiency to combat ISI without introducing 
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significant complexity [37]. Pre-shaping the signal before transmission requires the 

knowledge of the channel response; nominally the filter shapes of the cascading optical 

and electrical elements. A frequency domain channel estimation method has been 

proposed that first transmits a known training sequence [38]. The ratio between the 

Fourier transform of the transmitted and received baseband signals is an estimate of the 

frequency domain transfer function and is used for pre-shaping. The major challenge is 

that a large number of measurements are required to retrieve an estimate sufficiently free 

of noise [38]. Although full demodulation of the training sequence is not required, exact 

symbol information needs to be known at the receiver. 

1.1.2 Inter-channel Interference Effect 

 The other important penalty is the ICI effect. In Nyquist systems, subcarriers are 

closely spaced to maximize the channel capacity. However, significant performance 

penalties have been observed at tight channel spacing [32], which motivates further 

efforts to compensate ICI. Conventional ICI mitigation methods for Nyquist-WDM 

systems use strong optical or electrical filtering to suppress the crosstalk, yet this also 

requires additional DSP to compensate the associated narrow filtering impairments [36]. 

Another approach is to use prefiltering (predistortion) to emphasize the high frequency 

components of the transmitting signal, so that cascaded filtering effects are compensated 

and the overall received spectrum is closer to the desired rectangular spectrum [20, 25]. 

Nevertheless, the performance improvement is limited at narrow channel spacing. 

1.2 In-band Crosstalk Analysis 

 In ROADM-enabled dense wavelength division multiplexing (DWDM) systems, 

the optical switch can be set either to drop certain wavelengths at one ROADM, 
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forwarding the rest of the wavelengths to the next ROADM, or to add wavelength at 

certain ROADM before sending them off to the next ROADM. Because of the finite 

isolation and imperfect filter shapes of the switching elements, crosstalk arises during the 

add-dropping process and is accumulated at each successive add/drop node [39-42]. 

Thereafter, the in-band crosstalk has diverse spectral contents determined by the specific 

link configurations and is generally dissimilar to the primary transmission signals. As 

crosstalk is one of the most significant impairments in DWDM system, it is desirable to 

incorporate the crosstalk noise into the Gaussian noise (GN) model for performance 

prediction and analysis. 

 The GN model is used to assess fiber nonlinearity in dispersion unmanaged links 

(DUM) [43-45]. It has been found that after short dispersion, the nonlinear noise is 

statically Gaussian distributed and is added up in power with the amplified spontaneous 

emission (ASE) noise to generalize the conventional OSNR for performance predictions 

[44, 46, 47]. The GN model also demonstrates that the received signals under the linear 

impairments of ICI and ISI are also Gaussian-like [46]. The linear noise can be quantified 

by investigating the back-to-back transmission system sensitivity, and then combined 

with the ASE noise and nonlinear noise for performance assessment [46]. Therefore, 

crosstalk noise can also be added into the GN model for performance prediction in a 

similar manner. 

 Previously a spectral weighting method was shown to account for the colored 

noise characteristics of ROADM-induced crosstalk and was used to accurately assess 

penalties for a wide range of crosstalk spectra for linear link configurations in QPSK and 

DPSK systems [40, 41]. With this approach, the crosstalk with the same weighted 
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crosstalk power incurs the same penalty, regardless of the crosstalk shapes. However, the 

weighted crosstalk power cannot be directly used in the GN model for performance 

predictions because it is not quantitatively equivalent to ASE noise. Meanwhile, the 

spectral weighting metric is validated only in the linear transportation regime and as most 

links operate in the nonlinear regime the crosstalk penalties may not simply follow the 

design rules of the linear regime. It is desirable to devise and validate design rules for 

systems with both channel nonlinearity and crosstalk impairments. 

1.3 Objectives 

 The objectives of my research focus on three aspects. Frist, we investigate the 

pre-shaper design to compensate channel ISI impairments for systems with Nyquist 

signaling. Two pre-compensation algorithms based on the receiver adaptive equalizer and 

receiver signal power spectral density (PSD) extraction will be introduced. Meanwhile, 

the DAC enabled transmitter CD compensation is studied. 

 The second objective is to investigate the receiver ICI compensation in the terabit 

super-channel system. A novel super-receiver structure will be proposed, where 

subchannels undergo synchronized sampling, enabling joint signal processing at the 

receiver. Three different ICI mitigation methods will be demonstrated and validated in 

PM-QPSK Nyquist-WDM systems. The performance and complexity of those ICI 

compensators will be investigated. The joint carrier phase recovery is also discussed. 

 The third objective is to use the GN model to investigate the in-band crosstalk 

penalty in ROADM-enabled DWDM system. A crosstalk to ASE noise weighting factor 

is proposed and is combined with the in-band crosstalk weighting metric to treat the 

weighted crosstalk quantitatively as ASE noise for performance prediction. The crosstalk 
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induced nonlinearity will be investigated using the GN model and will be quantitatively 

compared with its corresponding linear crosstalk noise. 

 The outlines of the dissertation are organized as following. Chapter 2 introduces 

the basic structures of an optical communication system, primary the transmitter signal 

generation, the transmission channel impairments, and the coherent receiver design. The 

coherent receiver demodulation techniques are also summarized. Chapter 3 focuses on 

discussing two novel blind channel estimation techniques for transmitter pre-shaping. 

The performances of the two pre-shapers are compared and the noise impacts on channel 

estimation are also investigated. Both simulations and experiments are performed to 

validate the proposed algorithms. A transmitter CD pre-compensation is discussed. 

Chapter 4 introduces receiver ICI compensation in the Nyquist WDM system. A novel 

super-receiver structure is proposed to enable a joint ICI cancellation using the 

information from adjacent subchannels. The pre-required techniques that enable a 

successful ICI compensation are introduced, and different ICI compensation methods are 

discussed. A joint carrier recovery is also presented for systems deploying carrier phase 

locked lasers. Chapter 5 gives an overview of the transmission impairments induced by 

the add-drop nodes in WDM networks. GN model is used to analyze and predict the in-

band crosstalk induced linear and nonlinear penalties. Chapter 6 provides a summary of 

the main results of this work and discusses potential research topics.  
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CHAPTER 2 

FIBER OPTICAL COMMUNICATION SYSTEM DESIGN 

 

The primary construction of an optical fiber communication system resembles other 

communication systems. It composes of a modulator which modulates the electrical 

waveforms onto the optical carrier (lasers); the transmission channel that conveys the 

optical signal; a receiver that extracts information from the optical signals and 

compensates the transmission penalties. In this chapter, we give an overview of the 

optical system design and the major channel impairments in a single mode fiber system. 

2.1 Optical Signal Generations  

The simplest optical signal is the intensity modulated OOK, which may take two 

modulation formats: NRZ and return-to-zero (RZ). NRZ modulation has been widely 

used in many transmission systems because of its ease of generation and its low 

occupation bandwidth [48]. On the other hand, RZ modulation is used because it is less 

susceptible to ISI and is more tolerated to fiber nonlinearity [48, 49]. However, as 

conventional electrical source usually delivers NRZ pulses, the creation of RZ format 

requires an additional pulse carving stage with the pulse duty cycles controlled by the 

frequency of the sinusoidal driving wave and the bias voltage [48, 50-52]. Extensive 

studies of RZ formats have been carried out in direct detection 10 Gbit/s and 40 Gbit/s 

transmission links [53, 54] and the same RZ carving techniques are applicable to coherent 

detection systems [41, 55]. 

Additional electrical sources, electrical delay, and extra modulation stages are 

needed to generate higher order modulation formats using the conventional non-
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programmable transmitter [56-58]. The high speed DAC offers a flexible way to deliver 

signals with various modulation formats and pulse shapes [34, 37, 59-61] by digitally 

creating arbitrary waveforms offline. The baseband digital signal generation usually 

follows subsequent orders; symbol mapping for given transmission bits, pulse shaping, 

resampling to deliver the desired baud rates, and finally quantization. The resampling and 

quantization is performed according to the DAC intrinsic characteristics. For example, to 

deliver 32 Gbaud waveforms of DACs with a fixed operation rate of 64 samples/s, the 

oversampling rate is two; For a DAC with effective number of bits (ENOB) of eight, the 

digital signals are quantized to fall in between -128 and 127. The current generation of 

DACs usually has a tight electrical bandwidth which is one of the primary ISI sources. 

 RF amplifiers are paired with the RF sources to boost the power levels of the 

electrical signals before forwarding them to the modulator. Two main characteristics of 

the RF amplifiers are the frequency response and the nonlinearity. The amplifier 

nonlinearity can be modeled by a second order and third order harmonic process [62]. 

Numerical simulations reveal that even small nonlinear coefficients may cause noticeable 

OSNR penalties and constellation distortions in systems with high order modulation 

formats [62]. After amplification, the RF signals are used to drive the modulator. 

The configuration of a commonly used IQ modulator includes two-parallel 

Lithium Niobate (LiNiO3) Mach-Zehnder modulators (MZM) nested in MZ 

interferometer (MZI) with a single MZM transfer function represented by [63, 64] 

𝐸𝑜𝑢𝑡 = 𝐸𝑖𝑛 cos (𝜋𝑉𝑖𝑛𝑉𝜋 )                                        (2. 1) 
where 𝑉𝑖𝑛 is the driving voltage and 𝐸𝑖𝑛 (𝐸𝑜𝑢𝑡) is the input (output) field of the optical 

signals. 𝑉𝜋 is the half-wave voltage of the modulator. The two sub-MZMs (MZMa and 
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MZMb) are used to create the in-phase and quadrature optical signals and the third 

component (MZIc) is used to introduce a 90 degree phase shift between the in-phase and 

quadrature components [65], as illustrated in Figure 2.1. 

π/2Vin Vout

MZMa

MZMb

MZIc

Q data: VQ(t)+DCb

I data: VI(t)+DCa

DCc

VπE
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Figure 2.1. IQ MZM structure with the transfer function. 

 

 

 

The driving signals of the two MZMs include a modulation voltage (RF voltage) 

and a DC voltage (bias voltage). The RF voltage controls the output signals modulation 

and the bias voltage selects the operation point of the modulator and tracks possible 

modulator drifts caused by thermal changes, static electrical charge accumulation, and 

imbalance of the MZMs. The optimal bias voltage may be manually located according to 

the transmission signal quality or may be automatically tracked by a bias control device 

[66]. Because the transfer function of MZMs is nonlinear; the swing of the RF driving 

signal becomes important for higher order constellations. For QPSK signals, the 

modulator is biased at null and is driven at 2𝑉𝜋 to maximize the extinction ratio of the 

output eye diagram. For high order modulation formats, unless the modulator 
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nonlinearity is pre-compensated [60], it is preferred to drive the signal in the linear 

regime, around 1.5𝑉𝜋. 

After modulation, the optical signals are amplified before transmission to ensure a 

sufficiently high OSNR upon receiving. Two commonly used optical amplifiers are the 

erbium doped fiber amplifiers (EDFAs) and the Raman amplifiers. Typical EDFA uses 

pump lasers at a wavelength of 980 nm or 1480 nm to produce gains in the C-band and a 

gain equalizer is used to flat the gain spectrum at different wavelengths [67]. EDFA may 

also be designed to enable transmission in the L-band [67, 68]. However, the EDFA 

configuration in this regime requires high pump powers and the noise figure is larger [2]. 

The Raman amplifier provides gains at a wavelength centered about 100 nm higher than 

the pump wavelength [2]. It is able to deliver gains at different wavelengths and thus 

makes it feasible to extend current optical transmission bands. Nowadays, the most 

popular use of the Raman amplifier is to complete EDFAs by providing additional gain in 

a distributed manner in ultra-long haul systems [2]. 

2.2 Transmission Channel Impairments 

The transmission capacities in optical communication systems are constrained by a 

number of factors that come from various system components. For example, the finite 

transmission bandwidths caused by the transmitter DAC, the driver, the modulator, and 

the receiver; nonlinearity from the modulator and the driver; limitations of the receiver 

sampling speed and etc. Meanwhile, the transmission channel has several linear and 

nonlinear impairments that degrade the system performance. 

Loss in silica fiber is an important mechanism that limits the transmission 

distance between amplifiers or repeaters. The intrinsic loss arises from the fundamental 
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material properties of the silica fiber, such as ultraviolet absorption, infrared absorption, 

and Rayleigh scattering [69]. The intrinsic loss is wavelength dependent and it is about 

0.2 dB/km in the vicinity of the C-band. The extrinsic loss may be caused by the metallic 

and rare earth impurities, the OH, the bending loss, and fiber splicing [69]. The input and 

output optical power level difference after transmitting through a fiber of loss 𝛼  and 

distance 𝐿 is specified by  

𝑃𝑜𝑢𝑡 = 𝑃𝑖𝑛10−𝛼𝐿10                                                (2. 2) 
Chromatic dispersion causes pulses spreading and complicates the receiver 

detection. Dispersion arises because the propagation constant 𝛽 varies nonlinearly with 

the frequency. For a given carrier frequency 𝜔0 , 𝛽  can be approximated by a Taylor 

series expansion truncated at the third order. 

𝛽(𝜔) ≈ 𝛽|𝜔0 + (𝜔 − 𝜔0) 𝑑𝛽𝑑𝜔|𝜔0 + 12 (𝜔 − 𝜔0)2 𝑑2𝛽𝑑2𝜔|𝜔0 + 16 (𝜔 − 𝜔0)3 𝑑3𝛽𝑑3𝜔|𝜔0 = 𝛽0 + (𝜔 − 𝜔0)𝛽1 + 12 (𝜔 − 𝜔0)2𝛽2 + 16 (𝜔 − 𝜔0)3𝛽3                          (2. 3) 𝛽2 describes the quadrature dispersion of the fiber and is an important parameter that 

determines the extent of pulse spreading [69]. The cubic dispersion 𝛽3  is important in 

cases when there is a frequency exists such that the quadrature dispersion becomes zero; 

or pulses have a bandwidth that occupies a large portion of the 𝛽 − 𝜔 curve [69]. 

The dispersion in fiber is usually standardized by the dispersion parameter 𝐷 

which relates the quadrature dispersion 𝛽2 as follows 

𝛽2 = − 𝜆022𝜋𝑐 𝐷(𝜆0)                                                     (2. 4) 
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𝜆0 is the center wavelength. When considered the third order dispersion, 𝐷 relates to 𝛽3 

as 

𝛽3 = 𝜆032𝜋2𝑐2 [𝐷(𝜆0) + 𝜆02 𝑑𝐷𝑑𝜆|𝜆0]                                      (2. 5) 
The first derivative of 𝐷 is known as the dispersion slope [69]. 

Chromatic dispersion can be compensated by the dispersion compensation fiber 

(DCF) with negative dispersion. Denote the transmission and compensation fiber 

dispersion parameter as 𝐷1  and 𝐷2  and length 𝐿1  and 𝐿2 , the relation for dispersion 

compensation is 𝐷1𝐿1 +𝐷2𝐿2 = 0                                                (2. 6)  
For large bandwidth pulse transmission, for example, the WDM channel, it is also 

necessary to compensate the dispersion slope 

𝐿1 𝑑𝐷1𝑑𝜆 |𝜆0 + 𝐿2 𝑑𝐷2𝑑𝜆 |𝜆0 = 0                                  (2. 7) 
The use of DCF is discouraged because of the extra loss and high nonlinearity in DCF. 

Other dispersion compensation methods are also available, including the chirped fiber 

Bragg gratings [70, 71], and the Gires-Tournois interferometers [69]. Dispersion shall be 

compensated digitally at the receiver, which will be elaborated in the next section. 

Polarization dependent loss (PDL) and PMD are the two major polarizations 

associated linear impairments. PDL arises from the polarization dependent nature of the 

optical components such as optical amplifiers, attenuators, and filters [49]. It causes 

inequality between the two polarization tributes and degrades the OSNR. For a fixed PDL 

value, the system penalty varies dramatically because the orientation of the arrived 

polarization is arbitrary with respect to the principle axis of the PDL elements [72, 73] 
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and because of the interaction between PDL and fiber nonlinearity [74]. PMD describes 

the pulse broadening and distortion caused by the fiber birefringence properties and is the 

most important polarization dependent penalty in high data rate long haul transmission 

systems. PMD is characterized by the differential group delay (DGD) between the two 

principle states of polarization with certain fiber transmission and follows a Maxwell 

distribution. The PMD induced penalty is more significant for high baud rate signals 

because the pulse broadening is affecting more symbols, and thus PMD needs to be 

compensated at the receiver. 

 Self-phase modulation (SPM), cross-phase modulation (XPM), and four-wave 

mixing (FWM) are the primary nonlinear effects in optical fibers. The fundamental 

understanding of those nonlinear effects necessitates the investigation of the wave 

propagation in a nonlinear transmission medium. For a sourceless and nonmagnetic 

medium, the wave equation for the real instantaneous electric field in time domain is [69] 

∇2𝓔(𝐫, t) − 𝜇0𝜖0 𝜕2𝓔(𝐫, t)𝜕𝑡2 = 𝜇0 𝜕2𝓟(𝐫, t)𝜕𝑡2                     (2. 8) 
Where 𝜖0  is the free space permittivity. 𝓟(𝐫, t) is the macroscopic polarization vector 

with the power series expanded as 𝓟(𝐫, t) = 𝜖0𝜒𝑒𝓔(𝐫, t) = 𝜖0[𝜒(1)𝓔 + 𝜒(2)𝓔𝓔 + 𝜒(3)𝓔𝓔𝓔 +⋯ ] = 𝓟𝐿(𝐫, t) + 𝓟𝑁𝐿(𝐫, t)                                             (2. 9) 
where 𝜒(1) determines the linear part of 𝓟(𝐫, t) and the fourth-rank tensors 𝜒(3) describes 

the third-order nonlinear process in optical fibers. 𝓔 is the sum of all incident fields and 

those generated by the nonlinear polarization. The nonlinearity analysis in optical fibers 

can be carried out by incorporating the nonlinear polarization 𝓟𝑁𝐿(𝐫, t) into the wave 

equation. Assume propagating in the 𝑧 direction, Eq. 2.8 becomes 
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𝜕2𝓔(z, t)𝜕𝑧2 − 𝜇0𝑛2𝜖0 𝜕2𝓔(z, t)𝜕𝑡2 = 𝜇0 𝜕2𝓟𝑁𝐿(z, t)𝜕𝑡2             (2. 10) 
Assume a signal propagates through the fiber along the X-principle axis with the 

electrical field represented as 

𝓔𝑖𝑛 = 12𝐸𝑥𝑒−𝑖𝑘𝑧𝑒𝑖𝜔𝑡�̂� + 𝑐. 𝑐.                             (2. 11) 
where 𝑘 is the phase constant and 𝜔 is the transmission frequency. At the output of the 

nonlinear medium, a third harmonic term is generated and the total electrical filed 𝓔 

becomes 

𝓔 = 12 (𝐸𝑥𝑒−𝑖𝑘𝑧𝑒𝑖𝜔𝑡 + 𝐸�̃�𝑒−𝑖𝑘′𝑧𝑒𝑖3𝜔𝑡)�̂� + 𝑐. 𝑐.             (2. 12) 
The nonlinear polarization is computed by 𝓟𝑁𝐿(𝑧, 𝑡) = 𝜖0𝜒(3)𝓔3(𝑧, 𝑡) . For SPM, we 

only interest in the nonlinearity that is caused by the interaction between input field and 

itself at frequency 𝜔, therefore the corresponding nonlinear polarization amplitude is 

𝑃𝑁𝐿,𝑥𝜔 = 34 𝜖0𝜒𝑥𝑥𝑥𝑥(𝜔;𝜔,−𝜔,𝜔)|𝐸𝑥|2𝐸𝑥𝑒−𝑖𝑘𝑧            (2. 13) 
Substitute Eq. 2.11 and 2.13 into the wave equation Eq. 2.10, the refractive index 𝑛 

which relates to the phase constant 𝑘 (𝑘 = 𝑛𝜔/𝑐) is approximated by [69] 𝑛 ≈ 𝑛0 + 𝑛2′ |𝐸𝑥|2                                        (2. 14) 
where 𝑛2′  is the nonlinear refractive index defined as  

𝑛2′ = 3𝜒𝑥𝑥𝑥𝑥8𝑛0                                            (2. 15) 
Thus, the electrical field contains an additional time-varying phase term that introduces a 

new frequency component to the original pulse after propagating through the nonlinear 

medium [69]. The analysis of XPM resembles the SPM examination except that the input 

pulses have different frequencies or polarizations. The refractive index in the presence of 
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XPM for waves propagating along the X-polarization at different frequencies is described 

as follows 𝑛 = 𝑛0 + 2𝑛2′ |𝐸2𝑥|2                                 (2. 16) 
The nonlinear refractive index due to XPM is doubled compared to Eq. 2.14. FWM 

describes the generation of a fourth frequency tone with the interaction of three fields. 

The analysis of the FWM can be carried out in a similar manner using the wave equation. 

SPM may be compensated digitally using back-propagation [75] or Volterra series 

analysis [6], while the XPM digital compensation requires additional information from 

adjacent channels [76]. 

2.3 Coherent Receiver Structures 

A simple intensity modulated direct detection system measures the incoming signal 

intensity using square law direct detection. This type of detection is cost effective and the 

receiver sensitivity is independent of the carrier phase and the state of polarization. 

However, as the phase information is not retained, all the channel impairments like CD 

and PMD have to be compensated before the receiver, limiting the deployment of a 

variety of spectral efficiency modulation formats. In contrast, coherent detection has a 

more complicated receiver structure which keeps the amplitude and phase of the optical 

electric field and the state of the polarization. This information can be used to realize 

electrical post processing for channel estimation and impairment compensation, which 

has massive potential to innovate the optical communication society. 

Coherent detection is usually implemented in a dual polarized system. An example 

of the coherent detection scheme corresponding to one of the polarization is demonstrated 

in Figure 2.2. At first, the incoming optical signals of 𝐸𝑠 and LO laser pass through a 
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polarization beam splitter (PBS) to isolate the signals along the two principle axis. Then 

the resulting optical signal field (𝐸𝑠𝑥) is mixed with the LO laser (𝐸𝐿𝑂𝑥) using a 3 dB 

coupler which has a power transmission of 𝜀. The electric fields at the coupler outputs are 

represented in Eq. 2.17-2.20. 𝐸𝑥1(𝑡) = √1 −  𝜀[𝐸𝑠𝑥(𝑡) + 𝑁] + √ 𝜀 𝐸𝐿𝑂𝑥                  (2. 17) 𝐸𝑥2(𝑡) = −√𝜀[𝐸𝑠𝑥(𝑡) + 𝑁] + √ 1 −  𝜀𝐸𝐿𝑂𝑥                (2. 18) 𝐸𝑥3(𝑡) = √1 −  𝜀[𝐸𝑠𝑥(𝑡) + 𝑁] + 𝑖√ 𝜀 𝐸𝐿𝑂𝑥                 (2. 19) 𝐸𝑥4(𝑡) = −√𝜀[𝐸𝑠𝑥(𝑡) + 𝑁] + 𝑖√ 1 −  𝜀 𝐸𝐿𝑂𝑥              (2. 20) 
After the photodetectors, the output electrical signals follow the rule of 𝑆𝑘(𝑡) =𝑅𝑘|𝐸𝑘(𝑡)|2, where 𝑅𝑘 is the responsivity of each photodetector. 

𝑆𝑥1 = 𝑅1 [(1 − 𝜀)(|𝐸𝑠𝑥|2 + |𝑁|2 + 2Re{𝐸𝑠𝑥𝑁∗}) + 𝜀|𝐸𝐿𝑂𝑥|2 + 2√𝜀(1 − 𝜀)Re{𝐸𝑠𝑥𝐸𝐿𝑂𝑥∗ + 𝑁𝐸𝐿𝑂𝑥∗ }] (2. 21) 
𝑆𝑥2 = 𝑅2 [𝜀(|𝐸𝑠𝑥|2 + |𝑁|2 + 2Re{𝐸𝑠𝑥𝑁∗}) + (1 − 𝜀)|𝐸𝐿𝑂𝑥|2 − 2√𝜀(1 − 𝜀)Re{𝐸𝑠𝑥𝐸𝐿𝑂𝑥∗ + 𝑁𝐸𝐿𝑂𝑥∗ }] (2. 22) 
𝑆𝑥3 = 𝑅3 [(1 − 𝜀)(|𝐸𝑠𝑥|2 + |𝑁|2 + 2Re{𝐸𝑠𝑥𝑁∗}) + 𝜀|𝐸𝐿𝑂𝑥|2 + 2√𝜀(1 − 𝜀)Im{𝐸𝑠𝑥𝐸𝐿𝑂𝑥∗ + 𝑁𝐸𝐿𝑂𝑥∗ }] (2. 23) 
𝑆𝑥4 = 𝑅4 [𝜀(|𝐸𝑠𝑥|2 + |𝑁|2 + 2Re{𝐸𝑠𝑥𝑁∗}) + (1 − 𝜀)|𝐸𝐿𝑂𝑥|2 − 2√𝜀(1 − 𝜀)Im{𝐸𝑠𝑥𝐸𝐿𝑂𝑥∗ + 𝑁𝐸𝐿𝑂𝑥∗ }] (2. 24) 
For an ideal balanced receiver, where 𝜀 = 0.5 and 𝑅𝑘 = 𝑅, the outputs of the coherent 

receiver become 𝑆𝐼𝑥(𝑡) = 𝑆𝑥1 − 𝑆𝑥2 = 2𝑅Re{𝐸𝑠𝑥𝐸𝐿𝑂𝑥∗ + 𝑁𝐸𝐿𝑂𝑥∗ }                (2. 25) 𝑆𝑄𝑥(𝑡) = 𝑆𝑥3 − 𝑆𝑥4 = 2𝑅Im{𝐸𝑠𝑥𝐸𝐿𝑂𝑥∗ + 𝑁𝐸𝐿𝑂𝑥∗ }               (2. 26) 
Both the in-phase and quadrature components are retained, making the receiver digital 

signal processing possible. These electrical signals are sampled using a real-time 

sampling scope and then forwarded for offline signal processing. 
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Figure 2.2. Coherent receiver structure for one polarization. 

 

 

 

The first stage of the coherent demodulation is the dispersion compensation. The 

CD is a linear transmission channel impairment that causes a parabolic phase change of 

the transmission signal with the frequency domain transfer function modeled as [77] 

𝐻𝐶𝐷(𝑓) = 𝑒𝑥 𝑝 (−𝑖 𝜋𝑐𝐷𝐿(𝑓𝑐 − 𝑓)2 𝑓2)                                  (2. 27) 
where 𝐿 is the fiber length and 𝐷 is the fiber dispersion coefficient defined in Eq. 2.5. For 

an unknown transmission system, the total accumulated dispersion 𝐷𝐿 can be estimated 

blindly via various approaches [78, 79]. 𝑓𝑐 is the carrier frequency and 𝑓 is the frequency 

of the electrical signal (−𝐹𝑠/2 ≤ 𝑓 ≤ 𝐹𝑠/2 , 𝐹𝑠 is the ADC sampling rate). Since 𝑓𝑐 ≫ 𝑓, (𝑓𝑐 − 𝑓)2 can be approximated by 𝑓𝑐2. In a dispersion unmanaged link, the digital CD 

compensation module removes the accumulated dispersion by applying the same transfer 

function with negative sign to the baseband signal. The minimum tap length of 𝐻(𝑓) is 

estimated by 𝑐𝐿𝐷𝑓𝑚𝑎𝑥𝐹𝑠 𝑓𝑐2⁄ , where  𝑓𝑚𝑎𝑥 is the frequency of the spectrum edge of the 

transmitted signal [77]. The most straightforward way to implement this linear filter is to 

convolve it with the baseband signals. However, the computation complexity is 

proportional to the square of the filter tap length. The other approach is to implement this 
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filter in the frequency domain using the overlap-save method [77, 80] which significantly 

reduces the implementation complexity. 

After CD removal, either polarization de-multiplexing or timing recovery is 

performed. It is found that the system performance can be slightly improved if the 

polarization de-multiplexing is performed synchronously. Symbol timing recovery 

removes the sampling jitter of transmitter and receiver clock sources by extracting the 

periodic clock tone from the received signal spectrum and conveys samples 

corresponding to the maximal eye opening. Timing recovery is realized via the 

feedforward digital filter and square method [81]. 

Denote the 𝑟(𝑛) as the discretely sampled received baseband signal, the squared 

output of 𝑟𝑘 contains a spectral component at the clock frequency 1/𝑇, Figure 2.3. This 

clock tone is obtained by computing the complex Fourier coefficients of 𝑥(𝑛) and the 

normalized phase of the coefficient is an unbiased estimation of the time error for the 𝑚𝑡ℎ 

data block [81]. 

�̂�𝑚 = − 12𝜋 arg { ∑ |𝑟(𝑛)|2 exp (− 𝑖2𝜋𝑛𝑀 )(𝑚+1)𝐿𝑀−1
𝑛=𝑚𝐿𝑀 }                    (2. 28) 

Square timing recovery is a block process with the block size denoted as 𝑀 . 𝑀  is 

properly chosen such that it is sufficient long to average out the channel noise and is able 

to track the timing variation. �̂�𝑚  delivers a time error that is normalized to the 

oversampling rate and has a value between [−1 2⁄ , 1 2⁄ ]. During compensation, �̂�𝑚 has 

to be converted to the sampling index. Meanwhile, the timing error is continuous, 

therefore the estimated �̂�𝑚  has to be unwrapped before being used for sampling error 

correction [82]. 
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Figure 2.3. Block diagrams of the discrete filter and square timing recovery. 

 

 

 

In a dual polarized system, the signals arriving at the coherent receiver are 

separated into two linear polarized components with a PBS. Because the signals have an 

arbitrary state of polarization, the detected signals contain mixed information from both 

polarizations. The transmission channel can be modeled by the Jones matrix 𝛢, with the 

input and output electrical filed relation described by [83, 84] 𝐸𝑜𝑢𝑡 = 𝐴𝐸𝑖𝑛 

[𝐸𝑥𝐸𝑦] = [ √𝜀𝑒𝑖𝛿 −√1 − 𝜀√1 − 𝜀 √𝜀𝑒−𝑖𝛿 ] [𝐸𝑥,𝑖𝑛𝐸𝑦,𝑖𝑛]                              (2. 29) 
where 𝐸𝑥/𝑦,𝑖𝑛 (𝐸𝑥/𝑦) are the channel input (output) electrical fields corresponding to the 

X and Y polarization respectively. 𝜀 and 𝛿 denote the power splitting ratio and the phase 

difference between the two polarization. For QPSK modulation, the envelope of each 

input component 𝐸𝑥/𝑦,𝑖𝑛  is normalized to one. The goal of the polarization de-

multiplexing is to identify the inverse of the Jones matrix such that 𝐴−1𝐸𝑜𝑢𝑡 
approximates 𝐸𝑖𝑛. Thus, polarization de-multiplexing may be performed through a 2×2 

multiple-input multiple-output (MIMO) expressed as  
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[𝐸𝑋𝐸𝑌] = [𝐻𝑥𝑥 𝐻𝑥𝑦𝐻𝑦𝑥 𝐻𝑦𝑦] [𝐸𝑥𝐸𝑦]                                            (2. 30) 
The elements in the matrix are complex valued coefficients. To ensure proper 

convergence, the following coefficients constrains must apply 𝐻𝑥𝑥 = 𝐻∗𝑦𝑦  and 𝐻𝑥𝑦 =𝐻∗𝑦𝑥 . The blind identification of the matrix is based on the commonly used constant 

modulus algorithm (CMA), which targets at bringing the electrical fields to have constant 

amplitudes [85]. Specifically, the coefficients are updated by 𝐻𝑥𝑥(𝑛) = 𝐻𝑥𝑥(𝑛) + 𝜇(1 − |𝐸𝑋(𝑛)|2)𝐸𝑋(𝑛)𝐸∗𝑋(𝑛)            (2. 31) 𝐻𝑥𝑦(𝑛) = 𝐻𝑥𝑦(𝑛) + 𝜇(1 − |𝐸𝑋(𝑛)|2)𝐸𝑋(𝑛)𝐸∗𝑌(𝑛)            (2. 32) 
Table 2.1. Examples of CMA algorithms for 64QAM polarization de-multiplexing. 

Algorithms  Error Functions Remarks 

Constant modulus 

algorithm  
𝑦(𝑛)(𝑅𝑖2 − |𝑦(𝑛)|2) Use for pre-convergence 

(first or second ring) 

Cascade two-modulus 

algorithm 

𝑦(𝑛) (|||𝑦(𝑛)| − 𝑟1| − 𝑟2| − 𝑟3) 𝑟1 = 𝑅𝑖1+𝑅𝑖22 , 𝑟2 = 𝑅𝑖3−𝑅𝑖12 , 𝑟3 =𝑅𝑖3−𝑅𝑖22  

Unstable at low OSNR 

Multi-modulus on real 

and imaginary part 
4 𝑦𝑟𝑒(𝑛)(|𝑦𝑟𝑒(𝑛)|2 − 𝑅𝑖2) +𝑖4𝑦𝑖𝑚(𝑛)(|𝑦𝑖𝑚(𝑛)|2 − 𝑅𝑖2) Los tolerance to 

frequency offset 

Weighted multi-

modulus algorithm 𝑦(𝑛)(|𝑦(𝑛)|𝜆𝑅𝑖2 − 𝑦(𝑛)2) 𝜆 needs to be optimized 
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CMA algorithm uses one constant ring value for computing the error function of 

QPSK signal and the error function needs to be modified for polarization de-multiplexing 

of high order modulation formats. Table 2.1 summarizes examples of different CMA 

algorithms for the 64QAM polarization demultiplexing [86-88]. 𝑅𝑖 is the ring value and 𝑦(𝑛) is the equalizer output. 

In practical transmission system, the LO laser is generally not strictly phase 

locked to the transmitter laser and is slowly drifting over time. The coherent receiver 

observes the phase penalty of the received signal in two aspects: the frequency offset and 

the carrier phase noise. Denote the transmitter and LO lasers as 𝑒𝑖(𝜔𝑠𝑡+𝜙𝑠)  and 𝑒𝑖(𝜔𝐿𝑂𝑡+𝜙𝐿𝑂), where 𝜔𝑠  (𝜔𝐿𝑂) is the carrier angular frequency of the transmitter (LO) 

laser. 𝜙𝑠  (𝜙𝐿𝑂) is the phase of the transmitter (LO) laser. Frequency offset Δ𝜔 is the 

carrier frequency difference between the transmitter and LO lasers. Δ𝜔 = 𝜔𝑠 − 𝜔𝐿𝑂                                                   (2. 33) 
The frequency offset is treated as a constant over a fairly long time period because it 

varies slowly in a real transmission system. Δ𝜔  can be compensated by applying a 

constant rotation factor to the frequency. Carrier phase noise is the phase noise difference 

between the transmitter and LO lasers. At certain discrete time instant 𝑛, the phase noise 

can be represented by  𝜙(𝑛) = 𝜙𝑠(𝑛) − 𝜙𝐿𝑂(𝑛)                                         (2. 34) 
When the signal and LO lasers have Lorentzian line-shape, the phase noise can be 

modeled by a Wiener process as follows 𝜙(𝑛) = 𝜙(𝑛 − 1) + 𝜓(𝑛)                                       (2. 35)  
where 𝜓(𝑛) is a Gaussian noise sequence with variance 𝜎𝜓2  
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𝜎𝜓2 = 2𝜋𝑇Δ𝜐                                                     (2. 36)  Δ𝜐 is the sum of the full width half maximum linewidths of the signal and LO lasers [89] 

and 𝑇  is the symbol rate. The phase noise can be estimated by removing the data 

modulation and then track the phase change. 
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Figure 2.4. Block diagram of Viterbi-Viterbi carrier phase recovery. 

 

 

 

 We first introduce the phase recovery based on the Viterbi-Viterbi algorithm and 

take QPSK signals as an example. Consider a sequence of QPSK symbols in a polar 

representation with phase noise 𝜙(𝑛)  𝑟(𝑛) = 𝑒−𝑖Θ(𝑛)+𝜙(𝑛) + 𝑁(𝑛), 𝑛 = 0,1… ,𝑀 − 1, Θ(𝑛) ∈ {𝜋4 , 3𝜋4 , 5𝜋4 , 7𝜋4 }   (2. 37) 

where 𝑁(𝑛) is complex Gaussian noise. The phase noise is assumed to be constant over 𝑀 symbols. The Viterbi-Viterbi phase estimator computes the phase by raising 𝑟(𝑛) to 

the power of four to remove data modulation and then sum them over 𝑀 symbols to 

remove the channel noise. The phase of the resulting signal is considered as the estimated 

phase noise �̂�(𝑛). 
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�̂�(𝑛) ≈ 14 arg [∑ 𝑟4(𝑛)𝑀−1
𝑛=0 ]                                (2. 38) 

�̂�(𝑛) lies in between −𝜋 4⁄  and 𝜋 4⁄  and has to be unwrapped before compensating [89, 

90]. The phase unwrapping process is described as [65] 

�̂�(𝑛) = �̂�(𝑛) + 2𝜋4 𝑓 (�̂�(𝑛) − �̂�(𝑛 − 1))        (2. 39) 
where 𝑓(𝑥) is defined as  

𝑓(𝑥) = {1, 𝑥 < −𝜋/40, |𝑥| ≤ 𝜋/4−1, 𝑥 > 𝜋/4                                     (2. 40)  
The carrier phase recovery algorithm for higher order modulation format is 

performed using the decision directed approach which is derived from the “stop-and-go” 

algorithm [47, 64, 91]. The phase error is estimated by �̂�(𝑛 + 1) = �̂�(𝑛) − 𝜇Im{𝑦(𝑛)𝑒∗(𝑛)}               (2. 41) 
where 𝑒(𝑛) is the error function defined as  𝑒(𝑛) = 𝑟(𝑛)𝑒−𝑖𝜙(𝑛) − 𝑦(𝑛)                           (2. 42) 
 𝑦(𝑛) is the slicer output of 𝑟(𝑛)𝑒−𝑖�̂�(𝑛) and 𝜇 is the step size. 

The last stage of the coherent demodulation is the linear equalization, which 

compensates the residual ISI and CD in the link and produces the optimum estimation of 

the transmission sequences. It assumes that the channel is stationary (time invariant) over 

a long period of time. Although different linear equalization structures and coefficients 

update algorithms are available, the most straightforward one is the decision directed 

LMS (DD-LMS) algorithm based on steepest descent principle [80]. The equalizer is 

implemented in a blind fashion, where the Euclidean distance between the filter output 

and the reference constellation point is used to update the tap weights. Equalization is 
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performed on X/Y-polarization separately. The linear equalizer in this work operates at 

one sample/symbol and can be extended to multiple samples/symbol operation. 

2.4 Introduction of Simulation Tools 

Extensive simulations are performed in this work using the Optism Rsoft. This 

simulation tool performs design of the optical system in a propagation level, where 

different optical components and the optical fiber linear and nonlinear characteristics are 

modeled. Table 2.2 exemplifies the key simulation components in a 32 Gbaud PM-QPSK 

system for standard single model fiber (SSMF) propagation. 

Table 2.2. Important simulation parameters in Optism Rsoft. 

Components Parameters 

Laser Laser linewidth: 0.1 MHz 

Modulator 
Insertion loss:3 dB, Extinction ratio: 13 dB, 𝑉𝜋: 2.5 V, Bandwidth: 25 

GHz 

Optical Filter 3.5
th

 order Super Gaussian fiber, Filter bandwidth:50 GHz 

Optical Fiber Loss: 0.2 𝑑𝐵/𝑘𝑚, Dispersion: 17 𝑝𝑠/𝑛𝑚/𝑘𝑚, PMD: 0.05 𝑝𝑠/√𝑘𝑚, 

Nonlinear coefficient: 1.16 /𝑤/𝑘𝑚 

Optical Amplifier Noise figure: 6 dB 

Electrical Filter 10
th

 order Bessel Filter, Filter bandwidth: 22 GHz 

Photodetector Responsivity: 0.87 A/W, Dark current: 0.1 nA, Bandwidth: 30 GHz, 
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CHAPTER 3 

DAC ENABLED TRANSMITTER PRE-SHAPING 

 

In optical communication links, the Nyquist WDM system attempts to address the 

demand of increasing channel capacity by allocating each subchannel equal to or close to 

the baud rate [20]. Because of the lack of synchronized information from different sub-

channels for ICI compensation, the transmitter narrow band optical filtering or pre-

shaping is compulsory before multiplexing for suppressing the crosstalk as much as 

possible, leaving the residual ISI to be compensated at the receiver. Nonetheless, the 

filtering effects of the transmitter, the transmission channel, and the receiver are likely to 

cause additional ISI effects, especially when the transmitted signal baud rate is boosted to 

increase the spectral efficiency. 

 In the following sections, we will introduce two blind channel estimation 

approaches with their performance compared. The noise impairments on the inverse 

channel estimation are also investigated. Both simulations and experiments are used to 

validate the proposed algorithms’ capabilities in ISI compensation. Other than pre-

shaping, we also investigate the CD pre-compensation using the DAC to investigate the 

dispersion map effects on system performance when the LO laser linewidth is large. 

3.1 Least Mean Square Directed Transmitter Pre-shaping 

 The pre-shaping method based on the DD-LMS is discussed at first. The 

transmitter pre-shaping principle is to perform digital filtering of the baseband signals 

using the transversal filter transfer function determined at the receiver. Denote the 

transmission siganl as 𝑠𝑘 and the received signals as 𝑟(𝑡). 
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𝑟(𝑡) = 𝐸𝑠 ∑ 𝑠𝑘∞
𝑘=−∞ 𝑔(𝑡 − 𝑘𝑇)𝑒𝑖𝜙(𝑡) ∗ ℎ(𝑡) + 𝑁(𝑡)                             (3. 1) 

where ℎ(𝑡) denotes the channel reponse, 𝑁(𝑡) is the channel noise, 𝑔(𝑡) is transmission 

pulse shaping,  𝐸𝑠  is signal intensity,  𝜙(𝑡) is the phase, and 𝑇  is the symbol duration. 

Since the channel estimation is performed after carrier phase recovery, the phase noise is 

not presneted in the channel estimation. From the above equation, it is found that if the 

sampled information of 𝑠𝑘𝑔(𝑡) and the received information 𝑟(𝑡) are known, the channel 

reponse ℎ can be obtained adaptively use the trasverse filter at moderate channel noise. 𝑠𝑘𝑔(𝑡) is the input to the adaptive equalizer and 𝑟(𝑡) is the desired output. 

 The pre-shaping contains two stages: the training stage and the compensation 

stage. First, training sequences are sent to obtain the pre-shaping transfer function. At the 

receiver, after coherent detection the baseband training signals undergo conventional 

DSP procedures, Figure 3.1. Then, the pre-processed signals are forwarded to the linear 

equalization at the last stage for channel estimation. Because the equalization is preferred 

in a blind fashion, we use the decision device output rather than the exact transmission 

sequences to estimate the channel. Therefore, the equalizer is updated every 𝑇 instant and 

the DD-LMS aims at achieving a flat spectrum within the Nyquist band. The major 

advantage of the DD-LMS approach is that no transmission data information is required 

at the receiver. As long as the modulation format is known, the channel can be estimated 

blindly. However, because the equalization is performed on the last stage, the channel 

response estimation is likely to be affected when the channel OSNR is low. A lower order 

modulation format is used for channel estimation because its tolerance to ASE noise. 

Meanwhile, a single polarization signal is preferred. It is because we want to pre-
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compensate all the ISI effects to benefit from the high SNR at the transmitter. When dual-

polarized signals are transmitted, the equalizer in the polarization demultiplexing stage 

already partially compensates the channel ISI effects and DD-LMS cannot capture all the 

channel filtering effects, limiting the pre-shaping performance. In the compensation 

mode, the estimated channel response is applied to the baseband signal and the pre-

shaped digital signals are converted to analog drive signals using the high speed DAC. 
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Figure 3.1. Transmitter DAC structure and receiver DSP Block Diagram (Post-filter 

and MLSE are not used for pre-shaping) [92]. 
 

 

 

 We use duo-binary filtering as a benchmark to show the benefit of the proposed 

pre-shaping method. The duo-binary filtering is a receiver side compensation which 

addresses the equalizer noise enhancement problem.and is an efficient way for ISI 

compensation without sending training sequences [93-95]. The post filter is a two-tap 

transverse filter with the transfer function of 𝐻(𝑧) = 1 + 𝑧−1 and is performed after the 

LMS equlization, as seen in Figure 3.1. While the receiver time domain equalizer 

emphasizes the received singal spectrum at the edges, the ASE noise is also enhanced. In 

contrast, this duo-binary filter has a filter shape equivalent to the narrow band filtering 

and the signals are filtered with a known fashion to suppress the ASE noise. Meanwhile, 
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the signal spectrum is mostly determined by this post filter. Therefore, the decision can 

be made for given received symbols using the MLSE. The MLSE uses the post filter to 

compute values of the branches and has a memory of two. The values on the trellis tree 

branches are determined by the sum of current state and previous state. Then Euclidean 

distances between the branches and the received signals are computed and the minimum 

distance is tracked. The symbols along the path that corresponding to the minium 

distance are considered to be the decision. 

 For practical implementation, the MLSE is more likely to be used in lower 

modulation format, therefore, we perform a numerical simulation of a single channel 

32Gbaud PM-QPSK system. We transmit NRZ shaped QPSK signals and use the 10th 

order Butterworth electrical filter with different bandwidths to introduce ISI effects. Then 

the DD-LMS equalizer estimates the optimal inverse channel response and the obtained 

pre-shaper is used at the transmitter for ISI compensation. 

 The required OSNR versus eletrcial transmitter bandwidths at a fixed bit error 

ratio (BER) for a single channel PM-QPSK system is demonstrated in Figure 3.2. OSNR 

penalty increases with the decreasing of transmitter filter bandwidths of the conventional 

receiver due to the receiver equalizer noise enhancement. The proposed DD-LMS pre-

shaping method outperforms the conventional receiver LMS equalizer and is more 

beneficial at narrower electrical filter bandwidth in single channel applications, because 

most ISI is compensated at the transmitter, relaxing the receiver demodulation burden. 

The receiver duobinary filtering method shows some penalties at transmitter electrical 

bandwidths greater than 16 GHz because of the inherent partial response signaling 

penalties [94]. 
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Figure 3.2. Required OSNR at BER=10
-3

 versus transmitter electrical bandwidth for 

single channel PM-QPSK system. 
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Figure 3.3. Simulation block diagram for a 3×32 Gbaud PM-QPSK system [92]. 

 

 

 

 The pre-shaping performance is also investigated in the tightly spaced WDM 

system with the center channel performance evaluated. When implemented in 1-bit/s/Hz 

“superchannel” system (channel spacing equals to the baud rate), the pre-shaping 

methods retain their advantages at different electrical bandwidths, and a maximum of 

about 4 dB OSNR gain is observed at bandwidth of 20 GHz, Figure. 3.4. Although more 

crosstalk occurs with increasing bandwidths, the pre-shaping is still effective because the 
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transmitted signal is more Nyquist-like. The proposed algorithm still outperforms the 

duobinary approach. 
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Figure 3.4. Required OSNR at BER=10
-3

 versus transmitter electrical filter bandwidths 

for 3×32 Gbaud PM-QPSK back-to-back system (channel spacing equals to the baud 

rate). 
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Figure 3.5. Required OSNR at BER=10
-3

 versus launch power for 3×32 Gbaud PM-

QPSK system after 12×80 km SSMF transmission (channel spacing equals to the baud 

rate). 

 Span test is performed on a 12×80 km SMF transmission system at different 

launch powers to demonstrate effectiveness in the nonlinear transport regime for a fixed 

transmitter bandwidth of about 16 GHz, Figure. 3.5. Performance degradations are 
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observed for each compensation method at high launch powers due to nonlinearities. 

However, the proposed pre-shaping method retains an overall 2 dB OSNR gain compared 

with the conventional receiver linear equalization method. Furthermore the proposed 

method is shown to be comparable to or slightly better than the duobinary approach. 

3.2 Frequency Domain Transmitter Pre-shaping 

 A time domain channel estimation approach based on adaptive filtering is 

introduced in section 3.1. Although the channel response is estimated in a blind fashion, 

the performance of the channel estimation relies on the optimization of the receiver 

demodulation code. Single polarization training sequences with lower order modulation 

format are preferred for channel estimation. Here we propose a novel channel estimation 

concept where the inverse channel response is obtained by transmitting signals with flat, 

Nyquist-like spectra to capture the net channel filtering effects and then computing the 

received baseband signal PSD [96]. In contrast to other methods, the proposed approach 

requires no training symbol information and no receiver demodulation. Once the pre-

shaper is designed, it can be used to perform system compensation for various baud rates 

and modulation formats without re-estimating the channel response. In the following 

discussion, the principle of the pre-shaper design is demonstrated and detail comparison 

between the frequency domain approach and the DD-LMS will be carried out in terms of 

channel estimation OSNR and the filter taps. The two pre-shaping methods are 

demonstrated particularly for Nyquist signaling. 

 The pre-shaper design is based on the inverse channel response extracted from the 

received baseband signal without any demodulation. First, training sequences are 

generated via offline DSP. Unlike other channel estimation approaches where lower order 
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modulation formats are preferred for training sequence design to ensure an accurate 

channel estimation that is not affected by the demodulation, the proposed approach can 

use any m-QAM data. The training sequences are designed by up-sampling the 

transmitted symbols by zero-padding the second sample, resulting in a flat spectral shape. 

The principle can be understood by considering a simple DSP principle. The spectrum of 

the m-QAM signal at one sample per symbol is flat and occupies the bandwidth of the 

baud rate. Suppose the DAC operates at two samples per symbol. According to sampling 

theory, if upsampling the transmission signal by inserting zeros to the second symbol. 

The spectrum over the total transmission band is flat. Therefore, the training signal 

modulation formats can be flexibly chosen as long as the waveform has zero mean. At the 

receiver, the PSD, which now reflects the overall channel narrow filtering, is computed 

via the baseband information. 

The detail of the design scheme is illustrated in Figure 3.6. After two times up-

sampling the training sequence by inserting zeros, the signal spectrum is flat over the 

transmission band, as shown in Figure 3.6 (TP-1). Thereafter, the receiver electrical 

spectrum reflects the net filtering effects from the transmitter, the transmission channel, 

and the receiver, Figure 3.6 (TP-3). Because the in-phase and quadrature components 

usually experience the same filtering effects, only one branch is used to compute the 

received signal PSD upon receiving the training sequences. Finally the inverse of the 

square root of the PSD is considered as the pre-shaper, Figure 3.6 (TP-4). Because of the 

symmetry of the spectra, pre-shaper coefficients corresponding to half of the estimated 

spectral shape are forwarded to the transmitter side. The transmitter performs offline 

symbol mapping, two times up-sampling by zero padding, and Nyquist signaling in the 
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conventional fashion followed by pre-shaping. An example of the pre-shaped signal is 

demonstrated in Figure 3.7 (TP-6), where the high frequency components are enhanced to 

overcome channel filtering. After passing through the transmission channel, the received 

spectrum (TP-3) is close to the Nyquist signal. 
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Figure 3.6. Frequency domain pre-shaper design scheme with spectra observed at 

different test points. 
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Figure 3.7. Spectra observed at different test points with frequency domain pre-shaping. 

 

 

We included the DD-LMS design and PSDs at different test points for 

comparison. The Nyquist shaped signal is sent at first for obtaining the inverse channel 

response. The PSDs at different test points before and after pre-shaping are given in 

Figure. 3.8 and 3.9 respectively. Spectrum loses the RRC shape after the cascading filter 

from the transmitter and receiver (TP-3). On the last stage of the coherent receiver 
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demodulation, DD-LMS adaptively estimates the inverse channel response within the 

Nyquist band (TP-4). Then the obtained pre-shaper is applied to the transmitter for ISI 

pre-compensation. After pre-shaping, the high frequency band has been emphasized (TP-

1). The received spectrum after the cascading of the channel filters is near flat, Figure 3.9 

(TP-3). 
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Figure 3.8. DD-LMS pre-shaper design scheme with spectra observed at different test 

points. 
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Figure 3.9. Spectra observed at different test points with DD-LMS pre-shaping. 

 

 

The pre-shaping effectiveness in channel filtering compensation is demonstrated 

via Rsoft simulation for a 32 Gbaud Nyquist RRC rolloff 0.1 PM-16QAM system with 

the transmitter DAC operating at 64 Gsamples/s. In the training mode, SP-16QAM with 

flat spectrum is transmitted. It is noted that X-/Y-pol separation is optional for training 

sequence design if the channel filtering effects are similar for both polarizations. At the 
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receiver, after coherent detection and 80 Gsamples/s ADC sampling, the in-phase branch 

is used to compute the inverse channel response without any further demodulation. Then, 

coefficients corresponding to half of the inverse spectrum are sent to the transmitter. The 

pre-shaper filter taps are defined as the total number of coefficients in both negative and 

positive frequencies. In the demodulation process, a digital Nyquist RRC matched filter is 

used to maximize the received signal SNR. Then the baseband signals go through 

chromatic dispersion compensation, square timing recovery, polarization de-multiplexing 

via independent component analysis (ICA), frequency offset removal, carrier recovery, 

and DD-LMS equalization. For the DD-LMS approach, channel estimation is performed 

using lower order modulation format, SP-QPSK signal. Then the obtained channel 

response is used to compensate the channel. The receiver demodulation algorithm is the 

same as the frequency domain approach. 
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Figure 3.10. a) Transmitter filter shape at different electrical bandwidths b) Frequency 

domain pre-shapers corresponding to different transmitter electrical bandwidths. c) DD-

LMS pre-shapers corresponding to different transmitter electrical bandwidths. 

 

 

The main filtering effects originate with the transmitter DAC analog bandwidth 

which is modeled by a 7th order Bessel function with different 3 dB electrical bandwidths, 

Figure 3.10.a. The corresponding estimated inverse channel responses at different 3 dB 

electrical bandwidths using the frequency domain approach and DD-LMS are illustrated 

in Figures 3.10.b and c respectively, with the channel estimation OSNR fixed at 24 dB 

and with 20 pre-shaper taps. In both cases, the inverse channel response follows the shape 

of the transmission filter shape. While the frequency domain approach inverses the whole 

transmission channel, the DD-LMS optimizes the channel response within the Nyquist 

band, therefore, high frequency bands are attenuated. 

The required OSNR versus transmitter electrical bandwidths at BER=5×10
-3

 with 

and without pre-shaping is demonstrated in Figure 3.11. Without pre-shaping, a 4 dB 

OSNR penalty is observed as the bandwidth decreases from 14 GHz to 9 GHz, because 

the receiver demodulation is sensitive to ISI. The frequency domain pre-shaping delivers 

consistent and significant performance improvements at all transmitter bandwidths, 

showing over 4 dB OSNR improvement for bandwidths smaller than 9 GHz and an 
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overall OSNR improvement compared to the DD-LMS approach. Within 2 dB penalty 

shows at an electrical bandwidth of 7 GHz with both pre-shaping approaches, enables 

high baud rate ISI free Nyquist signal transmission. 
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Figure 3.11. Required OSNR at BER=5×10
-3

 versus electrical filter bandwidths with and 

without pre-shaping, 
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Figure 3.12. Required OSNR at BER=5×10
-3

 versus number of filter taps at different 

transmitter electrical bandwidths with two pre-shaping methods (OSNR=28 dB). 

 

 

The impact of the tap length of the pre-shaper performance is shown in Figure 

3.12. Both pre-shaping methods show great tolerance for the tap length at different 
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transmitter filter bandwidths. However, at small equalizer taps, the frequency resolution 

between each frequency domain taps is insufficient to capture the channel distortion and 

small degradation is showing up. In both pre-shaping approaches a tap length greater than 

ten is preferred to have a performance without penalty. 

A success estimation of the transmission channel response significantly improves 

the pre-shaping performance. The above work assumes that channel estimation is 

performed at high OSNR and the filter tap length is sufficiently long to capture the 

channel response. As in real systems, the channel OSNR is limited and thus affecting the 

received signal quality. Thereafter, we study the channel estimation OSNR impacts on 

the pre-shaping performance. The pre-shaper frequency responses at different OSNR are 

exemplified in Figure 3.13 with transmitter electrical bandwidth at 7 GHz. The inverse 

channel responses have similar shapes at different OSNR up to the frequency of 8 GHz 

with the amplitude of the side lobes decreasing with a reduction of channel estimation 

OSNR at frequency beyond 8 GHz. For the DD-LMS approach, the channel response 

cannot be achieved for channel OSNR below 9 dB. 
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Figure 3.13. a) Frequency domain pre-shapers corresponding to different channel 

estimation OSNR. b) DD-LMS pre-shapers corresponding to different channel estimation 

OSNR (transmitter bandwidth 7 GHz). 
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The channel estimation OSNR impacts on BER performance of fixed filter taps of 

40 are demonstrated in Figure. 3.14. In the frequency domain approach, the OSNR 

effects on channel estimation are less important at bandwidth greater than 9 GHz. 

Channel OSNR (single polarization) as low as 3 dB can be used to estimate the channel 

response when filter bandwidth is at 10 GHz. Because part of the channel response is 

shadowed by the ASE noise, the BER starts to increase once the OSNR decreases to 

12dB at electrical bandwidth smaller than 9 GHz. The DD-LMS approach is less 

tolerated to the channel estimation OSNR because the failure in receiver demodulation. 

Even at large filter bandwidths, significant performance degradation is observed for 

OSNR smaller than 8 dB. For transmitter bandwidth smaller than 8 GHz, the preferred 

channel estimation OSNR of DD-LMS is higher than 20 dB. 
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Figure 3.14. Required OSNR at BER=5×10
-3

 versus channel estimation OSNR at 

different transmitter electrical bandwidths with two pre-shaping methods (tap length is 

40). 
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3.3 Experimental Comparison and Validation 

 We experimentally validate the proposed two pre-shaping approaches using a 32 

Gbaud PM-16QAM system and compare their performances. The pre-shaping design 

principles in the experiment are the same as the simulation. For DD-LMS pre-shaping, 

we transmit Nyquist-shaped QPSK training sequences with roll-off 0.1 and let the DD-

LMS optimize the transmitter waveform in the training mode. A single-polarization 

training signal is sent to avoid interference between X and Y polarizations. After timing 

recovery, residual frequency offset removal and carrier recovery, the two samples per 

symbol DD-LMS equalizer is used to compensate the channel ISI effects. When the 

equalizer tap weights reach a steady state, they are saved as the pre-shaping filter. For the 

frequency domain estimation, we create a 16QAM training sequence with flat spectrum. 

At the receiver, after real-time sampling, the received signal PSD is computed without 

any further demodulation. The square root of the inverse of the received signal PSD is 

obtained and saved as the pre-shaper. 

An example of the estimated inverse channel responses is given in Figure 3.15. In 

all cases, the high frequency components within the transmission signal optical 

bandwidth (32 GHz) are enhanced to compensate the channel narrow band filtering. For 

the frequency domain approach, the overall channel is inverted. Although, the DD-LMS 

pre-shaper is complex valued and has the potential for phase compensation, the amplitude 

response of the inverse channel is the most significant feature of the pre-shaper design 

since this directly impacts the received SNR and the phase impairments can be corrected 

at the receiver. 
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Figure 3.15. Estimated inverse channel frequency response: a) frequency domain, b) DD-

LMS. 

 

 

 The experiment setup with transmitter pre-shaping is in Figure 3.16. In the 

transmitter, we use a high speed DAC with a nominal sampling rate of 64 GHz and 

ENOBs of eight. The baseband digital signals are generated offline and loaded to the 

DAC. A linear driver is used to amplify the signal to drive the modulator. The bias 

control board is biased at null and operates at 𝑉𝜋 mode. The PM is created by delaying 

one polarization with respect to the other. Following coherent detection, the signals are 

sampled via an 80 Gsamples/s Agilent scope and then processed off-line. A Nyquist 

shaped matched filter is used to maximize the SNR. Polarization de-multiplexing is 

performed after timing recovery via independent component analysis (ICA) at one 

sample per symbol; the remaining algorithms also operate at one sample per symbol. 

During channel estimation polarization de-multiplexing stage is disabled. In all cases, a 

DD-LMS equalizer is included in the receiver to compensate residual channel 

impairments. 
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Figure 3.16. Experimental setup for a 32 Gbaud Nyquist PM-16QAM system with pre-

shaping. 

 

 

The BER versus OSNR at different filter taps are shown in Figure 3.17. Similar to 

the simulation observation, penalties occur when the tap length is small. For DD-LMS 

approach, slight performance degradation is showing up for tap length equals seven, 

while in the frequency domain approach, no performance difference is observed for tap 

length equals to eight. 
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Figure 3.17. BER versus OSNR at different pre-shaper filter taps for two pre-shaping 

methods (channel OSNR is 30 dB). 
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Figure 3.18. BER versus OSNR at different channel estimation OSNR for two pre-

shaping methods (pre-shaper tap length is 40). 

 

 

We fix the tap length at 40 and study the noise impact on channel estimation in 

Figure. 3.18. For the frequency domain approach, no major performance degradation 

shows even when the channel OSNR is very low. Channel OSNR as low as 3 dB can be 

used without introducing performance penalty. However, the DD-LMS approach shows 

penalty for OSNR at 9 dB and channel estimation fails at OSNR lower than 9 dB.  

 The frequency domain approach outperforms the DD-LMS approach in terms of 

channel estimation OSNR. Meanwhile, another advantage of the frequency domain 

method is that once the channel estimation is done, it can be used for pre-shaping the 

signal at different baud rates. We demonstrate the frequency domain pre-shaping for PM-

QPSK signals at different baud rates using the same estimated pre-shaper, Figure 3.19. In 

the transmitter, we generate the Nyquist signal at the desired baud rate, eg. for a DAC 

with 64 Gsamples/s operation rate, the 40 Gbaud (50 Gbaud) signal corresponds to 1.6 

(1.28) samples per symbol. Then, the same pre-shaper is applied to the baseband signals 

at different baud rates. With the increase of baud rate, more OSNR gain is achieved with 

the pre-shaping. Over 8 dB OSNR improvement has been observed at 50 Gbaud. 
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Figure 3.19. BER versus OSNR for PM-QPSK signals at different baud rates using 

frequency domain pre-shaping (pre-shaper tap length is 40 and channel OSNR is 30 dB). 
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Figure 3.20. Received signal baseband spectrum plots for PM-QPSK signal at different 

baud rates without (top row) and with (lower row) frequency domain pre-shaping. 
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Figure 3.21. Received signal constellation (after carrier phase recovery) for PM-QPSK 

signal at different baud rates without (top row) and with (lower row) frequency pre-

shaping. 

 

 

 The received signal spectra at different baud rates with and without pre-shaping 

are captured after the receiver matched filter, as shown in Figure 3.20. Without pre-

shaping signal loses RC shape because of the channel narrow filtering. And the filtering 

effects are more significant at high baud rate. After pre-shaping, all the spectra become 

flat and are close to the RC shape, demonstrating the effectiveness of the frequency 

domain pre-shaper. The received signal constellations without and with frequency 

domain pre-shaping are captured after the carrier recovery and before the linear 

equalization and are demonstrated in Figure 3.21. Improved constellations are observed 

at different baud rates and the pre-shaping showing significant advantage when the baud 

rate is high. 

3.4 Transmitter CD Compensation 

 Despite of performing transmitter pre-shaping to compensate the channel narrow 

band filtering, the DAC enables other channel impairment compensation, for example the 
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CD pre-compensation. Transmitter electronic CD pre-compensation has been 

experimentally demonstrated in PM-BPSK super-channel systems for nonlinearity 

mitigation and is beneficial for other one-dimensional modulation formats (n-PAM) [97]. 

Furthermore, methods have been developed to mitigate the CD equalizer enhanced phase 

noise (EEPN) at large LO laser linewidth [98] resulting from LO-phase noise to 

amplitude noise conversion in the CD equalizer. In this work, we will investigate 

different dispersion pre-compensation maps for a system with the presence of both 

nonlinearity and large LO laser linewidths. Meanwhile, we show that Nyquist pulse 

shaping can be effectively incorporated within the CD pre-compensation without adding 

extra implementation complexity and that with CD pre-compensation the LO laser 

linewidth requirement is relaxed. 

 The principle of digital CD pre-compensation with Nyquist pre-shaping is to 

perform digital filtering of the baseband signals using specific designed filters. The linear 

filter 𝐻𝐶𝐷(𝑓) that compensates the CD is presented in Eq. 2.27 and the Nyquist RRC 

filter has a transfer function 𝐻𝑇𝑋,𝑅𝑅𝐶(𝑓) in Eq. 1.2. When incorporating the Nyquist pulse 

shaping into the CD pre-compensation, in the frequency domain the new filter becomes: 𝑋(𝑓) = 𝐻𝑇𝑋,𝑅𝑅𝐶(𝑓)𝐻𝐶𝐷(𝑓). Since RRC shaping is a spectral shaping process while the 

CD pre-compensation is a phase correction operation, the two functions can be combined 

without performance penalties. The tap length of 𝐻𝑇𝑋,𝑅𝑅𝐶(𝑓) is set to be the same as the 

CD pre-compensation transfer function (other than 0% CD pre-compensation), which is 

sufficient for performing Nyquist pulse shaping in long haul transmission systems. The 

combined filter spectra and phase is depicted in Figure 3.22. 
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Figure 3.22. CD pre-compensation transfer function amplitude and phase. 

 

 

 Numerical simulation is performed using RSOFT OptSim for a 32 Gbaud PM-

QPSK system. The transmission test includes multiple spans of 80 km SSMF 

transmission. The transmitter laser linewidth is set to be 0.1 MHz and the LO laser 

linewidth is varied to study the impact of EEPN. 

 Figure 3.23 shows the required OSNR at BER=10
-3

 with different fractions of the 

total required CD pre-compensation performed at the transmitter for single channel PM-

QPSK system after 12×80 km SSMF transmission. The launch power is fixed at -1 dBm. 𝜈 is the laser full width half maximum (FWHM) linewidth and 𝑇 is the bit period. We 

choose RRC pulse with roll-off equals 0.2. The receiver CD compensation tap length for 

the 0%, 25%, 50%, 75%, 100% pre-compensate cases are 256, 256, 128, 64, 0 

respectively. The variance of the EEPN induced noise is expressed as: 𝜎2 = 𝜋𝜆22𝑐 𝐷𝐿Δ𝑓𝐿𝑂𝑇 , Δ𝑓𝐿𝑂  is the 3 dB linewidth of the LO laser [98]. The noise scales linearly with the 

accumulated dispersion and the linewidth of the LO laser, which is consistent with the 

results of Figure 3.23. The penalty is seen to be minimized for 100% pre-comp and the 

penalty increases fastest for 0% pre-comp. We also note the slight improvement in 

performance for the 100% pre-comp even when the linewidth is not significant i.e. 
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𝑙𝑜𝑔10(𝜈𝑇) < −5. The improvement partially comes from the fact that the receiver DSP 

operates at a lower sampling rate and lower ENOB than the transmitter DAC, similar to 

our expected experimental conditions. 
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Figure 3.23. Required OSNR at BER=10
-3

 versus LO linewidth × bit duration of 32 

Gbaud PM-QPSK system. With 12×80 km SSMF transmission, launch power=-1 dBm. 

For 32 Gbaud, 𝑙𝑜𝑔10(𝜈𝑇) = −5 corresponds to 𝜈=0.32 MHz. 
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Figure 3.24. Required OSNR at BER=10

-3
 versus launch power for 32 Gbaud PM-QPSK 

system. With 12×80 km SSMF transmission, 𝜈𝑇=1.25×10
-4

. 
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 The required OSNR at BER=10
-3

 versus launch power with different CD pre-

compensation profiles reveals that the benefits of pre-compensation are retained in the 

nonlinear regime, Figures 3.24 and 3.25. We note that 50% CD pre-compensation shows 

some benefit in the nonlinear regime. At smaller LO linewidth, small but consistent 

benefits are observed in systems with 100% CD pre-compensation. Again, the 50% CD 

pre-compensation case shows slight benefit in the nonlinear regime. System performance 

versus number of spans is shown in Figure 3.26. With increased transmission distance, 

the OSNR gains are larger due to the larger EEPN penalty associated the increase of 

accumulated dispersion. 
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Figure 3.25. Required OSNR at BER=10

-3
 versus launch power for 32 Gbaud DP-QPSK 

system. With 12×80 km SSMF transmission, 𝜈𝑇=1.56×10
-5

. 
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Figure 3.26. Required OSNR at BER=10

-3
 versus different spans of 80 km SSMF 

transmission for 32 Gbaud PM-QPSK system. LO=4 MHz, launch power=-1 dBm. 

 

 

3.5 Chapter Summary 

 In this section, two novel blind pre-shaping schemes were proposed with their 

performance compared in terms of channel estimation OSNR and tap lengths. Both 

simulation and experiment have shown that the two pre-shaping methods outperform the 

conventional receiver equalization, allowing systems to operate at higher baud rates 

without suffering from significant ISI penalty. 

 The DD-LMS approach transmits single polarized signals and uses the receiver 

equalizer to obtain the inverse channel response. Although the DD-LMS pre-shaper is 

complex-valued and may have the potential for phase compensation, we have observed a 

linear phase profile in this experiment. The channel estimation is performed in a blind 

fashion within the Nyquist band and lower order modulation is preferred to obtain 

optimal results. However, because the channel estimation requires the coherent receiver 

demodulation, the performance is affected significantly by the channel estimation OSNR 

and how well the receiver demodulation code is designed. 

 The frequency domain approach transmits a flat spectral signal and estimates the 

inverse channel response from the baseband signals without any demodulation. The 
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proposed approach has been shown to effectively mitigate ISI penalties even at very 

narrow bandwidths and is very robust to channel noise. Channel estimation can be 

performed with single polarization OSNR as low as 3 dB without introducing significant 

performance degradation at electrical bandwidths greater than 9 GHz. Meanwhile, this 

frequency domain pre-shaper is symmetric and real-valued. Pre-shaper taps 

corresponding to half of the band are sent to the transmitter. The tap information is 

typically well described by a few numbers, which minimizes information transmission 

from receiver to transmitter. 

 A simplified Nyquist pulses implementation was proposed and demonstrated for 

systems that employ electronic CD pre-compensation. It is concluded that CD pre-

compensation may reduce the effects of EEPN.  
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CHAPTER 4 

RECEIVER MIMO DIGITAL SIGNAL PROCESSING 

 

In a Nyquist system, subchannels are placed as close as possible to increase spectral 

efficiency. Thereafter, subchannels experiences performance degradations at tight 

channel spacing due to ICI. Because of the likelihood of high capacity terabit super 

channel systems experiencing ICI impairments and the increasing capabilities of DSP and 

electronics, it is important to quantify the benefits of jointly demodulating multiple 

subcarriers. In the following sections, we will propose a new super-receiver architecture, 

which performs synchronized sampling for each sub-channel, and thus enables ICI 

cancellation. First, the super channel configuration and modeling is introduced. Then, the 

techniques that enable the joint signal processing are investigated, including the joint 

chromatic dispersion compensation, side-channel frequency shifting, and inter-channel 

skew removal. Finally, joint ICI cancellation algorithms are proposed. Meanwhile, we 

also propose a joint carrier phase recovery based on the Viterbi-Viterbi algorithm for 

carrier locked lasers. 

4.1 Nyquist System Configurations 

 In this work, rather than examining methods to achieve a near perfect rectangular 

spectrum and hence a true Nyquist system, we focus on a more general case, in which 

optical filtering is performed to constrain and shape the spectra, and for which is residual 

ISI and ICI to be compensated. The primary elements of a super-channel system include 

a method to generate the signal constellation, optical filtering, channel spacing equal to 

the baud rate to achieve high spectral efficiency, coherent detection and demodulation, as 
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illustrated in Figure 4.1. Because of the imperfections of the spectral shaping, after 

multiplexing, subchannels interfere with neighboring channels causing linear and 

nonlinear crosstalk [99]. For the conventional coherent receiver, after transmission, each 

subchannel enters independent receivers for O/E and electrical filtering, as shown in 

Figure 4.1. The resulting baseband signals are fed into the DSP block for CD 

compensation, PMD compensation, timing recovery, carrier phase recovery, and 

equalization. 

 This receiver structure deals with each subchannel independently and does not 

possess the ability to cancel the linear crosstalk. To address this problem, we propose a 

new receiver structure in which frequency locked LO lasers are used to beat with the 

carrier for signal down converting. After O/E, each subchannel undergoes separate but 

synchronized sampling, Figure 4.2. Thereafter, the synchronized data from each 

subchannel are available, enabling joint receiver inter-channel impairment compensation. 
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Figure 4.1. Super-channel system design and conventional coherent receiver structure. 
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Figure 4.2. Proposed super-receiver structure with synchronized sampling. 

 

 

 The actions of the ICI cancellation via the synchronized baseband signals from 

each subchannel can be seen in depth by consideration of the received electric field. If 𝐸𝑠 
denotes the optical field intensity and 𝑃  represents the total number of subchannels 

transmitted, the pass-band optical field before de-multiplexing can be written as 

𝐸(𝑡) = 𝑅𝑒 {𝐸𝑠∑ ∑ 𝑠𝑗,𝑘∞
𝑘=−∞ 𝑔(𝑡 − 𝑘𝑇)𝑒𝑖(𝜔𝑗𝑡+𝜙𝑗)𝑃

𝑗=1  }              ( 4. 1) 
where 𝜔𝑗 and 𝜙𝑗 are the frequency and phase of the 𝑗𝑡ℎ carrier. 𝑠𝑗,𝑘 is the 𝑘𝑡ℎ complex or 

real valued symbol on the 𝑗𝑡ℎ carrier formed by a variety of modulation formats. 𝑔(𝑡) is 

the baseband signal profile before demultiplexing and is assume to be the same for all 

subcarriers. 

 Suppose the receiver phase noise is negligible, the baseband signal captured by 

the 𝑙𝑡ℎ receiver can be written as 

 𝑟𝑙(𝑡) = 𝐸𝑠∑ ∑ 𝑠𝑗,𝑘∞
𝑘=−∞

𝑃
𝑗=1 𝑔𝑗,𝑙(𝑡 − 𝑘𝑇)𝑒𝑖𝜙𝑗 + 𝑁(𝑡)                  (4. 2) 
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where 𝑁(𝑡) represents the ASE noise, thermal noise, and shot noise. 𝑔𝑗,𝑙(𝑡) denotes the 

signal profile of the 𝑗𝑡ℎ  channel after demultiplexed by the 𝑙𝑡ℎ  channel and it can be 

represented as 

 𝑔𝑗,𝑙(𝑡) = 12𝜋 ∫ 𝐺(𝜔 − 𝜔𝑗 + 𝜔𝑙)𝐺𝑟(𝜔)𝑒𝑖𝜔𝑡𝑑𝜔+∞
−∞                (4. 3) 

and in frequency domain 𝐺𝑗,𝑙(𝜔) is: 𝐺𝑗,𝑙(𝜔) = 𝐺(𝜔 − 𝜔𝑗 + 𝜔𝑙)𝐺𝑟(𝜔)                         (4. 4)  𝐺(𝜔)  is the frequency domain representation of the baseband signal before 

demultiplexing 𝑔(𝑡). 𝐺𝑟(𝜔) is the equivalent baseband spectrum of the cascading optical 

and electrical filters and assume the filter is the same for all subchannels. 𝜔𝑙 − 𝜔𝑗 is the 

carrier frequency difference between the 𝑙𝑡ℎ and 𝑗𝑡ℎ channel, which is a multiple of the 

channel spacing. Because of the spectral properties of Nyquist-WDM systems, 

interference only happens among adjacent subchannels. Suppose the number of 

transmitters and receivers are the same, the 𝑙𝑡ℎ  received channel contains information 

from the transmitted 𝑙𝑡ℎ and neighboring (𝑙 ± 1)𝑡ℎ channels. Therefore, we rewrite Eq. 

4.4 to express the linear ICI from adjacent two subchannels. 

𝑟𝑙(𝑡) ≈ 𝐸𝑠 ∑ 𝑠𝑙,𝑘∞
𝑘=−∞ 𝑔𝑙,𝑙(𝑡 − 𝑘𝑇)𝑒𝑗𝜙𝑙  + 𝐸𝑠 ∑ 𝑠𝑙+1,𝑘∞

𝑘=−∞ 𝑔𝑙+1,𝑙(𝑡 − 𝑘𝑇)𝑒𝑗𝜙𝑙+1
+ 𝐸𝑠 ∑ 𝑠𝑙−1,𝑘∞

𝑘=−∞ 𝑔𝑙−1,𝑙(𝑡 − 𝑘𝑇)𝑒𝑗𝜙𝑙−1 +𝑁(𝑡)                                                     (4. 5) 
The ICI from neighboring channels is clearly data-pattern dependent and if the side 

channel information is available, it is possible to completely compensate ICI at the 

receiver when nonlinearities are small. 
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4.2 Pre-requisite Process before ICI Compensation 

 We exemplify the joint DPS block for the center channel ICI mitigation in Figure 

4.3. It includes the CD compensation, polarization de-multiplexing, timing recovery, 

carrier recovery, frequency shifting, inter-channel de-skew, and ICI cancellation. Among 

them, the modified CD compensation, frequency shifting, and inter-channel de-skew are 

the essential techniques that enable the ICI cancellation. In the following sections, the 

three pre-required stages are discussed in detail. Finally, different ICI compensation 

schemes are introduced. 
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Figure 4.3. Primary elements of the superchannel WDM system with joint DSP. 

 

 

4.2.1 Modified Side-channel Chromatic Dispersion Compensation 

The CD is a linear transmission channel impairment that causes a parabolic phase 

change of the transmission signal with the frequency domain transfer function modeled as 
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Eq. 2.27. This phase distortion can either be compensated via inline DCF or a digital CD 

compensator. No extra CD compensation efforts are required at the receiver if DCF is 

used to completely remove the accumulated dispersion. Otherwise, the two side-

subchannels undergo a modified CD compensation scheme for the center subchannel ICI 

compensation. 
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Figure 4.4. Phase of CD compensator for independent subchannel and joint multiple 

subchannels. 

 

 

 Conventional electronic CD compensation undoes the baseband signal quadrature 

phase change by using the transfer function in the same form as Eq. 2.27 but with 

negative phase sign. The phase of the CD compensator transfer function is symmetrically 

centered at each channel carrier frequency, Figure 4.4. However, for ICI cancellation, the 

phase of the overlapped band should undergo the same phase compensation [100]. From 

the center channel point of view, the crosstalk from adjacent channels experiences 

extended CD parabolic phase response. Specifically, for the center channel, the CD 

compensation transfer function is 𝐻𝐶𝐷(𝜔)  with 𝜔  spanned over the center band. The 

transfer functions become 𝐻𝐶𝐷(𝜔 ± Δ𝜔)  for the two side-channels, and Δ𝜔  is the 
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channel spacing. We have determined that this offset CD correction can be implemented 

during the initial CD correction without performance penalty. 

4.2.2 Side-Channel Frequency Shifting  

In pass band, the center channel's high frequency spectral components are partially 

overlapping with its neighboring channels, causing linear crosstalk. After the coherent 

receiver, each subcarrier is separately down converted to the baseband. The joint linear 

equalizer requires the two side channels’ baseband spectra to be precisely shifted by the 

amount of channel spacing, so that the overlapped high frequency spectrum components 

can be aligned with the center channel for ICI cancellation, as shown in Figure 4.5. 
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Figure 4.5. Demonstration of side subchannel’s frequency shifts. 

 

 

Without a frequency shifting, the side channel received signal will have a poor 

correlation with the center channel, limiting the performance of ICI cancellation. The side 

channel signal representations with frequency shift are �̃�𝑙±1(𝑡) = 𝑟𝑙±1(𝑡)𝑒±𝑗∆𝜔𝑡                                      (4. 6) 
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and the center channel remains the same �̃�𝑙(𝑡) = 𝑟𝑙(𝑡) . In digital domain, frequency 

shifting is sample based [101]. 

4.2.3 Inter-Channel Skew Removal 

 With a frequency shifting, the spectra of the side channels are frequency aligned 

with the center channel. However, after de-multiplexing, relative time delay may be 

introduced among channels. Consequently, the ICI equalizer tap length needs to be 

increased to compensate the time delay, increasing the equalizer implementation 

complexity. 

 

 

Figure 4.6. OSNR gain with ICI equalization at different time delays for 3×28 Gbaud 

PM-QPSK system [102]. 

 

 

 Figure 4.6 gives an example of the OSNR gain with ICI equalization at various 

relative time delays for 3×28 Gbaud PM-QPSK system. The delay is represented by 

symbols and is introduced between the center channel and the two side channels. At zero 

relative delay, 2.8 dB OSNR gain is obtained with ICI compensation. The equalizer tap 

length grows proportionally with the increase of time delay. The relative time delay can 
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be retrieved using the phase information of the overlapped high frequency bands between 

the neighboring two channels. We denote the frequency shifted samples of channel A 

as �̃�𝐴,𝑛 and the baseband samples of channel B as �̃�𝐵,𝑛. Suppose channel B is delayed in 

time by 𝜏 with respect to channel A, the frequency domain representation of A and B is 𝑅𝐴(𝑘) and 𝑅𝐵(𝑘)𝑒𝑗2𝜋𝑘𝜏/𝑀, where 𝑀 is the sequence length. The cross-product of the two 

spectra is 

𝐹𝐴𝐵(𝑘) = 𝑅𝐴∗(𝑘)𝑅𝐵(𝑘)𝑒𝑗2𝜋𝑘𝜏𝑀                              (4. 7) 
In the overlapped frequency bands, the two channels contain similar information 𝑅𝐴∗(𝑘) = 𝑅𝐵(𝑘) = 𝑅𝐴𝐵(𝑘) therefore, 𝐹𝐴𝐵(𝑘) = |𝑅𝐴𝐵(𝑘)|2𝑒𝑗2𝜋𝑘𝜏/𝑀                                  (4. 8) 
and the phase of the 𝐹𝐴𝐵(𝑘) only contains the relative subchannel delay [103]. Define the 

phase of 𝐹𝐴𝐵(𝑘) in the overlapped band as ∆𝜃𝑘 and ∆𝜃𝑘 = 2𝜋𝑛𝜏/𝑀. We can obtain the 

time delay by estimating the slope of the phase plot, Figure 4.7. Each time three points 

(𝑘1, 𝑘2, 𝑘3) on the overlapped spectral band are used for gradient calculation, Figure 4.7. 
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Figure 4.7. Phase of the cross-product spectra in the center subchannel band before and 

after removing the time delay 
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The relative channel spacing has to be known to the receiver for the relative 

frequency removal and ICI compensation. Suppose the relative channel spacing ∆𝑓 is 

different from the expected value by 𝛿, then 

𝐹𝐴𝐵(𝑘) = 𝑅𝐴∗(𝑘)𝑅𝐵(𝑘 − 𝛿)𝑒𝑗2𝜋𝑘𝜏𝑀                               (4. 9) 
Because 𝑅𝐴∗(𝑘) ≠ 𝑅𝐵(𝑘 − 𝛿) , the phase of the cross product shows a noisy pattern. 

Meanwhile, the OSNR gain with ICI compensation decreases with the increase of 𝛿. For 

3×28 Gbaud PM-QPSK system, when the frequency offset passes 10 MHz, no OSNR 

gain is observed, as shown in Figure 4.8. The maintainance of relative frequency offset is 

necessary for ICI cancellation and thus the carriers of each subchannel are frequency 

locked. 

 

 
Figure 4.8. TDE-ICI equalizer OSNR gain at different relative frequency offset for 3×28 

Gbaud PM-QPSK system [102]. 

 

 

Checking the phase of the spectral crosstalk product is a useful tool to ensure the 

relative frequency offset are properly set. If 𝛿 is a constant, it can be minimized by tuning 
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until a clear pattern of ∆𝜃 is observed. After correcting the relative frequency offset of 

the subchannels, ∆𝜃 of the overlapped band is computed. 

4.3 Inter-Channel Crosstalk Cancellation 

ICI cancellation is performed at the last stage of the demodulation. In this section, 

three algorithms are introduced, the DD-LMS algorithm, the MAP algorithm, and the 

simplified frequency domain equalization. 

4.3.1 MIMO Equalizer 

 The DD-LMS algorithm based ICI cancellation is first introduced. The 

implementation of the ICI equalizer resembles a MIMO equalizer. However for ICI 

cancellation the filter is limited to 3×1 for the non-edge subchannel equalization (Figure 

4.9) and a 2×1 for each edge subchannel. Define �̃�𝑥 to be the discrete equalizer input 

vector from the 𝑥𝑡ℎ channel and 𝑾𝑥 are the corresponding filter coefficients: �̃�𝑥(𝑛) = [�̃�𝑥(𝑛)   �̃�𝑥(𝑛 − 1)    �̃�𝑥(𝑛 − 2)… �̃�𝑥(𝑛 − 𝑝)]𝑇           (4. 10) 𝑾𝑥(𝑛) = [𝑤𝑥,0(𝑛)      𝑤𝑥,1(𝑛)   𝑤𝑥,2(𝑛)  …𝑤𝑥,𝑝(𝑛)]𝑇            (4. 11) 
where 𝑝 indicates the filter memory length, �̃�𝑥(𝑛) is the discrete frequency shifted 𝑛𝑡ℎ 

sampling point of �̃�𝑥(𝑡) , 𝑥 ∈ [𝑙 − 1, 𝑙, 𝑙 + 1]  defined in Section 4.1. [ ]𝑇  denotes the 

transpose and the filter output can be written as 

y(n) = ∑ 𝑾𝑥𝑇(𝑛)�̃�𝑥(𝑛)𝑙+1
𝑥=𝑙−1                                         (4. 12) 

The error is characterized by: 𝑒(𝑛) = 𝑑(𝑛) − 𝑦(𝑛).                                             (4. 13)  
The error between the desired output 𝑑(𝑛)  and the filter output 𝑦(𝑛) is used to update 

the filter coefficients based on the LMS algorithm [80] 



 70 

𝒘𝑥(𝑛 + 1) = 𝒘𝑥(𝑛) + 𝟐𝛿𝑒(𝑛)�̃�𝑥∗ (𝑛),                  (4. 14)  
 where [ ]∗ is the complex conjugate and 𝛿 is the step size. 
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Figure 4.9. MIMO linear ICI equalization for the center subchannel. 

 

 

To validate the proposed LMS-ICI algorithm in ICI compensation, we have 

performed extensive numerical simulations using RSOFT OptSim to generate the 

received electrical signals. Earlier work has demonstrated that our simulation tool has 

excellent correspondence with experiment. Since the channel spacing must be known or 

determined we examine the coherent subcarrier case. At the transmitter, phase-locked 

carriers are generated by a phase modulator which is driven by a sinusoidal clock with 

frequency equal to the desired channel spacing. The signals are shaped by a raised cosine 

time domain electrical filter (roll off =0.7). Each of the three phase-locked subcarriers is 

modulated with 112 Gbit/s PM-NRZ-QPSK. We use different pseudo-random binary 

sequence (PRBS) for each polarization in each subchannel. These subchannels are further 

spectrally shaped by 3.5th order Super-Gaussian optical filters, with various 3 dB 
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bandwidths. Some of the optical filter bandwidths are intentionally relaxed to evaluate 

the effectiveness of ICI cancellation, Figure 4.10. After filtering, these subchannels are 

multiplexed and launched into the transmission channel. ASE noise loading is performed 

at the end of transmission to evaluate BER at different OSNRs. The center channel 

performance is recorded. 

 

 

Figure 4.10. NRZ-QPSK signal spectrum before filtering (0.1 nm resolution) and the 

optical filter spectrum at different bandwidths [101]. 

 

 

Baseline performance is first evaluated for a range of transmitter optical filter 

bandwidth and receiver electrical filter bandwidths. The required OSNR (BER =3×10
-3

) 

for the system with 15-tap ISI equalization is determined, as shown in Figure 4.10. For 

very narrow electrical bandwidth (less than 0.4×baud rate) there is an OSNR penalty 

induced by ISI effects. On the other hand, the system performance does not degrade 

significantly at large electrical bandwidth, in part due to the built-in anti-aliasing DSP 

filter, yielding a relatively large range from 17 to 22 GHz of near optimal electrical 

bandwidth. The optimal optical bandwidth is about 27 GHz consistent with the 
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expectation that it should be close to the baud rate but not exceed the 28 GHz channel 

spacing. 

 

  

Figure 4.11. Required OSNR at BER 3×10
-3

 versus electrical and optical bandwidths. 

Receiver based DSP includes a 15-tap ISI equalizer (channel spacing=baud rate=28 GHz) 

[101]. 

 

 

 A separate examination of the optical and electrical bandwidth behavior without 

ISI (or ICI) equalization reveals that the optimum optical bandwidth occurs near 30 GHz 

and the optimum electrical bandwidth is near 18 GHz, however the required OSNR 

increases by about 2.4 dB to 18.1 dB, explicitly quantifying the benefits of the ISI 

equalization. We note that the CMA used to de-multiplex the polarization inherently 

provides some ISI mitigation. However, since this must be performed prior to carrier 

recovery it is not as effective as a post carrier recovery equalizer. CMA equalization is 

also limited by the number of samples per symbols. In all subsequent simulations the 



 73 

CMA equalizer remains in place and we examine various ICI and ISI methods operating 

at the optimal location i.e. after both timing recovery and carrier recovery. 

 To investigate the performance of the ICI cancellation methods, we choose an 

electrical filter bandwidth to be 19 GHz and examine the net optical filter bandwidth 

impact maintaining channel spacing to be same as the baud rate. A potential advantage of 

mitigating both ICI and ISI in DSP is the ability to produce excellent performance over a 

wide range of optical filter bandwidth, thereby alleviating the need to carefully control 

the net spectral shape and crosstalk. We therefore evaluate the robustness of the required 

OSNR versus optical filter bandwidths, Figure 4.12. With LMS-ICI compensation, an 

overall system improvement is obtained at all OSNR values. In this stringent test it is 

shown that a tap length of 15 (for all subcarriers, 𝑝 =14 in Equation 4.8 is sufficient to 

recover much of the large induced ICI penalty. Note, the taps of the LMS-ISI equalizer 

are also set to 15 to achieve a fair comparison. In all cases the LMS-ICI equalizer 

outperforms the conventional LMS-ISI equalizer. Furthermore the ICI algorithm achieves 

strong mitigation under high ICI conditions (large optical filter bandwidth) for both 2- 

and 15-taps. The LMS-ISI algorithm achieves best gains under high ISI conditions (small 

optical filter bandwidth), yet the 15-tap LMS-ICI algorithm achieves best performance 

under all optical filtering conditions. For the LMS-ICI equalizer the specific filter 

bandwidth can range from 27 to 33 GHz with less than 0.25 dB change in OSNR required 

to achieve BER of 3×10
-3

. This dramatically eases the need to manage the net system 

optical bandwidth and represents a primary benefit of implementing ICI mitigation even 

when optical and electrical bandwidth are near optimum. 
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Figure 4.12. Required OSNR to achieve a BER of 3×10
-3

 at different optical filter 

bandwidths for system without ICI and ISI equalization and with LMS-ISI or LMS-ICI 

compensation techniques (channel spacing=baud rate) [101]. 

 

 

 

Figure 4.13. BER versus OSNR without ICI and ISI equalization and with LMS-ISI or 

LMS-ICI at optimal optical filter bandwidth (channel spacing=baud rate). Single channel 

reference is obtained with the LMS-ISI equalization [101]. 

 

 

 The LMS-ICI algorithm performance for a system with optimal optical filter 

bandwidth (electrical filter bandwidth=19 GHz, and channel spacing = baud rate =28 
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GHz) is depicted in Figure 4.13. LMS-ICI demonstrates improved performance at all 

OSNRs and outperforms LMS-ISI, approaching the single channel reference. 

4.3.2 MAP Based ICI Compensation 

 The other ICI compensation approach is based on MAP algorithm. MAP detection 

contains two steps: a training mode and a compensation mode. First, a QPSK training 

sequence associated with each possible joint constellation state ℳ = 43𝑛 is transmitted 

several times. In the training processor at the receiver, the distorted symbols 

corresponding to each joint constellation state are averaged and stored as a lookup table 

[101]. 

 We use 𝒔𝑚 to represent all ℳ = 43𝑛 possible transmitted symbol patterns of the 

three-channel system and 𝑚 ∈ [1,ℳ]. 𝑠𝑙,𝑘 is the 𝑘𝑡ℎ transmitted complex QPSK symbol 

in the 𝑙𝑡ℎ channel, Eq. 4.1. 

𝒔𝒎 = {𝑠𝑙−1,𝑘𝑠𝑙,𝑘𝑠𝑙+1,𝑘       𝑠𝑙−1,𝑘+1𝑠𝑙,𝑘+1𝑠𝑙+1,𝑘+1    ⋯     𝑠𝑙−1,𝑘+𝑛−1𝑠𝑙,𝑘+𝑛−1𝑠𝑙+1,𝑘+𝑛−1}                  (4. 15) 
 The MAP-ICI tap length is the sum of the number of taps for each channel, 

generally 3𝑛. Suppose the received baseband signals of the three subchannels are 𝑟𝑙(𝑡) 
and 𝑟𝑙±1(𝑡) , Eq. 4.5, and let 𝑟𝑙,𝑘 denote the optimal sampling of the 𝑘𝑡ℎ received QPSK 

symbols in the 𝑙𝑡ℎ channel, the three-channel received symbols with optimal sampling are 

written as 

𝒓 = {𝑟𝑙−1,𝑘𝑟𝑙,𝑘𝑟𝑙+1,𝑘       𝑟𝑙−1,𝑘+1𝑟𝑙,𝑘+1𝑟𝑙+1,𝑘+1    ⋯     𝑟𝑙−1,𝑘+𝑛−1𝑟𝑙,𝑘+𝑛−1𝑟𝑙+1,𝑘+𝑛−1}                   (4. 16) 
In the compensation mode, based on the observation of the received 𝒓, we want to choose 

the most likely combination from a set of possible transmission symbols 𝒔𝑚, 𝑚 ∈ [1,ℳ], 
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so that the probability of P[𝒔𝑚 |𝒓] is maximized. The optimal detection scheme is known 

as the MAP rule [104] �̃� = arg max1≤m≤ℳ P[𝒔𝑚 |𝒓]                                      (4. 17) 
The Euclidean distance between optimal sampling of the received symbols and 

the distorted data stored in the lookup table is used to calculate the MAP probability. The 

data pattern 𝒔𝑚  corresponding to the highest correlation or the minimum Euclidean 

distance is chosen to be the optimal decision. Therefore, the decision can be made for 𝑟𝑙,𝑘. 

Lastly we note that the 15-tap LMS-ICI methods perform nearly as well as the 6-tap 

MAP. 

 The 3-tap and 6-tap MAP-ICI cancellation methods are applied to the 3×28 

GBaud PM-NRZ-QPSK system with the same setup as in section 4.5.1. The “3-tap” 

means that the lookup table contains only the 𝑘𝑡ℎ received symbol of the three channels 𝑙𝑡ℎ and 𝑙 ± 1𝑡ℎ. The “6-tap” includes the 𝑘𝑡ℎ and 𝑘 + 1𝑡ℎ received symbols of the three 

channels. At a large optical filter bandwidth, ICI is dominant and the conventional ISI 

adaptive equalizer cannot effectively mitigate this inter-channel interference. In contrast, 

even the 3-tap MAP-ICI canceller readily compensates ICI at large optical filter 

bandwidth, outperforming the 15-tap ISI equalizer for optical filter bandwidth greater 

than 31 GHz, Figure 4.14. However, when the signal spectrum bandwidth narrows, the 3-

tap MAP equalizer is not sufficient to compensate the narrow filtering induced ISI. The 

ICI of neighboring channels makes the center channel Nyquist pulses no longer 

orthogonal to each other, creating additional ISI-like effects. By introducing proper 

memory size, both ICI, ISI, and ICI induced ISI-like effects can be compensated. For 

example, when the MAP tap length is increased to six, an overall performance 
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improvement that is relatively insensitive to optical filter bandwidth is observed. 

Importantly the 6-tap MAP equalizer yields performance within 2 dB of the single 

channel performance for optical filter bandwidth from 27 to 37.5 GHz. Furthermore, 

using a narrow optical filter bandwidth to reduce ICI and incur slightly more ISI the 15-

tap LMS-ISI equalizer does not perform as well as the 6-tap MAP-ICI equalizer. The 

minimum BER occurs at different optical filter bandwidth for different compensation 

techniques. The conventional LMS-ISI equalizer is optimum at the narrowest optical 

filter bandwidth of about 27 GHz and the 3-tap MAP-ICI canceller is optimized near 31 

GHz. 

 

 

Figure 4.14. Required OSNR to achieve a BER of 3×10
-3

 at different optical filter 

bandwidths for system without ICI and ISI equalization and with LMS-ISI or MAP-ICI 

compensation techniques (channel spacing=baud rate) [101]. 

 

 

 The MAP-ICI algorithm performance for a system with optimal optical filter 

bandwidth is depicted in Figure 4.15. The MAP-ICI cancellation recovers over 5 dB 
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OSNR penalty for the near optimum 30 GHz optical filter at a BER of 10
-3 

and 

outperforms the LMS-ISI equalizer by 2.5 dB. 

 

 

Figure 4.15. BER versus OSNR without ICI and ISI equalization and with LMS-ISI or 

MAP-ICI at optimal optical filter bandwidth (channel spacing=baud rate). Single channel 

reference is obtained with the LMS-ISI equalization [101]. 

 

 

 

Figure 4.16. Required OSNR to achieve a BER of 3×10
-3

 system without ICI and ISI 

equalization and with different types of compensation techniques after different 

transmission distance (channel spacing=baud rate) [101]. 
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Propagation through multiple fiber spans results in additional challenges for any 

receiver based ICI canceller including residual chromatic dispersion (after CD 

compensation) and nonlinear effects, Figure 4.16. We have examined performance at 

BER=3×10
-3

 after propagation through multiple spans of SSMF with the optical filter 

bandwidth set at 31.25 GHz and launch power at 2 dBm, which insures some nonlinear 

penalty. The SSMF has an attenuation of 0.2 dB/km and a nonlinear coefficient of 1.165 

/km/W. In each span, the EDFA optical amplifier with 6 dB noise figure compensates 

span loss. The transmitter laser and LO laser are assumed to be perfectly aligned in the 

frequency domain both with a linewidth of 0.1 MHz. Because of nonlinearity the required 

OSNR increases with transmission distance. Compared to the system without ICI and ISI 

compensation, the LMS-ISI equalizer offers a 2 dB gain to achieve a BER of 3×10
-3

 and 

ICI compensators offer a 4 dB gain. With a 6-tap MAP canceller, a further 0.5 dB gain is 

observed. Importantly, at a long transmission distance where nonlinear penalties are 

apparent in the no equalizer case, both MAP and LMS ICI cancellers yield increased 

benefits demonstrating their ability to compensate nonlinear penalties. 

 

Table 4.1.Number of real additions and multiplications for LMS-ISI, LMS-ICI and MAP-

ICI (𝑝 is the tap number. 𝐿 is the sequence length). 

Equalizers Additions Multiplications 

LMS-ISI (8𝑝 + 4)𝐿 (8𝑝 + 8)𝐿 

LMS-ICI (24𝑝 + 12)𝐿 (24𝑝 + 24)𝐿 

MAP-ICI (3𝑝4𝑝 − 1)𝐿 4𝑝4𝑝𝐿 
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 The computational complexities of MAP-ICI and LMS-ISI and LMS-ICI vary 

significantly. For comparison we tabulate the number of real additions and 

multiplications for each compensation method, Table 4.1. 𝑝 is the tap number. 𝐿 is the 

sequence length. The 15-tap LMS-ICI requires 372𝐿 additions and 384𝐿 multiplications 

whereas 6-tap MAP-ICI requires 73727𝐿 additions and 98304𝐿 multiplications. 

4.3.3 Simplified Frequency Domain ICI Compensation 

 Conventional LMS-TDE (time domain equalizer) can be implemented by block-

LMS to enable parallel processing and hence improves computational efficiency. 

Recently, it has been demonstrated that the frequency domain implementation of block-

LMS-TDE based on overlap-save method can further reduce the complexity even at small 

tap length and are capable of operating at multiple samples per symbol [105]. The 

frequency domain implementation is preferred if there is large relative time delay 

between each sub-channel and large tap length is required. In this work, we propose a 

method which further reduces the computation complexity of the frequency domain ICI 

equalizer. 

 The principle of the frequency domain adaptive equalizer is described as the 

following. For a 50% overlap, the 𝑇/2 -spaced frequency domain equalizer (FDE) 

overlap-save method processes input block of 2𝑃 = 4𝐿  samples and delivers 𝐿  output 

samples, where 2𝐿 is the TDE filter tap length and is also the number of overlapping 

samples between two consecutive blocks. A straightforward implementation involves a 2𝑃-inverse fast Fourier transform (IFFT) of the FDE output 𝒁 and followed by a time 

domain down sampling to keep the samples at maximum eye opening. An alternative 

method is to perform the down sampling in frequency domain [105]. Let 𝒁 =
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(𝑍0, ⋯ , 𝑍2𝑃−1) and the corresponding time domain sequence is 𝒛 = (𝑧0, ⋯ , 𝑧2𝑃−1). We 

denote the even and odd sample of z by 𝒛𝒆 = (𝑧0, 𝑧2⋯ , 𝑧2𝑃−2)  and 𝒛𝒐 = (𝑧1, 𝑧3⋯ , 𝑧2𝑃−1) . The DFT of 𝒛𝒆  and 𝒛𝒐  is 𝒁𝒆 = (𝑍𝑒,1, ⋯ , 𝑍𝑒,𝑃−1)  and 𝒁𝒐 =(𝑍𝑜,1, ⋯ , 𝑍𝑜,𝑃−1) , Eq. 4.18-4.19. The fast Fourier transform (FFT) of even and odd 

samples of 2P-input 𝒚 can be calculated in a similar manner. The even and odd filter 

coefficients 𝑪𝒆 = (𝐶𝑒,1, ⋯ , 𝐶𝑒,𝑃−1)  and 𝑪𝒐 = (𝐶𝑜,1, ⋯ , 𝐶𝑜,𝑃−1)  are updated separately 

using the same error, which is calculated by taking the difference between the L-length 

optimal output and the decision device. The even and odd coefficients 𝑪𝒆 and 𝑪𝒐 need to 

be combined to form a 2𝑃-length FD weight vector 𝑪 = (𝐶0, ⋯ , 𝐶2𝑃−1) as in Eq. 4.20 

DFT even and odd samples (0 ≤ 𝑙 ≤ 𝑃 − 1): 𝑍𝑒,𝑙 = (𝑍𝑙 + 𝑍𝑙+𝑃)/2                                           (4. 18) 
𝑍𝑜,𝑙 = (𝑍𝑙𝑒𝑗2𝜋𝑙2𝑃 + 𝑍𝑙+𝑃𝑒𝑗2𝜋(𝑙+𝑃)2𝑃 )/2                     (4. 19) 

Combine even and odd coefficients: 

𝐶𝑙[𝑘] = {𝐶𝑒,𝑙[𝑘] + 𝐶𝑜,𝑙[𝑘]𝑒−𝑗2𝜋𝑙2𝑃  , 0 ≤ 𝑙 ≤ 𝑃 − 1              𝐶𝑒,𝑙−𝑃[𝑘] + 𝐶𝑜,𝑙−𝑃[𝑘]𝑒−𝑗2𝜋𝑙2𝑃 , 𝑃 ≤ 𝑙 ≤ 2𝑃 − 1      (4. 20) 

Since only high frequency band of subchannels are overlapped, we further reduce 

the computation complexity by setting the side-subchannel spectra in the non-overlap 

band to zero. We denote the ratio of the number of non-zero coefficients to the FD weight 

length (2𝑃) by 𝑀 and find that more than half of the weights can be set to zero without 

performance degradation. Therefore, the corresponding coefficients 𝑪 and output Z for 

side-subchannels are also zeros and thus the implementation of Eq. 4.18-20 and the 

gradient constraint process can be simplified. Take 𝑀 =0.5 and one side sub-channel as 

an example, half of the coefficients vector 𝑪  are zero, and thus Eq. 4.20 can be 
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simplified. The product computation complexity of 𝑪 and FFT output 𝒀 for side channels 

is reduced by half. The example of the implementation block diagram is shown in Figure 

4.17. 

 

Overlap 2L 

samples

FFT

DFT of Even/

odd samples

DFT even 

samples
IFFT

Drop First 

L points

Combine even/

odd Coef.

Conjugate

FFT
Prefix L 

zeros

IFFT

FFT

Zero last L 

points

Desired 

Response

Z-1 Z-1

Gradient 

Constraint

Gradient 

Constraint

Gradient 

Constraint

y
Ye Yo

Z Ze

C

Ce Co

Zero non-

overlapped 

band

Y



 

Figure 4.17. Frequency domain adaptive equalization block diagram (highlighted block is 

for side subchannels). 

 

 

 Simulation results are used to demonstrate the advantages of the proposed FDE 

for ICI cancellation for a 3×28 Gbaud PM-QPSK system. The receiver DSP block 

includes: CD compensation, CMA based 7-tap equalizer for polarization demultiplexing, 

the square and filtering timing recovery, Viterbi-Viterbi carrier recovery, 𝑇/2-spaced 

standard LMS-ICI or simplified block frequency domain equalizer for ICI cancellation. 

The TDE tap lengths are chosen to be 20 to cover both ICI and ISI. 

In Figure 4.18, with the narrowing of channel spacing, severe crosstalk is 

introduced and each of the ICI canceller methods show more than 5 dB OSNR gain when 
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channel spacing equals to the baud rate. The FDE with 𝑀 = 1  and 𝑀 = 0.5  shows 

comparable performance with the LMS-ICI. To demonstrate the algorithms are valid at 

high spectral efficiency region, the channel spacing is set equal to the baud rate and 

optical filter bandwidth is varied, Figure 4.19. When the optical filter bandwidth is less 

than 33GHz some of the crosstalk is suppressed and M can be further reduced to 0.3 with 

performance equal to 𝑀 = 1 and within 2 dB of the single channel no ICI result. With the 

presence of a large amount of crosstalk, slightly performance degradation at 𝑀 = 0.3 

presents due to the factor that the overlapped band is larger. 

 

 
Figure 4.18.Required OSNR at BER=10

-3
 versus channel spacing with TDE/FDE for ISI 

or ICI cancellation (Optical filter bandwith is 37.5 GHz). 
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Figure 4.19. Required OSNR at BER=10

-3
 versus optical filter bandwidth with TDE or 

FDE for ISI or ICI cancellation (Channel spacing is 28 GHz). 

 

The transmission system consists of multiple spans of SSMF with attenuation of 

0.2 dB/km and nonlinear coefficient of 1.165 /km/W. In each span, the EDFA optical 

amplifiers with 6dB noise figure compensate span loss. With TDE/FDE ICI cancellation, 

~2 dB OSNR gain is observed for 640 km transmission, Figure 4.20. 

 
Figure 4.20. Required OSNR at BER=10

-3
 versus launch power with TDE/FDE for ISI or 

ICI cancellation (optical filter bandwidth is 31.25 GHz and channel spacing is 28 GHz). 



 85 

4.4 Viterbi-Viterbi Algorithm based Joint Carrier Recovery 

 If the carrier of each subchannel is frequency and phase locked, we may jointly 

compensate the phase of each subchannel. The narrowly spaced phase locked carriers are 

generated by phase modulating a single laser source, Figure 4.21. The driving frequency 

equals to the channel spacing. The output of the modulator can be analytically 

represented by  𝑥(𝑡) = cos(𝜔𝑐𝑡 + 𝐴 ∙ cos(𝜔𝑚𝑡) + 𝜙)= 𝐽0(𝐴) cos(𝜔𝑐𝑡 + 𝜙) + 𝐽1(𝐴) cos ((𝜔𝑐 + 𝜔𝑚)𝑡 + 𝜋2 + 𝜙)− 𝐽1(𝐴) cos ((𝜔𝑐 − 𝜔𝑚)𝑡 + 𝜋2 + 𝜙) + 𝐽2(𝐴) cos((𝜔𝑐 + 2𝜔𝑚)𝑡 + 𝜋 + 𝜙)− 𝐽1(𝐴) cos((𝜔𝑐 − 2𝜔𝑚)𝑡 + 𝜋 + 𝜙)+⋯                                                                                                                  (4. 21) 
where 𝜔𝑐 is the angular frequency of the carrier, 𝜔𝑚the driving tone and 𝜙 is the phase of 

the carrier. The first three terms represent the carriers of the three sub-channels. The 

amplitudes of the carriers are controlled by the power of the driving signal and 𝐽𝑛(𝐴) is 

the Bessel function. Each sub-carrier is separated and amplified. The phase of the 

subchannel has the same trend with a constant 𝜋 2⁄  offset between the 𝜔𝑐 and (𝜔𝑐 ± 𝜔𝑚) 
tones. Therefore, it is possible to jointly extract the phase of the three sub-carriers during 

the demodulation process. 
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Figure 4.21. Generation of the phase locked sub-carriers based on Bessel expansion. 

 

 

 The sampling of each sub-channel should be synchronized, so that the adjacent 

channel information can be aligned with the desired channel for joint DSP. Likewise, to 

make the joint carrier phase recovery possible, the generation of LO lasers should follow 

the same procedure as the transmitter lasers. The proposed join DSP block diagram is 

shown in Figure 4.22. We use three channels for demonstration and this configuration 

can be scaled to multiple channels. After ADC, the data for each channel goes through 

the electrical dispersion compensation, polarization demultiplexing, and timing recovery 

independently. Then, the synchronous information from three channels is fed into the 

joint carrier phase recovery block. 
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Figure 4.22. Joint Viterbi-Viterbi carrier phase recovery block diagram. 

 

 

The cross channel joint carrier phase estimation is applicable in carrier locked 

systems. The procedure is developed based on the Viterbi-Viterbi algorithm and the 

detailed principle can be explained as follows. The incoming complex low pass signal 

from each channel (both X-pol and Y-pol) is first raised to the M
th

 power to remove data 

dependencies. Then, the three data streams are averaged. For narrow linewidth lasers, the 

laser phase noise can be considered to be slowly varying with time. Therefore, we sum 

several symbols to remove additional noise. After that, the argument of the output is 

divided by 𝑀 and the phase is unwrapped. Finally, the jointly estimated phase error is 

used to correct the phase of each sub-channel. The merits of the joint carrier phase 

estimation lie in two aspects: first, by performing additional averaging of the side 

channels, more ASE noise can be removed. Second, since the two outside channels 

always have less crosstalk than the center channel, we found that we can use only the 

phase information from two outside channels to obtain a more accurate phase estimation. 
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 To investigate the effectiveness of the proposed joint signal processing concept in 

the super-channel WDM systems, we perform numerical simulations for a three-channel 

28 Gbaud PM-NRZ-QPSK system using RSoft OptSim. At the transmitter, the QPSK 

signals are modulated onto several phase locked subcarriers. These sub-channels are 

spectrally shaped by 3.5
th

 order Super-Gaussian optical filter, with a 38 GHz 3 dB 

bandwidth. At the receiver, the incoming signals are separated and fed into the 

corresponding coherent receivers for O/E conversion. The circulation loop test consists of 

8×80 km Allwave fibers. For simplicity, inline dispersion compensation is used to 

guarantee that the phase noise remains the same among sub-channels. For the electronic 

dispersion compensation case, the variation of group velocity delay between each channel 

needs to be taken into consideration. The linewidth of the laser is fixed at 0.1 MHz and 

the transmitter and LO lasers are assumed to be perfectly aligned. 

 Figure 4.23.a shows the BER versus OSNR before and after joint carrier phase 

recovery with different channel spacing. We observed a consistent benefit at various 

channel spacing. It is because the more ASE has been averaged out. Figure 4.23.b shows 

the span test results for a three-channel case, in all cases the joint carrier recovery 

demonstrates an improved performance. In the nonlinear regime (2 dBm) where the 

nonlinear phase noise is large, the joint Viterbi-Viterbi algorithms can make the system 

less vulnerable to phase slip. 
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Figure 4.23. a) BER versus OSNR with and without joint carrier phase recovery at 

different channel spacing. b) BER versus OSNR with and without joint carrier phase 

recovery at 31.25 GHz channel spacing after 8×80 km fiber propagation. 

 

 

4.5 Chapter Summary 

 As DWDM systems move to tighter channel spacing for higher capacity ICI is 

likely to incur a significant penalty. We have proposed and demonstrated a new “super-
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channel” receiver design and three ICI cancellation schemes that effectively mitigate ICI 

penalties. 

In the proposed “super-receiver” architecture, each channel is synchronously 

sampled at the receiver such that information from each channel can be aligned and used 

for further joint DSP. Exploiting this new receiver structure, we evaluated three ICI 

cancellation algorithms based on the MAP detection, the linear time domain, and the 

simplified frequency domain adaptive ICI equalizer. Meanwhile the necessary DSP 

procedures that enable the ICI compensation have been demonstrated. Simulation results 

have shown that all of the proposed algorithms outperform the conventional LMS-ISI 

equalizer, successfully mitigating the impairments caused by the ICI and dramatically 

reducing the need to manage the net optical system bandwidths. Lastly, we demonstrated 

that even with near optimal optical bandwidths receiver based ICI cancelling yields 

significant benefits, suggesting that non-ideal Nyquist-WDM superchannel designs may 

benefit from the methods demonstrated here. 

MAP-ICI demonstrated slight better performance than the LMS-ICI both in linear 

and nonlinear regimes. The frequency domain ICI compensation can be simplified 

without sacrificing the performance. 

In a system with phase locked carriers, the joint carrier recovery can be used, 

which estimated the carrier phase error using the baseband signal information from all the 

subchannels. The proposed approach has demonstrated improved BER performances both 

in linear and nonlinear regimes compared to a system with a single channel carrier phase 

recovery and is more tolerant to carrier phase slip. 
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CHAPTER 5 

GAUSSIAN NOISE MODEL BASED IN-BAND CROSSTALK 

ANALYSIS 

 

 Transmission penalties for long haul optical transmission systems primarily 

originate from ASE noise accumulation; Kerr effect induced nonlinear interference 

(NLI); ISI due to hardware bandwidth limitations; ICI from neighboring transmission 

channels; and in-band crosstalk primarily caused by finite isolation of the ROADMs. 

 Among the mentioned penalties, the ASE noise impairment can be accurately 

modeled and measured. The conventional OSNR directly leads to the prediction of the 

BER given the ASE noise power. We note, though, the challenges associated with 

accurate measurements of the OSNR in systems with Nyquist or closely spaced channels. 

With respect to NLI, the direct computation of nonlinear propagation, via the nonlinear 

Schrodinger equation (NLSE), in dispersion managed (DM) links is unwieldy and the 

performance is hard to predict [46]. Owing to the advent of coherent detection with DSP, 

links with the uncompensated chromatic dispersion (UT) have become a viable and 

preferred option. Sufficient accumulated CD drastically distorts the signal pulse shapes in 

the time domain, significantly changing the signal propagation, in contrast to DM 

systems, rendering the highly dispersed signals as noise-like [44-46, 106-108]. Consider 

common QPSK or QAM signals: the histogram of the received signal amplitude (in-

phase or quadrature) takes on statistically independent zero-mean Gaussian distributions 

after several kilometers of fiber transmission [44, 46, 106, 107]. Even after receiver DSP, 

the statistical distribution of each of the received constellation points appears to be 
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Gaussian. Therefore, it is possible to model the NLI as excess additive Gaussian noise, 

which can be added in a root mean square (RMS) fashion to the ASE noise. The 

conventional OSNR can be recalibrated to account for nonlinear effects and leveraged as 

a performance prediction. The ISI and ICI Gaussian contributions have been investigated 

using the statistical distribution of the constellation points under both impairments [46]. 

Similarly, both the ISI and ICI impairments can be treated as Gaussian noise and added to 

the ASE noise and NLI noise in a RMS fashion for performance prediction. Generally the 

computation of the ISI and ICI requires the back-to-back system sensitivity calibration 

with and without the presence of the two penalties. 

 In-band crosstalk is an important linear impairment that arises from the add-drop 

element in ROADM-enabled DWDM system. The in-band crosstalk usually varies in 

power and shape, and may cause significant performance degradation [39-42]. Thus, it is 

desirable to find a way to characterize the in-band crosstalk induced penalty and be able 

to quantitate the in-band crosstalk noise power and add it the GN model. 

 So in the following section, we will incorporate the in-band crosstalk noise to the 

Gaussian noise model and use the generalized OSNR to predict the performance. The 

nonlinear parametric interference between the crosstalk and the signal will be studied. 

The following discussions are based on a PM-QPSK system. 

5.1 The Gaussian Noise Model 

The GN model has been extensively used for nonlinearity assessment in DUM 

optical links. In this work, we extend the GN model to capture the in-band crosstalk 

penalty both in the linear and nonlinear regimes. We first review the relation between 

BER and the OSNR. 
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 Assuming linear propagation in an ideal, ASE-noise-limited optical channel and 

neglecting PDL, the BER can be expressed as a function of 𝑂𝑆𝑁𝑅𝐴𝑆𝐸 for any coherent 

system exploiting QPSK or QAM modulation, including PM systems [46]. Specifically, 

for PM-QPSK system, it is: 

𝐵𝐸𝑅 = 𝜱(𝑂𝑆𝑁𝑅𝐴𝑆𝐸) = 12 𝑒𝑟𝑓𝑐 (√𝐵𝑟𝑒𝑓2𝑅𝑠 𝑂𝑆𝑁𝑅𝐴𝑆𝐸)          (5. 1) 
Where 𝑒𝑟𝑓𝑐(∙) is the error function [104]. 𝑅𝑠  is the transmission signal baud rate and 𝐵𝑟𝑒𝑓 is the 0.1 nm ASE noise bandwidth. 𝑂𝑆𝑁𝑅𝐴𝑆𝐸  is the optical signal-to-ASE noise 

ratio: 

𝑂𝑆𝑁𝑅𝐴𝑆𝐸 = 𝑃𝑐ℎ𝑃𝐴𝑆𝐸                                                (5. 2) 𝑃𝑐ℎ is signal transmission power per channel. 𝑃𝐴𝑆𝐸  is the ASE noise power defined over 

the 0.1 nm bandwidth. The ASE noise in the transmission link comes from the inline 

EDFA. Given the number of transmission spans, 𝑁𝑠, EDFA gain, 𝐺, and EDFA noise 

figure, 𝑁𝐹, the ASE noise power from the amplifiers is estimate by [107]: 𝑃𝐴𝑆𝐸,𝑎𝑚𝑝 = 𝑁𝑠𝐺ℏ𝜔𝑁𝐹𝐵𝑁                                     (5. 3) 
Where ℏ is Plank’s constant and 𝜔 is the reference frequency. If considering the loaded 

ASE noise at the end of the transmission, 𝑃ASE is the total ASE noise from the inline 

amplifiers and the added ASE noise power, 𝑃𝐴𝑆𝐸,𝑎𝑑𝑑𝑒𝑑 (0.1  nm bandwidth): 𝑃𝐴𝑆𝐸 = 𝑃𝐴𝑆𝐸,𝑎𝑚𝑝 +𝑃𝐴𝑆𝐸,𝑎𝑑𝑑𝑒𝑑                             (5. 4) 
Invoke the two assumptions that both the crosstalk and nonlinear noise can be modeled as 

additive Gaussian noise, statistically independent of ASE noise, a generalized 𝑂𝑆𝑁𝑅𝑡𝑜𝑡 
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can be defined in Eq. 5.5. With the generalized 𝑂𝑆𝑁𝑅𝑡𝑜𝑡, the BER under the impairments 

of nonlinearity and crosstalk is expressed as 𝜱(𝑂𝑆𝑁𝑅𝑡𝑜𝑡). 𝑂𝑆𝑁𝑅𝑡𝑜𝑡 = 𝑃𝑐ℎ𝑃𝐴𝑆𝐸 + 𝑃𝑒𝑓𝑓𝑋𝑇 + 𝑃𝑁𝐿𝐼                       (5. 5) 𝑃𝑒𝑓𝑓𝑋𝑇  is the effective crosstalk noise power that is actually causing the performance 

degradation and is quantitatively the same as the ASE noise. 𝑃𝑁𝐿𝐼 is the nonlinear noise 

power caused by both the transmission signal and the crosstalk. It is computed from the 

nonlinear PSD generated using the FWM approaches. We consider the case when the 

nonlinear noise generated in each span is accumulated in each span incoherently. The 

corresponding nonlinear PSD after transmission through one span of fiber is: 𝐺𝑠𝑠,𝑁𝐿𝐼(𝑓) 
[107]: 

𝐺𝑠𝑠,𝑁𝐿𝐼(𝑓) = 1627𝛾2 ∬𝐺𝑡𝑥(𝑓1)∞
−∞ 𝐺𝑡𝑥(𝑓2)𝐺𝑡𝑥(𝑓1 + 𝑓2 − 𝑓) 

∙ | 1 − 𝑒−2𝛼𝐿𝑆+𝑖4𝜋2𝛽2𝐿𝑆(𝑓1−𝑓)(𝑓2−𝑓)2𝛼 − 𝑖4𝜋2𝛽2(𝑓1 − 𝑓)(𝑓2 − 𝑓)|2 𝑑𝑓1𝑑𝑓2   (5. 6) 𝐺𝑡𝑥(𝑓) is the transmission PSD. For the system without crosstalk addition, we denote the 

transmitted PSD as 𝑆(𝑓) . Then 𝐺𝑡𝑥(𝑓)  equals 𝑆(𝑓)  The nonlinear PSD amplitude is 

directly proportional to the span length, 𝐿𝑠, and decreases with increasing attenuation, 𝛼, 

or dispersion, 𝛽2. The 1−𝑒−2𝛼𝐿𝑆+𝑖4𝜋2𝛽2𝐿𝑆(𝑓1−𝑓)(𝑓2−𝑓)2𝛼−𝑖4𝜋2𝛽2(𝑓1−𝑓)(𝑓2−𝑓)  term is akin to the FWM efficiency. The total 

nonlinear PSD of the signal after 𝑁𝑠 span transmission is in Eq. 5.7. 𝐺𝑆𝑖𝑔,𝑁𝐿𝐼(𝑓) = 𝐺𝑠𝑠,𝑁𝐿𝐼(𝑓) ∙ 𝑁𝑠                                               ( 5. 7) 
The nonlinear power is usually defined as the integration of the nonlinear PSD 𝐺𝑠𝑖𝑔,𝑁𝐿𝐼(𝑓), within the 0.1 nm bandwidth, 𝐵𝑁 , similar to the conventional ASE noise 

definition. This is likely to be true when the signal spectrum is flat, for example, Nyquist 
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shaped signals. Otherwise, we may need to consider the nonlinear power in larger 

bandwidth. 

𝑃𝑠𝑖𝑔,𝑁𝐿𝐼 = ∫ 𝐺𝑆𝑖𝑔,𝑁𝐿𝐼(𝑓)𝑑𝑓𝐵𝑁/2−𝐵𝑁/2                                      (5. 8) 
For the system with crosstalk addition, the nonlinear PSD is generated similarly as in Eq. 

5.6. Denote the crosstalk PSD as 𝑋(𝑓) , the total transmitted PSD becomes 𝐺𝑡𝑥(𝑓) =𝑆(𝑓) + 𝑋(𝑓). 
 The linear impairment, such as ISI and ICI, is estimated by the back-to-back 

transmission system sensitivity with and without the presence of linear impairments [46]. 

Since crosstalk generally varies in power and in shape, the back-to-back performance 

needs to be measured multiple times to count for the dynamic properties of the crosstalk. 

In this work, we demonstrate an efficient way for the 𝑃𝑒𝑓𝑓𝑋𝑇  assessment with the 

knowledge of the transmitted signal PSD for various crosstalk power and shapes. We 

start out by introducing the in-band crosstalk spectral weighting metric, which is an 

essential step for 𝑃𝑒𝑓𝑓𝑋𝑇 evaluation. 

5.2 Weighted In-band Crosstalk Metric  

 Standard crosstalk power ratio (𝜑𝑋𝑇) measures the crosstalk power (𝑃𝑋𝑇) that falls 

in the transmission channel bandwidth 𝑓0 and compares it to the signal power (𝑃𝑐ℎ), Eq. 

5.9. 𝑋(𝑓) and 𝑆(𝑓) are the crosstalk and transmission signal PSDs respectively. For a 

certain crosstalk shape, 𝜑𝑋𝑇  describes the performance penalty at different crosstalk 

power. However, it is insufficient to quantify the system penalty brought by different 

crosstalk shapes, as the crosstalk impairment is spectra associated. It follows a general 

rule that at a fixed 𝜑𝑋𝑇, the crosstalk happens near the center of the transmission signal 

spectra is more detrimental than the one happens near the edges [39-42]. 
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𝜑𝑋𝑇 = 𝑃𝑋𝑇𝑃𝑐ℎ = ∫ 𝑋(𝑓)𝑑𝑓𝑓0∫ 𝑆(𝑓)𝑑𝑓𝑓0                                               (5. 9) 
𝜑𝑋𝑇𝑤 = 𝑃𝑋𝑇𝑤𝑃𝑐ℎ = ∫ 𝑋(𝑓) · 𝑊(𝑓)𝑓0 𝑑𝑓∫ 𝑆(𝑓)𝑑𝑓𝑓0                          (5. 10) 

Where 𝑊(𝑓) = 𝑘 ∙ 𝑆(𝑓) and 𝑘 = ∫ 𝑆(𝑓)𝑓0 𝑑𝑓∫ 𝑆2(𝑓)𝑑𝑓𝑓0  

 To account for the non-uniform spectral content of in-band crosstalk, a weighted 

crosstalk metric (𝜑𝑋𝑇𝑤) has been proposed, Eq. 5.10. It measures the weighted crosstalk 

power ( 𝑃𝑋𝑇𝑤 ) by applying a weighting function 𝑊(𝑓)  to the crosstalk PSD and 

normalized to the signal power. The scaling factor 𝑘  is defined such that when the 

crosstalk signal has the same spectral attribution as the transmission signal, Eq. 5.10 is 

the same as Eq. 5.9 [39-41]. If 𝑋(𝑓) is out of the transmission band, 𝜑𝑋𝑇𝑤 equals to 0. If 𝑋(𝑓) = 𝑆(𝑓), 𝜑𝑋𝑇𝑤 equals to 1. 

 The weighted crosstalk metric is demonstrated via RSOFT OptSim. Both the 

primary transmission signal and the crosstalk are NRZ-PM-QPSK modulated with a bit 

rate equals to 112 Gb/s. The crosstalk data source is independent of the transmission 

signal. The crosstalk is shaped and then dispersed to ensure it is noise-like. A 50 GHz 

grid (3.5
th

 order SuperGaussian optical filter) is applied at the transmitter to mimic the 

real transmission system. The crosstalk and transmission signal power are measured after 

the 50 GHz grid. At the receiver side, after photodetection, the received electrical signals 

are filtered individually by a 10
th

 order Bessel low pass electrical filter with 22 GHz 

bandwidth. The sampling rate is set at 80 Gsamples/s and the DSP is the same as Section 

3.2. 
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Figure 5.1. Rsoft simulation configuration for transmission system with in-band crosstalk 

addition. 
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Figure 5.2. Crosstalk shaping filters, transmission signal PSDs and crosstalk PSDs. 

 

 

 We demonstrate the weighted crosstalk metric for a 28 Gbaud PM-QPSK system 

with PSD illustrated in Figure 5.2. Five crosstalk shapes are investigated with type 1 has 

the same PSD shape as the transmitted signal and type 5 has the most crosstalk power at 

the edges. The crosstalk is delayed by SSMF fiber. The input crosstalk power to the 

delaying fiber is small such that nonlinearity can be ignored. The Gaussian characteristic 

of the crosstalk signal is investigated by exploring the back-to-back received signal 

properties with no ASE noise presented. Even with a small dispersion (20 km SSMF), the 
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constellation of the transmission signal under the impairments of type 1 and type 5 

crosstalk (𝜑𝑋𝑇𝑤=-13 dB) is Gaussian-like, Figure 5.3.a and b. The statistical distribution 

of the received signal is investigated by the histogram plot of the signal amplitude. Fig. 

5.3.c and d. The Gaussian distribution with the same variance as the signal samples is 

shown to fit well with the signal samples. Based on this analysis, we can conclude that 

the crosstalk signal appears to be Gaussian and can be treated as an additional Gaussian 

noise contribution. 
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Figure 5.3. PM-QPSK received constellation in the absence of ASE noise under the 

impairments of in-band crosstalk 𝜑𝑋𝑇𝑤=-13 dB: a) type 1 crosstalk, b) type 5 crosstalk; 

Histogram of the received signal points about their statistical average: c) type 1 crosstalk, 

d) type 5 crosstalk. 
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 In real transmission systems, crosstalk is usually at least one span away from the 

transmission signal, so in the following simulation, all the crosstalk signals are delayed 

with 80 km SSMF. The OSNR penalty for five types of crosstalk is demonstrated for 

back-to-back transmission in Figure 5.4. Before weighting, the same OSNR penalty 

occurs over a large range of crosstalk powers, Figure 5.4.a). By applying the weighting 

metric in Eq. 5.10, an excellent correlation between the OSNR penalty and weighting 

crosstalk is observed, Figure 5.4.b). The same OSNR penalty is expected at a given 𝜑𝑋𝑇𝑤 

for various crosstalk shapes. We investigate the OSNR penalty versus 𝜑𝑋𝑇𝑤 when the 

crosstalk signal is shaped ASE noise and compare the performance with the case when 

dispersed PM-QPSK is the crosstalk source. For all types of crosstalk, the OSNR penalty 

is close to the ASE noise reference, which supports our assessment that the crosstalk 

signal is statistically Gaussian distributed and is essentially colored ASE noise. 
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Figure 5.4. OSNR penalty versus a) crosstalk and b) weighted crosstalk at BER=3×10
-3

 

for five types of crosstalk shapes of back-to-back transmission systems. 
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5.3 Equating Crosstalk Noise and ASE Noise 

 The weighted crosstalk metric treats all crosstalk equally with respect to the BER 

performance. However, 𝑃𝑋𝑇𝑤 is not equal to 𝑃𝑒𝑓𝑓𝑋𝑇 and is not equivalent to ASE noise 

since the weighting crosstalk metric uses the transmission signal PSD as a reference. 

Considering that the ASE noise is defined over 0.1 nm bandwidth and the signal PSD 

usually has bandwidth greater than 0.1 nm, only a portion of 𝑃𝑋𝑇𝑤 counts towards the 

BER degradation. Thereafter, a crosstalk-to-ASE weighting factor 𝜂 is introduced to treat 𝑃𝑋𝑇𝑤 quantitatively as ASE noise: 𝑃𝑒𝑓𝑓𝑋𝑇 = 𝜂𝑃𝑋𝑇𝑤                                                (5. 11) 
For a given signal PSD, it is anticipated that 𝜂 is a constant for various crosstalk types at 

different 𝑃𝑋𝑇𝑤 . Crosstalk is independent of the ASE noise, therefore, 𝜂 shouldn’t vary 

with ASE noise power. Based on the above discussion, for a given signal PSD, once 𝜂 is 

known for one crosstalk type, it is applicable for other crosstalk types. Therefore, the 

theoretical 𝜂 can be computed by considering a special case when the crosstalk signal is 

white ASE noise. 𝑃𝑒𝑓𝑓𝑋𝑇 is essentially 𝑃𝐴𝑆𝐸 , which is the integration of the crosstalk PSD 

(white ASE noise) over the center 0.1 nm bandwidth. Moreover, with the knowledge of 

the transmission signal PSD and crosstalk PSD (white ASE noise), 𝑃𝑋𝑇𝑤 is calculated by 

the weighting metric in Eq. 5.10. Finally, 𝜂 is calculated by 

𝜂 = 𝑃𝑒𝑓𝑓𝑋𝑇𝑃𝑋𝑇𝑤 = ∫ 𝑋(𝑓)𝑑𝑓𝑐𝑒𝑛𝑡𝑒𝑟 0.1𝑛𝑚 𝐵𝑊∫ 𝑋(𝑓)𝑊(𝑓)𝑑𝑓𝑓0                            (5. 12) 
Since a 50 GHz grid is applied to both the crosstalk and the transmission signal, the 

integration bandwidth is limited to be 50 GHz. Take an example of the 28 Gbaud PM-
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QPSK system with the transmitted signal PSD illustrated in Figure 5.2, the predicted 𝜂 

value is 0.41. 
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Figure 5.5. BER versus 𝑂𝑆𝑁𝑅𝐴𝑆𝐸,𝑑𝐵 for back-to-back 112 bits/s PM-QPSK transmission 

with and without crosstalk impairments and the theoretical performance curve (dashed 

line). 

 

 Simulations are carried out in the back-to-back transmission system to validate 

the theoretical 𝜂 value. Suppose the back-to-back transmission system sensitivity with 

and without crosstalk impairments is known in Figure 5.5 and the PSDs of the 

transmission signal and crosstalk are given Figure 5.2. According the BER and 𝑂𝑆𝑁𝑅𝐴𝑆𝐸 

relation in Eq. 5.1, a linear relation exists between 𝑂𝑆𝑁𝑅𝐴𝑆𝐸,𝑑𝐵  and 𝑙𝑜𝑔10[(𝑒𝑟𝑓𝑐−1(𝐵𝐸𝑅)] [47], Figure 5.5. As real transmission systems exhibit imperfect 

modulator extinction ratios, quantization noise, equalization and etc., there is a mismatch 

between the theoretical (dashed line) and the simulated system performance (green line) 
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for back-to-back 112 bits/s PM-QPSK system. We consider the deviation as a change in 

slope and offset [47]. Therefore, 𝑂𝑆𝑁𝑅𝐴𝑆𝐸,𝑑𝐵 is represented in terms of BER as: 

 𝑂𝑆𝑁𝑅𝐴𝑆𝐸,𝑑𝐵 = 𝑝10𝑙𝑜𝑔10𝜱−1(𝐵𝐸𝑅) + 𝑞                          (5. 13) 
and 

𝜱−1(𝐵𝐸𝑅) = (2 𝑅𝑠𝐵𝑟𝑒𝑓 (𝑒𝑟𝑓𝑐−1(2𝐵𝐸𝑅))2)                        (5. 14) 𝑝 and 𝑞 are calculated by fitting (in the least square sense) the theoretical and simulated 

curves. 

 BER degrades when the crosstalk is introduced, Figure 5.5. The effective 

crosstalk noise needs to be taken into account for the generalization of 𝑂𝑆𝑁𝑅𝑋𝑇, Eq 5.15, 

such that the 𝑂𝑆𝑁𝑅𝑋𝑇 versus BER relation can still be described by Eq. 5.14. 

𝑂𝑆𝑁𝑅𝑋𝑇 = 𝑃𝑇𝑥,𝑐ℎ𝑃𝐴𝑆𝐸 + 𝑃𝑒𝑓𝑓𝑋𝑇                                 (5. 15) 
For any BER points on the BER versus 𝑂𝑆𝑁𝑅𝐴𝑆𝐸,𝑑𝐵 curve with crosstalk impairment, 𝑂𝑆𝑁𝑅𝑋𝑇,𝑑𝐵  is computed through Eq. 5.15 and 𝑂𝑆𝑁𝑅𝐴𝑆𝐸,𝑑𝐵  is known. 𝑃𝑒𝑓𝑓𝑋𝑇  is then 

computed by: 

𝑃𝑒𝑓𝑓𝑋𝑇 = 𝑃𝑇𝑥,𝑐ℎ𝑂𝑆𝑁𝑅𝑋𝑇 −  𝑃𝑇𝑥,𝑐ℎ𝑂𝑆𝑁𝑅𝐴𝑆𝐸                           (5. 16) 
As the transmission signal and crosstalk PSDs are given, 𝑃𝑋𝑇𝑤  is calculated using the 

weighting crosstalk metric in Eq. 5.10. Finally 𝜂 is computed by Eq. 5.12. 
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Figure 5.6. Calculated weighting factor 𝜂 versus 𝑂𝑆𝑁𝑅𝐴𝑆𝐸,𝑑𝐵 for back-to-back 

transmission with crosstalk impairments and the theoretical predicted 𝜂=0.41 (dashed 

line).  

 

 

 The calculated 𝜂  versus 𝑂𝑆𝑁𝑅𝐴𝑆𝐸,𝑑𝐵  at different weighted crosstalk 𝜑𝑋𝑇𝑤  are 

illustrated in Figure 5.6, with the corresponding crosstalk and transmission signal PSDs 

are presented in Figure 5.2. In all cases, the calculated 𝜂 is around the predicted values 

0.41. As expected, 𝜂 is a constant at different crosstalk powers and is independent of ASE 

noise. Type 5 crosstalk gives a slightly higher 𝜂 than the theoretical values, which is 

corresponding to the OSNR penalty results in Figure 5.4.b. We believe it is because for a 

given 𝜑𝑋𝑇𝑤, the total 𝜑𝑋𝑇 that enters the receiver is high for type 5 crosstalk such that the 

equalization effect on the crosstalk noise becomes noticeable. The variation of 𝜂 brings 

less OSNR difference at low 𝜑𝑋𝑇𝑤 than high 𝜑𝑋𝑇𝑤. Because at low 𝜑𝑋𝑇𝑤, the dominant 

impact is the ASE noise, a variation of 𝜂 is overshadowed by the ASE noise. 
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Figure 5.7. a) PM-QPSK transmission signal PSDs with Nyquist pulse shaping (rolloff is 

0.1) at 16 Gbaud, 28 Gbaud and 32 Gbaud. The dashed line is the crosstalk PSD. b) 

Calculated 𝜂 for systems with Nyquist signaling. Crosstalk powers vary from -19 dB to -

13 dB. Dashed lines are the theoretical 𝜂. 

 

 

 The variation of 𝜂  with the transmission signal properties is also investigated. 

Suppose the transmission signal PSDs are PM-QPSK Nyquist shaped (rolloff is 0.1) with 

baud rate equal to 16 Gbaud, 28 Gbaud, and 40 Gbaud, Figure 5.7.a and the crosstalk is 

the 112 Gbit/s NRZ-PM-QPSK signal. The calculated 𝜂  is presented in Figure 5.7.b, 

comparing to the theoretical 𝜂: 0.76 ,0.45 and 0.3. In all cases, the calculated 𝜂 follows 

well with the theoretical values. 𝜂 increases with the decreasing of baud rate, as the same 

ASE noise power measured within 0.1 nm bandwidth is more detrimental when the signal 

spectra occupies less bandwidth. 

5.4 Performance Predictions and Nonlinear Crosstalk Analysis 

 In the following section, the system’s performance is predicted using the GN 

model. The crosstalk induced penalty is investigated both in the linear and nonlinear 

regime. The transmission signal and crosstalk properties are described in section 5.2. 
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5.4.1 Performance Predictions  

 Start with the back-to-back transmission system performance prediction with 

crosstalk impairments. Suppose the back-to-back sensitivity is known for a system 

without the presence of crosstalk. Obtain 𝑝 and 𝑞 in Eq. 5.13 by least square fitting the 

theoretical and simulated BER versus 𝑂𝑆𝑁𝑅𝐴𝑆𝐸,𝑑𝐵 curves. Apply the weighted crosstalk 

metric in Eq. 5.10 for the computation of 𝑃𝑋𝑇𝑤. Then calculate 𝑃𝑒𝑓𝑓𝑋𝑇  using Eq. 5.12 

with 𝜂  equals 0.41. Substitute 𝑃𝑒𝑓𝑓𝑋𝑇  and the 𝑃𝐴𝑆𝐸  in to Eq. 5.15 for 𝑂𝑆𝑁𝑅𝑋𝑇 

computation. 𝑃𝐴𝑆𝐸  in back-to-back transmission is the purposely loaded ASE noise at the 

end of transmission. Finally, 𝑂𝑆𝑁𝑅𝑋𝑇  is used in Eq. 5.13 for BER predictions. The 

predicted OSNR penalty versus weighted crosstalk 𝜑𝑋𝑇𝑤 is compared with the simulated 

results in Figure 5.8. Only one prediction curve is showing up for five types of crosstalk, 

because the same α is used for different crosstalk types. We notice that the predictions 

are mostly accurate at φXTw≤-15 dB, with less than ±0.2 dB deviation shown between the 

predicted and simulated results. As expected, the predicted result overlaps with the ASE 

noise reference.  
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Figure 5.8. Predicted and measured OSNR penalty versus weighted crosstalk for five 

types of crosstalk shapes for back-to-back transmission. 
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 The span test is carried out at 14×90 km SSMF transmission. The launch power is 

-4 dBm and 5 dBm in the linear and nonlinear regime respectively. The performance 

prediction in the linear regime follows the same procedure as the back-to-back 

transmission. 𝑃𝐴𝑆𝐸  includes the ASE noise loaded at the end of transmission and 

originated from the EDFAs. Given the EDFA configurations such as the noise floor, 

amplifier gains and etc., the ASE noise from the EDFAs can be calculated by Eq. 5.3. 

Similar OSNR penalty shows up comparing with the back-to-back transmission. The 

predicted curve matches well with the simulated results. 
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Figure 5.9. Predicted and measured OSNR penalty versus weighted crosstalk for five 

types of crosstalk shapes in linear regime 14×90 km SSMF transmission (𝑃𝑐ℎ=-4 dBm). 

 

 

 In the nonlinear regime, we first estimate the nonlinear PSD using the GN 

nonlinear analysis. We investigate here the case when nonlinear noise accumulated 

incoherently. With the presence of crosstalk, we consider the total transmission PSD as 𝑋(𝑓) + 𝑆(𝑓) , since crosstalk and transmission signals are considered as independent 
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signals. Moreover, after several kilometers of fiber transmission, the transmission signal 

together with the crosstalk has been fully dispersed to be noise like, the FWM analysis is 

still applicable to the system with crosstalk impairments. 

 Once 𝑃𝑁𝐿𝐼 is computed, it is substituted into Eq. 5.5 for 𝑂𝑆𝑁𝑅𝑡𝑜𝑡 calculation and 

finally 𝑂𝑆𝑁𝑅𝑡𝑜𝑡  is applied into Eq. 5.13 for BER prediction. The nonlinear regime 

performance prediction example is shown in Figure 5.10. OSNR penalty follows a similar 

trend as in the linear regime. The prediction is accurate when φXTw≤-15 dB. In practical 

WDM system, the crosstalk ratio is designed to be lower than -16 dB, so the prediction is 

applicable to evaluate the system performances. The predicted OSNR penalty is slightly 

higher for type 5 crosstalk, as it has the highest transmission power. However, a larger 

OSNR penalty spread is observed compared with the linear regime performance even at 

small 𝜑𝑋𝑇𝑤 . We contribute this to the fact that the performance mismatch among 

different crosstalk types in the linear regime transmission has been enhanced due to the 

contribution of signal induced nonlinearity. Comparing with the global OSNR penalty in 

the nonlinear regime with the linear regime transmission, there is an enhanced OSNR 

penalty. It might be caused by the nonlinear parametric interaction between crosstalk and 

signals; or simply by the presence of the nonlinear noise which ensures that the ASE 

contribution is lower and further increases in additional noise sources result in large 

penalty [109]. In the following section, we will study the crosstalk induced nonlinear 

noise via the aid of GN model.  
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Figure 5.10. Predicted and measured OSNR penalty versus weighted crosstalk for five 

types of crosstalk shapes for nonlinear regime 14×90 km SSMF transmission (𝑃𝑐ℎ=5 

dBm). 

 

 

5.4.2 Crosstalk induced Nonlinear Noise Analysis 

 We investigate the crosstalk induced nonlinear noise after 14×90 km SSMF fiber 

transmission with 𝑃𝑐ℎ=5 dBm. We denote the nonlinear PSD computed via the FWM 

model as 𝐺𝑆(𝑓) and 𝐺𝑆𝑋(𝑓) of the transmission signal without and with crosstalk addition 

respectively. The net crosstalk induced nonlinear PSD is computed by 𝐺𝑋(𝑓) =𝐺𝑆𝑋(𝑓) − 𝐺𝑆(𝑓). Figure 5.11 exemplifies 𝐺𝑋(𝑓) for five crosstalk types. Even at 𝜑𝑋𝑇𝑤=-

13 dB, 𝐺𝑋(𝑓) carries less weight comparing with other penalties: the linear crosstalk and 

signal induced nonlinearity.  
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Figure 5.11. Transmission signal PSD: 𝑆(𝑓), Crosstalk PSDs 𝑋(𝑓), transmission 

nonlinear PSDs with and without crosstalk addition: 𝐺𝑆(𝑓) and 𝐺𝑆𝑋(𝑓) . crosstalk 

induced nonlinear PSDs 𝐺𝑋(𝑓) (weighted crossalk is -13 dB, 14×90 km SSMF fiber 

transmission, 𝑃𝑐ℎ=5 dBm). 

 

 

 To make a further assessment of the crosstalk induced nonlinear noise, we 

compare the nonlinear noise power with the linear crosstalk noise power. Define the 

nonlinear crosstalk 𝜑𝑁𝐿𝐼,𝑋𝑇 as the ratio of the integration of 𝐺𝑋(𝑓) to the transmission 

signal power 𝑃𝑐ℎ, similar to the definition in Eq. 4. A comparison between 𝜑𝑁𝐿𝐼,𝑋𝑇 and 𝜑𝑋𝑇𝑤 is shown in Figure 5.12.a. 𝜑𝑁𝐿𝐼,𝑋𝑇 scales linearly with the 𝜑𝑋𝑇𝑤, as the dominant 

nonlinearity is the mixing between crosstalk and transmission signal. It increases with the 𝜑𝑋𝑇𝑤  due to the enhanced crosstalk-signal beating in the nonlinear regime at high 

crosstalk powers. Type 5 crosstalk delivers the highest nonlinear noise because for the 

same 𝜑𝑋𝑇𝑤  it has the highest 𝜑𝑋𝑇  comparing with other crosstalk types. Overall, the 𝜑𝑁𝐿𝐼,𝑋𝑇 is much smaller than 𝜑𝑋𝑇𝑤. 
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Figure 5.12. a) Nonlinear crosstalk  versus linear weighted crosstalk, b) Nonlinear 

weighted crosstalk  versus linear weighted crosstalk for five crosstalk types after span  

transmission (𝑃𝑐ℎ=5 dBm). 

 
 

Figure 5.11 depicts the 𝐺𝑋(𝑓) at 𝜑𝑋𝑇𝑤=-13 dB. Generally, 𝐺𝑋(𝑓) carries similar 

spectral shape as the crosstalk shapes 𝑋(𝑓). In order to better quantify the crosstalk 

induced nonlinearity, we weight the nonlinear PSD 𝐺𝑋(𝑓) towards the signal PSD, Eq. 

5.10. We denote the weighted nonlinear crosstalk 𝜑𝑁𝐿𝐼,𝑋𝑇𝑤 as the ratio of the weighted 

nonlinear crosstalk power over the transmission signal power. All the crosstalk types 

bring small but similar 𝜑𝑁𝐿𝐼,𝑋𝑇𝑤, with type 5 has slightly higher nonlinear noise. The 

crosstalk induced nonlinear noise probably doesn’t play significant role in system 

performance degradation at practically existing crosstalk powers for single channel 

transmission.  

 In summary, the weighted nonlinear crosstalk has small but similar values for in-

band crosstalk with different spectral shapes. Major performance degradation is due to 

the signal induced nonlinearity and linear crosstalk addition. 
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5.5 Experimental Validations 
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Figure 5.13. Experimental setup for PM-QPSK with crosstalk addition. 
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Figure 5.14. OSNR penalty versus a) crosstalk, b) weighted crosstalk (𝑃𝑐ℎ=-1 dBm), c) 

crosstalk, d) weighted crosstalk (𝑃𝑐ℎ=3 dBm) [110]. 
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 We experimentally investigate the crosstalk impairments after 8×83 km TWRS 

fiber transmission at different launch powers for 112 Gbits/s NRZ-PM-PQSK system, 

Figure 5.13, with the crosstalk spectra similar to Figure 5.2. 

 The weighting metric has been applied to the linear and nonlinear regime 

transmission. Consistent with the simulation results, OSNR penalty converges for five 

crosstalk types after applying the weighting metric, Figure 5.14. The overall OSNR 

penalty is higher both in the linear and nonlinear regime due to extra penalty from the 

loop switch implementation. In the nonlinear regime, and increased OSNR penalty is 

observed. 
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Figure 5.15. BER versus OSNR for system with and without crosstalk impairments in 

back-to-back, linear, and nonlinear regimes (type 1 crosstalk, weighted crosstalk is -15 

dB). 

 

 

 To demonstrate the net penalty due to crosstalk addition both in the back-to-back, 

linear, and nonlinear regime, we use the generalized OSNR, the loop penalties need to be 
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computed. Assume the loop penalty is modeled as additive Gaussian noise and it a pure 

linear impairment, the loop penalty power 𝑃𝑙𝑜𝑜𝑝 can be used to generalized the OSNR. 

The generalized OSNRs in the back-to-back, linear and nonlinear regime are defined as 

following: 

𝑂𝑆𝑁𝑅𝑏𝑡𝑏 = 𝑃𝑐ℎ𝑃𝐴𝑆𝐸                                            (5. 17) 𝑂𝑆𝑁𝑅𝑙𝑖𝑛𝑒𝑎𝑟 = 𝑃𝑐ℎ𝑃𝐴𝑆𝐸 + 𝑃𝑙𝑜𝑜𝑝                               (5. 18) 𝑂𝑆𝑁𝑅𝑙𝑖𝑛𝑒𝑎𝑟 = 𝑃𝑐ℎ𝑃𝐴𝑆𝐸+𝑃𝑙𝑜𝑜𝑝+𝑃𝑠𝑖𝑔,𝑁𝐿𝐼                            (5. 19)  
Where 𝑃𝑠𝑖𝑔,𝑁𝐿𝐼 is the transmission signal induced nonlinear noise. Now that we have the 

system performance curves in the back-to-back, linear and nonlinear regimes, along with 

the generalized OSNR definition, 𝑃𝑙𝑜𝑜𝑝  and 𝑃𝑠𝑖𝑔,𝑁𝐿𝐼  can be computed. The plot of the 

BER versus the generalized OSNR should overlaps in all cases, Figure 5.15. 
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Figure 5.16. PSDs of primary transmission signal and crosstalk. 

 

 

We experimentally measured the BER versus OSNR for all six crosstalk PDSs of 

Figure 5.16 for crosstalk power ranging from -22 to -9 dB corresponding to a weighted 
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crosstalk power between -24 to -12 dB. We then compute the colored noise weighting 

factor 𝜂, Figure 5.17. In all cases, the experimentally determined 𝜂 is nearly constant for 

different crosstalk powers, is independent of ASE noise (OSNR), and is close to the 

theoretical value of 0.38. Type 3 exhibits a slightly higher value. This is likely the result 

of the variation in the dynamic equalization of the receiver decoder and is also apparent 

in the slightly higher OSNR penalty in Figure 5.18.b. We note that at low OSNR (high 

PASE) the ASE noise dominates and there is more uncertainty in the determination 𝜂. 
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Figure 5.17. Measured colored-to-white noise weighting factor for weighted crosstalk 

between -21 dB to -12 dB (different data marks) for each of the crosstalk PSDs of Figure 

5.16. The dashed line represents the theoretical expectation. 
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Figure 5.18. OSNR penalty versus a) crosstalk, b) weighted crosstalk for six types of 

crosstalk shapes in back-to-back 31.5Gbaud PM-QPSK transmission systems (BER=10
-

3
). Dashed line: GN model predicted performance. 

 

 

 We also demonstrate the use of 𝜂 as a design metric to predict the OSNR penalty 

via the GN model. Since the crosstalk penalty is a linear impairment, the demonstrated 

back-to-back capability suggests it is also applicable in the linear and nonlinear transport 

regimes for overall system performance prediction. Specifically, for a given crosstalk 

PSD, we evaluate 𝑃𝑋𝑇𝑤 and 𝑃𝑒𝑓𝑓𝑋𝑇 via Eqs. 5.10 and 5.11. Then 𝑂𝑆𝑁𝑅𝑋𝑇 is determined 

via Eq. 5.15 using 𝑃𝑒𝑓𝑓𝑋𝑇. Finally the BER is predicted by the measured 𝛷(𝑂𝑆𝑁𝑅𝑋𝑇). 
The results are shown as the dashed line in Figure 5.18. There is an excellent match 

between the measured results and the predicted results validating our methods.  

As in real transmission systems, the PDL between X/Y-pol of the crosstalk signal 

may significantly vary. We study the crosstalk PDL impact on the system performance by 

purposely introducing power imbalance for type 1 crosstalk with 𝜑𝑋𝑇𝑤 fixed at -17.7 dB. 

The BER vs. OSNR results demonstrate the system performance is insensitive to the 

crosstalk PDL, indicating the proposed work is valid at large crosstalk PDL. 
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Figure 5.19. BER versus OSNR at different crosstalk PDL value for type 1 crosstalk of 

weighted crosstalk power -17.7dB. 

 

 

5.6 Chapter Summary 

 In this work, the GN model has been extended to assess the in-band crosstalk 

induced performance penalty both in the linear and nonlinear regimes. We concluded that 

the in-band crosstalk is statistically Gaussian distributed, even after the crosstalk being 

dispersed for a short fiber distance. It can be added with the ASE and nonlinear noise to 

generalize OSNR for performance prediction. A crosstalk-to-ASE weighting factor has 

been introduced to treat the weighted crosstalk power quantitatively equivalent to ASE 

noise. The weighting factor has been shown to be transmission signal PSD dependent and 

don’t vary with crosstalk shapes and powers. It is combined with the crosstalk weighting 

metric for assessing the system performance under the impairments of in-band crosstalk. 

The crosstalk induced nonlinearity has been investigated via the aid of a GN nonlinear 

model. It has been shown that the crosstalk induced nonlinearity is weak both analytically 

and experimentally. 
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CHAPTER 6 

CONCLUSIONS 

 

We proposed two novel blind channel estimation techniques based on the DD-

LMS and the frequency domain method. Both experiments and simulations showed that 

the two algorithms were able to mitigate narrow band filtering and were very tolerable to 

the channel estimation noise. Tap length as low as ten can be used for channel 

compensation. It was also found that the frequency domain approach delivered slightly 

better performance than the DD-LMS approach and was more robust to the channel 

estimation noise because no receiver demodulation was performed. The frequency 

domain pre-shaper only needed to be estimated once and may compensate ISI effects for 

different baud rates, enabling a 50 Gbaud PM-QPSK (1.28 sample/symbol) transmission. 

The CD pre-compensation via the DAC was studied. The Nyquist filter implementation 

can be combined with the CD filter without adding additional computational complexity. 

The transmitter CD compensation was beneficial when the LO laser linewidth was large. 

 A novel super-receiver structure was proposed, where information from different 

subchannels was captured with synchronized sampling scopes, enabling a joint ICI 

mitigation. The pre-required techniques that enabled a successful ICI compensation were 

discussed; including the joint CD compensation, frequency shifting, and inter-channel de-

skew. Three different ICI compensation algorithms were introduced with their 

performance compared. All the ICI compensation methods demonstrated improved 

performance compared to the conventional ISI equalization. A joint carrier phase 



 118 

recovery was proposed and it was concluded that the joint carrier recovery was less 

vulnerable to the phase slip. 

 Lastly, we proposed the in-band crosstalk analysis and performance prediction 

using the GN model. Through a crosstalk weighting metric and a crosstalk to ASE noise 

weighting factor, we successfully incorporated the effective crosstalk noise in the GN 

model. The nonlinear parametric interaction between the crosstalk and transmission 

signal were discussed in the dispersion uncompensated link. It was concluded that the 

crosstalk induced nonlinearity was much smaller than its corresponding linear crosstalk 

power. 

6.1 Future Research Topics 

With the accessibility of high speed DACs, there are several aspects to expand 

current research topics. 

6.1.1 Transmitter Signal Processing 

The ongoing research investigates the linear pre-shaping for single channel 

applications, mostly in the back-to-back transportation regime. Therefore, the pre-shaping 

performances after fiber transmission, both in the linear and nonlinear regimes, need to 

be investigated. Because the high frequency components of the signal spectra are 

enhanced with pre-shaping which may introduce ICI penalty, it is desirable to study the 

pre-shaping effects in WDM systems. Meanwhile, the transmitter signal processing is not 

only limited to the channel bandwidth compensation, but also can be extended to driver, 

modulator, and transmission channel nonlinearity compensation. 
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6.1.2 Gaussian Noise Model Generalization 

The GN model has been applied to assess the in-band crosstalk penalty in the 

linear and nonlinear regimes, mostly for PM-QPSK system. It is desired to validate the 

weighted in-band crosstalk metric thoroughly for higher order modulation formats, such 

as PM-16QAM and PM-64QAM. 
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