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ABSTRACT 

The threshold improvement capabilities of feedback and band- 

dividing demodulation techniques are investigated for PM or FM signals 

having a large index and/ or deviation. The threshold performance of 

phase-locked and frequency-compressive feedback demodulators is 

analyzed and an optimum second-order phase-locked demodulator having 

a sinusoidal phase detector is developed and tested along with a conven- 

tional FM demodulator. Optimum higher-order loops are also derived 

as approximations to an optimum demodulator. Their threshold im- 

provement capabilities are established and a third-order loop is developed 

and tested. The cycle slippage with a sawtooth phase detector is also 

investigated. Finally, several band-dividing systems based on either 

direct demodulation or signal estimation techniques are analyzed and 

compared to the phase-locked demodulator insofar as possible. 
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Chapter I 

GENERAL INTRODUCTION 

This report summarizes the work performed at ADCOM, Inc. under 

Contract NAS 5-9011 during the period of July 1, 1964 - June 30, 1965. The 

purpose of the program is to study both theoretically and experimentally some 

promising FM threshold reduction techniques, in particular the feasibility of 

reducing threshold 3 db below that of a second order phase-locked loop (PLL) 

demodulator. 

The theoretical effort on the program was concerned with analytical 

studies of feedback and band-dividing demodulation techniques, while the 

experimental effort involved the investigation of different promising PLL de- 

modulation schemes. A conventional FM demodulator was also included for 

comparison purposes. The modulation waveforms were assumed to be large 

index PM or FM signals. 

The contents of the report can be summarized briefly as follows: 

Chapter II motivates feedback demodulators and characterizes the thresh- 

old performance of PLL demodulators while illustrating some of the analytical 

difficulties involved in their study. 

Chapter IIIpresents the logical design of the second order PLL demodu- 

lator. The optimum noise vs distortion compromise is established and lower 

bounds on the loop noise bandwidth and threshold are determined. 

Chapter IV establishes the theoretical improvement capabilities of 

higher!.order PLL demodulators as approximations to an optimum demodulator. 

The logical design of a third order loop is discussed in detail. 

Chapter V presents the experimental results obtained with the second and 

third order loops designed in the previous chapters. Also, this chapter discusses 

1 



the experimental results obtained when the sinusoidal phase detector is replaced 

by one having a sawtooth characteristic. 

Chapter VI presents the frequency-compressive feedback (FCF) demodu- 

lator and discusses its threshold performance and logical design, while illustrat- 

ing some of its uncertainties. 
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Chapter II 

THE PLL DEMODULATOR 

2.1 Introduction 

The interest in feedback demodulator structures can be derived from 

general considerations. The Youla approach is to assume a finite-duration 

message (having gaussian statistics) and additive gaussian noise and then 

derive the optimum waveform that maximizes the a posteriori probability of 

detecting the message. 
1 

The solution to the problem results in a set of implicit integral equa- 

tions which characterize the feedback structure. The formulation of the 

problem requires the entire message to be present and the structures obtained 

are usually unrealizable in real time. Still, the approximation with realizable 

systems can yield a real-time demodulator. The problem of the realizable 

maximum-likelihood demodulator has not yet been solved analytically. 

In the case of FM signals, the integral equation in question may be 

found to be 

T 
A(t) = +- j- Rmm 

5 

0 0 
wcE, + s m (x) dx] * mi (4) d.$ 

-00 
(2.1) 

where m(t), mi(t) and m(t) respectively represent the message, input (mes- 

sage plus noise) and output signals, No is the noise density assumed white, 

R mm(‘r) is the message autocorrelation function, wc is the carrier and l: m(x) dx 

is the output FM signal. A structure that performs this operation is shown 

in Fig. 1. The sin [ 1 term in Eq. (2.1) represents the VCO output and is 

mixed with the input signal, and this product is filtered by Rmm(7). This 

filter is unrealizable and the practical extension is to select realizable filters. 

The PLL demodulator follows directly from Fig. 1. The FCF 

demodulator is more complicated since part of the filtering takes place 

3 



Fig. 1 System representation of Eq. (2.1). 

at bandpass. Still, the overall closed-loop action is very similar to the 

PLL and analogous system equations result. 

2.2 The PLL Demodulator 

The analytical support of the PLL as an FM demodulator has been 

presented. We will now take a closer look at the PLL system and establishits 

signal-tracking and noise-rejection capabilities that eventually limit its thresh- 

old performance. The PLL system is best analyzed by a phase transfer model, 

a consequence of the fact that its behavior is tightly governed by the locking 

(phase error) conditions existing in the loop. Its threshold phenomena canbe 

estimated from the statistics of the phase error. 

The i-f input is assumed to be the sum of a CW signal plus a narrow- 

band gaussian random process,and the noise is decomposed into quadrature 

and cophasal components about the signal phase. This composite input may be 

written as 

x (0 
eif(t) = EC {[l + e]sinpct+ bs(t)]+ E pcos [act +b,(t,]} 

C C 

(2.2) 
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where E is the carrier amplitude, o 
C 

c is the carrier frequency, b,(t) is 

the signal phase, and x (t) and xc(t) are the quadrature and cophasal enve- 
cl 

lopes of the noise. Notice that the noise is decomposed about the modulated 

carrier phase and that the mean-square values of xq(t) and xc(t) will be 

similar to that of the original noise as long as the signal and noise are uncorrelated. 

The most common type of PLL demodulator uses a sinusoidal phase 

detector whose operation may be characterized as multiplying its i-f and 

VCO inputs. If the VCO output signal is represented by E. cos[w, +4,(t)], 

where +o(t) represents the PLL estimation of the i-f input phase, then the phase 

detector output is proportional to 

b,(t) #p) - +,ct, 1 
i 

(2.3) 

where high-frequency terms have been omitted since they are filtered within 

the loop. The phase transfer model of the PLL is then that shown in Fig. 2 

where F(p) represents the (unity d-c gain) loop filter, K is the loop gain and 

the VCO is assumed to have a linear characteristic. Ingeneral, the PLL be- 

haves as a randomly time-variant, nonlinear system. Notice that even in the 

absence of noise the system is still nonlinear (but time invariant) and canonly 

be linearized if small phase error conditions exist. 

2.3 ._ Noise and Threshold Performance of a PLL 

In the absence of noise, the loop design criterion is to provide the best 

possible reproduction of the signal phase at the VCO output. The model is then 

that of Fig. 3 with xq(t) = 0 as long as the signal tracking error, denotedas 

linear distortion error, satisfies sin b(t) w 4 (t). If this relation does not 

hold then a sinusoidal operator on the phase error is required and the error 

becomes a nonlinear distortion error. 

Assume now that a small amount of noise is added under linear distor- 

tion error conditions. Notice that the validity of the model of Fig. 3 not only 

5 
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requires sin 6 M I$ and xc(t) << EC but also cos 4 (t) w 1, the latter re- 

quirement being stronger than the linear approximation of the sine. If all 

these conditions are met, then the phase error is now formed by the linear 

distortion error plus a noise error caused by the contribution of x9(t) to 

the VCO output phase b,(t). 

The maximum static error the loop can tolerate without slipping a 

cycle is n rad. However, once the error exceeds 1r/2 then the system oper- 

ates in the unstable region of the sinusoidal detector characteristic and a 

cycle is slipped in returning to a stable point. The noise error is random 

in nature and will have a finite probability of exceeding ?r/2. For large SNR 

conditions at the VCO output (small noise errors) this probability is small 

and the loop remains essentially in a locked state. Moreover, if the SNR is 

large enough, the phase error excursions in the nonlinear region of the sinus- 

oidal detector are also rare and the linear model of Fig. 3 is valid almost 

all the time. 

As the noise is increased, the small phase error approximation breaks 

down and the model of Fig. 2 becomes necessary. The contribution from 

random terms to the VCO output gets larger and the relative frequency of phase 

peaks greater then r/2 is larger. As the noise is increased further, this fre- 

quency increases to the point where the loop slips cycles often enough to remain 

essentially out of lock. 

On this basis, it seems that two thresholds are pertinent in this system. 

The first one, defined as linear threshold, represents the departure from the 

linear model of Fig. 3 and will be characterized in a db-db plot of (SNR)out 

vs (SNR)i, by the departure from the linear relation existing above threshold. 

The second one, defined as nonlinear threshold, represents the transition region 

where the output SNR becomes unacceptable according to the user fidelity cri- 

terion. It is evident that this last threshold depends on the individual application 

in question and does not lend itself to a general systems comparison criterion. 

7 



We have included it in this discussion to warn the reader that the system 

performance below the linear threshold is not necessarily unreliable, as 

will be illustrated in some experimental results. 

The linear threshold also suffers from some arbitrariness when 

defining the phase error conditions at which the linear model ceases to be 

valid almost all the time. A knowledge of the phase error statistics will be 

very helpful in establishing a criterion since the probability of phase peaks 

exceeding 7r/ 2 could be formulated. However, the random noise error can 

be assumed to have gaussian statistics only as long as the linear model is 

valid and the evaluation of the large error statistics are a complex analytical 

problem. The use of a given mean-square value (or other measure) as a 

threshold phase error will be really informative when we can assign to it its 

correspondent relative frequency of peaks above a certain value, and to do 

this we must know the statistics. 

In any case, once the critical error (?r/2 for a sinusoidal phase detector) 

is exceeded, the slipping of a cycle appears as a new disturbance (besides the 

already existing noise) in the FM output signal. This signal is given by 

io(t) = K F(p) e[+<t>] (2.4) 

within a proportionality constant, and the occurrence of a peak above the critical 

error introduces a component in e[b(t)] d uring the transition to the new stable 

point. For instance, in the sinusoidal detector this component appears when 

the operating point moves along the negative slope of the sinusoid and back up 

to the new stable point of Fig. 4, while in a sawtooth detector it appears as 

a 2n step plus the term due to the return to the stable point as shown in Fig. 4. 

We know that the transition A+ (t) implies a net step of 2a whose shape 

is governed by the loop dynamics. This shape in turn governs the detector 

output e [ + W] and will eventually represent the FM disturbance. We cannote 

that the sawtooth detector may be expected to show a larger amplitude disturbance 



Fig. 4 Slip of a cycle. 

according to its characteristic but also a narrower one since its slope is always 

larger than that of the sinusoidal detector and on this basis it is not clear which 

of the two cases will contribute more disturbance power per cycle slipped to the 

FM output. The sawtooth detector seems to have an advantage in its probability 

of occurrence of such a disturbance as a consequence of its largest critical error. 

In any case, the demodulated disturbance will cause a reduction in the output 

SNR and a departure from linearity in the threshold curves which can be used to 

establish a threshold measure. 

2.4 Discussion of Certain Published Analyses 

During the development of the program, ADCOM performed a theoretical 

study of certain approaches used by different authors in the analysis of PLL 

demodulators. We now summarize these investigations. 

9 



(a) The “independent” noise model 

Perhaps the more relevant issue is the validity of the model shown in 

Fig. 5, where n(t) is an independent gaussian process having the same sta- 

tistics as the quadrature and cophasal components of the i-f input noise. It is 

very important to be aware of the assumptions inherent in this model due to its 

r -------------w----e-- 
1 

1 PHASE DETECTOR I 

1 f 

I 
4 (tl 

) Sin ( ) 
n(t) I 

E, 1 

I 

L -------------- ---,: 

4.=.(t) 

K 
- - c- F(P) c- P 

R- 260 

Fig. 5 Special model of a PLL demodulator. 
. . 
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popular use by various authors in different problems. In the absence of noise, 

there is clearly no distinction between this model and that of Fig. 2 with 

n(t) = xq(t) = x,(t) = 0. 

In order to discuss the noisy case, we will first derive th’e exact ex- 

pression of the random variable n(t). Consider the i-f additive noise decom- 

posed into quadrature and cophasal components about the unmodulated carrier 

phase so that Eq. (2.2) would read 

eif(t) = EC { sin [Ott + hs(t)] + s sinact + v cos Wet} 
C C 

where 

iiq(t) = xq(t) cos b,(t) + xc(t) sin b,(t) 

(2.5) 

(2. 6) 

G,(t) = - xq(t) sin b,(t) + xc(t) cos bs(t) (2. 7) 

Thus, multiplication with the VCO signal E. cos wet + b,(t) 1 yields a 

sinusoidal phase detector baseband output proportional to 

i (t) * 

sin 
[ 

bs(t) - ho(t) - +-sin +o(t) + E 1 * cos b,(t) 
C C 

CL 8) 

so that n(t) in Fig. 5 is exactly given by 

n(t) = - Gc(t) sin (b,(t) + Gq(t) cos b,(t) (2.9) 

At this stage, the procedure is to claim that n(t) is gaussian and has the 

same statistics as Gc(t) and ;iq(t), and hence those of xc(t) and xq(t). The net 

effect is thus to move the baseband noise through the phase detector without any 

change in its statistics. After this, we can forget about Eq. (2.9) and use n(t) 

as an independent input with the aforesaid statistics. 



The claim essentially states that the input and VCO noise components 

are uncorrelated. The fact that this is not the case, as shown by Eq. (2. 9), 

was properly acknowledged by Viterbi 
2 

in his discussion of the model inquestion. 
* 

The unknown issue is the actual effects of the approximation. We will try to 

illustrate some of the uncertainties with examples. 

The output FM signal of the PLL demodulator satisfies Eq. (2.4). For 

the two models of Figs. 2 and 5, the phase detector outputs are respectively 

e = (1 + 2) sin 4 + 1 cos 4 
C C 

for Fig. 2 (2.10) 

and 

for Fig. 4 (2.11) 

where the time dependence is implicit. These two expressions can be equalized 

through Eq. (2.9) and the claim is that we could also use Eq. (2.11) whileletting 

n(t) be an independent process having the same statistics as xc(t) and x,(t). 

As a first example of the assumptions involved in this claim, we now 

evaluate the mean-square phase detector output. The model of Fig. 5 yields 

“= X2 
sin2 + + - 

E2 C 
(2.12) 

-- 
where 2 x 

2 2 =x =.x 
C 9 

while that of Fig. 2 yields 

:k Develets uses the model of Fig. 5 but does not offer any new comment about 
its validity while Van Trees4 “proves” gaussianity twice (in case “one does not 
want to use this type of argument”) and both proofs depend on the a priori as- 
sumption of statistical independence between n(t) and b(t), which is not really 
the case. 

12 . 



- - 

2 
e = sin24 + E xc (2 +z)sin’(b 

C C 

2 

+G) 
X 

cos2+ + 2 2-i 
C EC 

( 
1 + 2 x ) sin + cos + 

C 

(2.13) 

and the last three terms of Eq. (2.13)will only yield the last term of Eq. (2.12) 

if b(t), i. e. , +,tt), is statistically independent of xc(t) and x,(t). The actual 

difference when this is not the case has not been discussed by any author. Notice 

that Eq. (2.10) can be rewritten as 

X X 

e = sin Jo + ++ + sin 4 - $(gy - g-J 
C C C 

(2.14) 

and the first two terms have contributions equivalent to those of Eq. (2.11) since 

n(t) is claimed to have the same statistics as xq(t). The effect of neglecting the 

last two terms in Eq. (2.14) has not been discussed either. 

Moreover, the logic behind the qualitative argument used to declare n(t) 

independent of b(t) ( see Ref. 2) is not limited to sinusoidal phase detectors but 

would also apply to any narrowband loop using other detector characteristic by 

simply substituting sin I#I by the detector functional. For example, the output 

of a tanlock phase detector 
7 

would appear as 

e = 
(1 + k) sin 4 

1 +kcos+ 

whereas the actual output can be found to be 

(1 +k) [ (1 +xc/Ec) sin $I + x /EC cos I#] 
e = 

1 + k [ (1 +xc/ EC) cos + - xq/ EC sin +] 

(2.15) 

(2.16) 

Notice that in this case the actual detector output cannot be even decomposed 

into a first term equal to the detector characteristic plus a second term that 

involves the noise explicitly, as in Eqs. (2.10) and(2.11). Again, the effects of 

using Eq. (2.16) instead of Eq. (2.15) when statistical independence between b (t) 

and n(t) is not allowed have yet to be evaluated. 

13 
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On the basis of these examples, it seems that a more profound under- 

standing of the VCO phase noise statistics and its dependence on (b(t) is needed 

to reject or permit the model of Fig. 5 in a given application. For instance, 

the use of Eq. (2.11)) or any other quasi-linear approximation, in threshold eval- , 

uation is as good (or bad) as that obtained using a linear dependence on I$ if the 

terms neglected in Eq. (2.14), such as xcb/Ecand 
3 5 

xqb2/2E 
C’ 

are found to be 

as significant as terms such as 4 /6 and (b /20 involved inthe nonlinear rela- 

tion. The answer to this question is not immediately obvious at all. 

(b) The work of Sanneman and Rowbotham 

The digital simulationof a second-order PLL by Sanneman and Rowbotham’ 

has produced an interesting result which was not fully developed in their paper. 

They used a sampled-data system to simulate the PLL; the sampling rate being 

chosen large enough to ensure correspondence with the continuous system. The 

computerized loop was supplied with a simulated carrier plus noise input and 

allowed to run (starting with prescribed initial conditions) until a break of lock 

occurred. A large number of runs were taken for each set of conditions so that 

an average time to unlock could be computed for various carrier-to-noise ratios 

and init ial conditions. 

The authors make an issue of the fact that the probability of unlocking 

in 7 seconds can be described by the empirical law. 

- 
-w T/W 7 

P(o,7) = 1 - e n n (2.17) 

- 
where 7 is the average time to unlockand w 

n 
is the resonance frequency. This 

function is simply the probability of one or more Poisson events in an interval 

w 7 and would be obtained for a model where the probability of unlock is con- 
n 

stant in any given time interval. In other words, their data supports the hy- 

pothesis that unlock events occur individually and collectively at random. 

14 



Of greater interest is the plot of average time to unlock versus phase c 

error given in their Fig. 12 . The abscissa of this plot is directly the rms 

phase error and the ordinate is the log of the normalized time to unlock. Viterb? 

has obtained an expression for the mean time to unlock for the filterless PLL 

which takes the form 

(2.18) 

where 2B1is the noise bandwidth of the loop. A plot of log Bny versus 1 /a 

yields a straight line. This result immediately suggests a replotting of Sand 

R’s Fig. 12 with an abscissa of l/a 
b”- 

Such a plot is shown in our Fig. 6. 

The data now yields a straight line. For both initial conditions equal to zero, 

S and R’s data is described by 

- 
W-T 

n 
(2.19) 

Equation(2.19) therefore appears to be an adequate empirical expression for the 

mean time to unlock in the second-order PLL, a result which Viterbi was un- 

able to obtain theoretically. The use of Eq.(2.19) is further justified by the 

fact that it is very similar to the theoretical result in Eq.(2.18)for the filterless 

loop. 

It is now possible to define a threshold value for m in terms of a pre- 

scribed number of unlocks per second. For example, a second-order loop 

having a 16 kc natural frequency (w 
n 

= 105) will have an average of 1 unlock per 

second at a mean-squared phase error of u b”= 0.15 rad2. For o ;= 1 as 

proposed by Develet 3,6 and others the corresponding unlock rate is 10,000 per 

second for wn/27r = 16 kc. 

These results are for an unmodulated carrier plus noise and zero steady- 

state phase error. If the mean -square phase error includes a random modulation - 

tracking error the unlock rate will certainly be no less than that given by Eq. (2.19). 

15 
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Fig. 6 Replot of data in Sanneman and Rowbotham’s Fig. 12. 
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Therefore, for audio-type loop bandwidths and a threshold defined by an un- 

lock rate of about 1 second the threshold occurs at a mean-square phase error 
2 

of 0.15 rad . The unlock rate is much more sensitive to the phase error than 

it is to the loop bandwidth; therefore, one need not be extremely precise in 

specifying the loop bandwidth or the exact unlock rate. For example, a 10 

times decrease in unlock rate corresponds to r~ b”= 0.123 instead of 0.15 or 

about 0.9 db difference in SNR measured in the loop bandwidth. 

On the basis of Sanneman and Rowbotham’s results, it thereforeappears 

that an appropriate threshold value of total mean-squared phase error in the 

second-order PLL is 0.15 rad2. At this level of error, the linearized model 

of the PLL is reasonably accurate. The average gain of the multiplier, as com- 

puted by Develet3, is 0. 93 instead of 1. The threshold criteria of Develet 3, 6 

and Van Trees 4 which are based upon a point of divergence of mean-squarephasy 

error in an approximate model yield unreasonably high rates of unlock. The 

divergence of phase error (or gross unlock in some sense) is a phenomenon 

associated with the particular model being used. This phenomenon of the model 

is not an adequate description of the random breaks of lock which are observed 

to occur near the threshold. 

(c) The work of Balodis 

We will first discuss the work of Balodis7 regarding the experimental 

threshold improvement capabilities of a tanlock phase detector over a sinusoi- 

dal one in a second order loop. In particular we will refer to Balodis’ Fig. 9 

which applies to a IO cps sinusoidal modulation. The curves represent threshold 

curves for the different systems under comparison: the minimum SNR (defined 

in some bandwidth) that allows above-threshold operation can be determined in 

terms of the modulation index and the total (distortion plus noise) loop phase 

error that characterizes the threshold, and a choice of a value for this thresh- 

old error then yields the curves. These curves are analogous to thosepresented 

in Chapter IV except for the bandwidth in which the SNR is defined. 
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A problem present in Balodis’ work is that he is using the same loop 

parameters for different modulation indices. While this is admissible for the 

loop gain and the damping factor, the noise bandwidth (or resonance frequency) 

should vary with. the index in order to achieve an optimum performance (see 

the results of Chapter III). Thus, for any proper choice of threshold error, the 

curves of Balodis’ Fig. 9 are only optimum at one index and their threshold 

performance can be improved at other indices by varying the noise bandwidth. 

For instance, on the basis of a linear model, Chapter III derives the optimum 

noise bandwidth for sinusoidal modulation in terms of the index 6 and the rms 

threshold error CT as 

112 

Bn 
= 1.26 (:) o 

m cps (2-20) 

where o 
m 

is the modulation frequency in radians. In turn, Balodis’ noise band- 

width satisfies 

Bn 
= 2.68 urn (2.21) 

so that if we assume his design as optimum, then we can equate Eqs. (2.20) and 

(2.21) to yield 

0 = 0.225 6 (2.22) 

Thus, for indices of 2, 5 and 10 such “optimum”design would result in rms 

threshold errors of 0.45, 1.125 and 2 rads (based on a linear model). Onthis 

basis, it is no wonder that the sinusoidal PLL requires an infinite SNR for in- 

dices larger than 10 according to Balodis’ results since it can only handle 1.57 

rad. The effect of properly varying the bandwidth when the index increases 

will be to remove the progressive increase of the slope in Balodis’ curves. 

Hence, we must claim that the threshold improvement capabilities of the tan- 

lock over the sinusoidal phase detector remain unknown except at one index in 

the curves. Even at this index, the use of the same loop design for the sinusoidal 
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and tanlock detectors cannot be optimum for both since they must have different 

threshold errors, i. e. , the tanlock accepts more error before going out of lock, 

and an equation such as Eq. (2.20) will yield different noise bandwidths. All we 

can say, again based on a linear model, is that the systems in Fig. 9 of Balodis 

will only be optimum at the index 

6 = 4.44 0 (2.23) 

as given by Eq. (2.22), where o is the threshold error which should be assumed 

different for the sinusoidal and tanlock detectors (perhaps even for the k = 0.7 

and k = 0.9 tanlocks). For example, the choice of o = l/2 rad as the sinusoidal 

detector threshold will determine the optimum index as 6 = 2.22 and at this 

point the tanlock (whether optimum or no.t) is giving about 1 db of improvement. 

Even if we use o = r/2 for the sinusoidal detector we cannot get further than 

6 = 7 and any higher value of (5 is clearly absurd for this detector. Any com- 

parison with the tanlock at other indices is unfair. 

2.5 Conclusion 

In this chapter we have presented the fundamental concepts in the theory 

of PLL demodulators with particular attention to its threshold behavior. The 

PLL demodulator is motivated as a realizable approximation to the maximum- 

likelihood FM demodulator. Its analysis is best carried out in terms of phase 

transfer models since its behavior is tightly governed by its locking error con- 

ditions. In general, the loop acts as a nonlinear time-variant model that can 

only be reduced to a linear time-invariant model under small error, high SNR 

conditions, a requirement-that is statistical in nature. 

The PLL threshold occurs when the cycle slippage due to phase error 

peaks larger than those allowed by the phase detector become often enough. This 

criterion is somewhat arbitrary and its formulation can only be attempted in 

terms of departure from the linear time-invariant model due to analytical com- 

plexity considerations. The cycle slippage appears as an additional disturbance 
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(besides random noise) in the demodulated FM signal thus reducing the output 

SNR and causing departure from linearity in the standard threshold plots. On 

this basis, a promising experimental approach for the determination of the 

threshold is to identify it to a preset departure from linearity. 

An evaluation of some pertinent published analyses is also included. The 

main issues discussed are: 

a) 

b) 

cl 

The validity of using a nonlinear time-invariant model 
where independent gaussian baseband noise is added at 
the output of the phase detector. The uncertainties and 
limitations introduced by this model are illustrated. 

The work of Sanneman and Rowbotham regarding the 
statistics of the unlock time of a PLL. Their analysis 
is extended to show the dependence of the average un- 
lock time as a function of the mean-square error 
existing in the loop on the basis of a linear model. 

The work of Balodis regarding the experimental com- 
parison of the threshold improvement capabilities of 
second order loops using sinusoidal and tanlock phase 

detectors. The fact that the experiments maintained 
a constant noise bandwidth as the modulation index varied 
is shown to introduce a serious limitation in the results. 
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Chapter HI 

THE SECOND ORDER PLL DEMODULATOR 

3. 1 Introduction 

In the present chapter, we will analyze the second order PLL demodu- 

lator and optimize its threshold performance. The linear, time invariant phase 

model of Fig. 3 is assumed as a starting point. This inherently assumes an 

approximation to the problem, since the loop phase noise and the additive input 

noise will show some statistical peaks that exceed the linearity and time invari- 

ancy conditions with a finite probability such that the model in question is not 

valid always. However, such behavior is assumed to have a small frequency of 

occurrence so that the model may be assumed as valid “almost all the time. ” 

The threshold phenomenon essentially represents the breakdown of this model 

and is characterized by the occurrence of the statistical peaks with a frequency 

larger than allowable. 

If the closed-loop phase transfer function referred to the VCO output is 

denoted by H(s), i. e., 

H(s) = KF(s) 
s+KF(s) 

(3. 1) 

then the loop phase error in tracking the message term +s is given by 

4 (s) = $s (s) - 4. (s) = +s (s) -H(s) I +s (s) + 4, (s)J 

= [l -H(s) -j +) -H(s) hn(s) (3. 2) 

where +n(s)=xq(s)/Ec represents the equivalent phase noise input. The first 

term is the message distortion error $e d while the second term is the noise 

error +e n. These two error contributibns must be optimally weighted under 
> 

some convenient criterion in order to minimize the total error. Thus, the loop 

design depends on the input message and noise characteristics. 
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Two different modulating signals will be considered: a PM message 

having a rectangular spectrum and a sinusoidal message. The first case will 

have more generality in the sense that it will yield a near-optimum design for 

a wide class of modulating signals. The second case will in turn be more use- 

ful in the experimental work since it will simplify keeping a close tag on the 

analysis assumptions as limitations after a system is built. The interesting 

note is that the optimum second order loop design for these two messages is 

extremely close to being almost equal, as will be made evident in the follow- 

ing s e ctions. 

The input noise will be assumed to be narrow-band gaussian with zero 

mean and a flat power density spectrum of @ watts/cps (one-sided). The pro- 

cess xq(t)/Ec characterizing the input phase noise will have the same properties 

except for a 1 /EC2 reduction in its power density spectrum. On this basis, the- 

mean-square noise error is given by 

4’ 2 e, n 

@B 
H(jw)12 g = ti rad 

2 

1 
(3. 3) 

where S1=Ec2/ 2 is the carrier power and B, = [ O” 1 H(jo) 1 2df is the equivalent 

phase noise bandwidth of the system in cps. 
103 

3. 2 The Second Order PLL Demodulator 

The second order loop is characterized by a loop filter of the form 

F(s) 

l+rls 

= 1+T2s 
(3. 4) 

so that the set of loop design parameters is (K, 7 1, T2.). The equivalent noise 

bandwidth for this loop can be found to be 
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1+ i 

Bn 
=K 72 

2 l+Krl cps 

Krl s++-) 

1 r2 
cps (3. 5) 

At this point it is useful to notice that this bandwidth uniquely specifies 

the noise error for a given normalized input noise density Q/S1 and phase noise 

statistics. In particular, several second order loops having different design 

parameters (K, r 1,~2) but the same noise bandwidth Bn will have the same 

mean-square noise error and their relative merits will only be determined by 

their message tracking (distortion error) capabilities. Notice the same state- 

ment is true independent of the order of the loop. On this basis, it is very use- 

ful to change the set of design parameters (K, T 1, 7 2 ) to a new set that includes 

Bn as one of its parameters. A look at the approximate relation in Eq. (3. 5) 

suggests the transformation 

1 
= aB 

K71 

71 
- 

n’ 
T2 

= (2-a)B 
n’ 

O<a<2 

which defines the new set of design parameters (K, Bn, a) by 

1 

r1 = aB,’ T2 = 

K K 

a( 2 -a)Bn2 

(3. 6) 

(3. 7) 

To be precise, the exact noise bandwidth is actually given by Bn/l+(aBn/K) due 

to the approximate sign in Eq. (3. 5). This expression approximates Bn for 

K/B,y>a, a reasonable relation since 0 < a < 2. 
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3. 3 Case of a Rectangular PM Message Spectrum 

We will first consider the case where the input 

rectangular form. 

Smb) = 
E for Iwj <cz 

0 otherwise 

phase spectrum has the 

(3.8) 

and the loop will be optimized using a mean-square criterion. The mean-square 

distortion error, expressed in terms of the new design parameter, is given by 

b 2 e; d 
= E62[mll-H(jw)12 g 

-03 

ti2cY4 2 
M 

5a2(2-a)2B 
4 rad 

n 

(3. 9) 

for I/~~>>]wI > > l/r2 and K/T~ >> w2, and where 6 represents the modulation 

index since 

03 

1 -03 
s,(w)g = 1 

This error will be minimized by 

error as a consequence of our choice of 

round of optimization results in K large 

given by 

(3. 10) 

selecting a=1 without altering the noise 

design parameters. Thus, the first 

and a=1 with a total mean-square error 

2 +, = % + 2 rad2 
5B 1 

n 

(3. 11) 
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The final step is to minimize with respect to Bn which yields 

s I/5 

Bn 
= cp 62014$) CPs 

and a minimum total mean-square error equal to 

-3 
4’ 

415 . 
= 2-12/5. 54/5. 5215 (q 

s1 
rad2 

Thus, if the threshold characterizing the breakdown of the linear model is 

chosen as o2 rad, then above-threshold operation implies 

s1 56 
l/2@ 

cp z 805:2 
watts 

watts I cpS 

(3. 12) 

(3. 13) 

(3. 14) 

and the input SNR at threshold can be directly found by dividing the right-hand 

side of Eq. (3. 14) by the i-f bandwidth in cps. 

It is of interest to note that the optimization results in the noise error 

term of Eq. (3. 11) being exactly 4 times larger than the distortion error term, 

and this statement has a one-to-one correspondence with Eq. (3. 12), i. e., it 

completely defines the optimum design. This fact implies that the minimized 

total error can be conceived as either 5 times the distortion or as 5/4 times 

the noise error. The first characterization can be used to establish the mini- 

mum optimum noise bandwidth by demanding the total error to be lower than 

the critical a2 value, and results in 

112 

Bn + Q! cps (3. 15) 

The second characterization can in turn be used to establish the SNR require- 

ments and results in 

(SNR)~ = -& 2 -FL 
n n 802 

(3. 18) 

from which Eq. (3. 14) can be derived with the aid of Eq. (3. 15). 
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3. 4 Case of a Sinusoidal Message 

Consider now the case where the modulating signal has the form 

+s(t) = 6 sin w t 
m (3. 17) 

In this case the distortion error will be sinusoidal with an amplitude given by 

14, d’ = 6 ‘l-H(jwm)’ rad J 

rz 6 rad (3. 18) 

for K/B,>> 2a, andby noting that the maximum value of a(2-a) is 1 and that K 

can be made very large, the first term in the root numerator may be neglected. 

Also, it seems reasonable to expect that either the first or the last term in the 

root denominator will predominate, except perhaps for a small range of w 

112 
m’Bn 

values, which results in a compression factor of the form (x/1+x) and xc<1 

is required if any noticeable compression is to occur. Hence, 

‘!b, ,I= 6wm2 rad (3. 19) 
J a(2 -a)Bn2 

and optimum behavior again occurs for a= 1 (and K large). 

A more exact analysis can be done by plotting the compression factor 

with only the first term in the root numerator being neglected, i. e., 

(2-a)(2-3a)+ a2(2-a)2 
-l/2 

‘4, I d’ = 6 r1 + 
Y2 Y4 

1 rad (3. 20) 
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where y = wm/Bn and the results are shown in Fig.. 7 for a constant 7, i. e., 

a given noise error. Theinterest is to operate at the largest possible abscissa 

in order to compress the modulation index as much as possible. Operation at 

y > 1 is inadmissible since no essential compression occurs, while operation 

at very small y’s is excellent though the price will be an extremely large noise 

bandwidth and noise error. In general, it is noted that a= 1 is optimum for 

y < 1 where a compression occurs. Moreover, for y < 0. 7 the approtimation 

of the abscissa by y (at a= 1) can be found to yield a negligible error. On this 

basis, our choice of Eq. (3. 19) with a= 1 is truly an optimum behavior. Notice 

finally that the neglected factor containing the wm /K term will not alter the 2 

choice but will only introduce a reduction in the assumed compression. 

Thus, the total mean-square error to be minimized with respect to the 

noise bandwidth is given by 

rad 
2 

(3. 21) 

and a comparison with Eq. (3. 11) shows that we can use the previous results 

replacing 01 by wm and 6 by d- 2. 5 6. Hence, the optimum noise bandwidth is 

then 

Bn 

4 s1 l/5 
= (4 d2wm m’ cps 

while the minimum total mean-square error is given by 

2 2-13/5 
415 

4’ 
2 = . rad 

and the above-threshold SNR requirement reads 

sl 
55/461 I2 

W 

cp 2 
m watts --- 

213/4,5/2 watts I cps 

(3. 22) 

(3. 23) 

(3. 24) 
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It can be checked that the optimization again results in the noise error 

being 4 times larger than the distortion error. The first characterization of 

the total error as 5 times the distortion error yields the minimum optimum 

noise bandwidth as 

l/4 112 

Bn 2 ($) ($) wm CPs (3. 25) 

while the second characterization of the total error yields the SNR requirement 

as 

(SNR)B = 2 2 - 
5 

n n 802 

(3. 26) 

Thus a comparison of the optimum second order PLL demodulators for 

the two modulating signals under consideration shows that: 

a) An optimum design occurs when K is large and a=1 in 
both cases. 

b) The minimum noise bandwidth is larger in the sinusoidal 
modulation case by a factor of (5/2)114 = 1. 26 when the 
two baseband message bandwidths are set similar (a = wm), 

as indicated by Eqs. (3. 15) and (3. 25). 

c) The input SNR at threshold is larger in the sinusoidal 
modulation case by the same (5/2)114 = 1. 26 = 1 db factor, 
as indicated by Eqs. (3. 14) and (3. 24). 

d) The loop SNR (i. e. , the SNR in the loop phase noise band- 
width) at threshold is the same in both cases, as indicated 
by Eqs. (3. 16) and (3. 26). This is a direct consequence 
of the fact that the same optimum relative weighting (1: 4) 
exists between the distortion and noise error terms in 
both cases. 

3. 5 Second Order Loop Design -- 

The experimental tests were conducted with a 1 kc tone as the modula- 

ting signal and on this basis the results of Sec. 3. 4 were used to design the 

loop. The modulation indices were chosen as 6= lo,20 and 30 and a mean- 

square phase error cr2=l/4 rad2 was assumed to characterize the threshold 
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a priori. The reliability of this last choice was checked experimentally and 

will be discussed later. 

The design logic is as follows: the value a = 1 has already been moti- 

vated as an optimum choice. The optimum noise bandwidth is then found by 

using Eq. (3. 25) for the three indices under consideration. Finally, the loop 

gain K is chosen large enough to satisfy the approximations involved in Sets. 

3. 2 and 3. 4, and this completes the loop design in terms of the set of param- 

eters (K, B_, a). The original set (K, T,, T.,) was then computed and the loop 

filter synthesized using the simple lag,reilization shown in Fig. 

design is now summarized with the following table: 

B,/w 

6 
BJkc) (cycles /Tad) K(sec-‘) Tl(l-lsec) 

- 

10 35.4 5.63 > 7 x lo5 28 

20 50.1 7.97 >12 x lo5 20 

30 61.3 9.76 >18 x lo5 16.3 

r,= RI C 

r2-(R, +R21C 

8. The 

KT12 

KT12 

KT12 

Fig. 8 Second order loop filter. 
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3. 6 Conclusion 

This chapter has presented the analytical optimization of second order 

PLL demodulators for the cases where the PM message has a rectangular spec- 

trum and for sinusoidal modulation. A novel advantageous technique consists 

of first replacing the conventional set of design parameters (K, T T ) by an- 
1’ 2 

other one that includes the equivalent noise bandwidth as an independent param- 

eter. The design logic is then to minimize the distortion error with respect to 

all parameters but the noise bandwidth, and finally to minimize the total error 

(distortion plus noise) with respect to this bandwidth. * 

The second order loops have been optimized (at threshold) for the two 

modulation messages in question under a mean-square error criterion and the 

two cases result in almost identical designs. In both cases we have the opti- 

mum a= 1 (same damping - see footnote). In both cases the minimum total 

error shows an optimum relative weighting equal to 4:l between noise and dis- 

tortion errors, which results in the same threshold SNR in the loop bandwidth. 

Also, the optimum noise bandwidths and input SNR’s at threshold differ by only 

1 db when the two baseband message bandwidths are set equal. The experi- 

mental design specifications are finally determined by assuming a mean-square 

error of l/4 rad 2 at threshold. 

Another popular set of design parameters is (K, wn, <) where wn is the 
resonance frequency and [ the damping factor of the linear transfer function 

H(s). While this last set can be closely identified in servo notation and 
linear transient analysis, it does not characterize the loop phase noise directly 
nor independently of the distortion. Moreover, the applicability of such 
set is questionable for higher-order loops while the noise bandwidth can always 
be taken as an ,independent and extremely informative parameter in any loop 

(e. g., different order loops having the same noise bandwidth need only be com- 
pared in their distortion behavior to establish the best one under a mean-square 
error criterion). In any case, the relation between the two sets is given by 

W 
n 

u l/a(2-a) 

>>a 
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Chapter IV 

HIGHER ORDER PLL DEMODULATORS 

4.1 Introduction 

In this chapter we will derive the optimum realizable (linear) PLL 

demodulator for the case where the PM message has a rectangular spectrum 

using a mean-square error criterion. The resultant optimum loop filter is 

then approximated by a set of functions that essentially characterize the loop 

order, and the performance of these higher-order loops is evaluated. A 

similar analysis for sinusoidal modulation becomes too complex because of the 

impulsive nature of the message spectrum and a study of the loop optimality 

when this input is used is limited to experimental results. 

On this basis, the baseband PM message is assumed to have a spectrum 

Sm(w) satisfying Eq. (3.10) and the problem is to find the optimum realizable 

transfer function H(s) that minimizes the total mean-square phase error. There 

exists a one-to-one correspondence between the transfer function H(s) and the 

loop filter F(s), as given by Eq. (3.1). It is of interest to note that in an ordi- 

nary open-loop filtering case we could omit the realizability condition and ap- 

proximate any unrealizable filter that results by introducing a delay between 

its input and output. However, in the PLL the loop filter output is used to form 

the instantaneous message reproduction so that we cannot use these techniques. 

4.2 The Optimum Realizable PLL Demodulator 

The total mean-square error to be minimized is formed by twoadditive 

terms: a distortion error given by 

ti2 Sm (w) I 1 - H(jw) I 2 E rad2 (4.1) 

where 6 is the modulation index, and a noise error given by Eq. (3. 3). The 

optimum realizable linear filter has been derived by Yovits and Jackson 
8 

and 

results in 
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11 - H(jw)12. = 2S ’ 

1+-+ 

while the minimum total error is given by 

2 
4 = $- JW log [l + 

2s1 
1 -W 

cp h2 Sm (~1 ‘g rad2 1 

(4.2) 

(4.3) 

Consider now the case where Sm(w) is given by Eq. (3.8) and for con- 

venience define the SNR in the message bandwidth o as 

2TS1 
A= - 

@cd 
(4.4) 

so that Eqs. (4.2) and (4.3) respectively become 

L 1 otherwise (4.5) 

and 

b2 = ; log (1 + * a2) (4.6) 

A plot of Eq. (4.6) as a function of the total error b2 is shown in Fig. 9. The 

choice of a threshold value will select one of the many possible curves which 

will then play the same role as Eqs. (3.14) and (3.24); it describes the threshold 

SNR as a function of the message parameters. 

4. 3 Approximation to the Optimum PLL Demodulator 

It is clear that to build a system having exactly the transfer function of 

Eq. (4.5) would require an infinite number of poles and zeros. However, we 

can certainly approximate it as closely as desired by using a system of high 

enough order. Because of the increase of complexity associated with higher 
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Fig. 9. Characteristics of optimum demodulator. 
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order filters we would like to keep the order, n, as small as possible while 

meeting a desired perrormance criterion. One way of approaching this prob- 
th 

lem mightbe to find the “best” n order filter by the following procedure. 

First, we would write the unknown filter F(s) in terms of 2(n-1) parameters 

as 

F(s) = n$ 
s+ a. 

i=l 
s + B ’ 

i 
(4.7) 

It is easily verified by Eq. (3.1) that this gives an H(s) with a denominator of 

order n. Next we could vary the 2(n-1) parameters al, cy2,. . . anml, P,, fi,, . . . 

B n-l 
so as to minimize the resulting mean-square loop error. This procedure 

would be obviously impractical for n reasonably large. Analternative approach 

is to assume more of the structure initially, leaving less parameters to be 

varied. 

Adopting the latter procedure, we notice that 11 - H(jw) 1 
2 

is equal to 

the difference between a constant and a rectangle: 

Il-H(jw)12 = l-(1- ’ 
1+ M2 

1 f(w) (4. 8) 

where 

c 

1 I4 < ci 
f(w) = 

0 otherwise (4.9) 

A familiar way of approximating the rectangular function is with Butterworth 

functions of the form 

f(w) = 
1 

2n 
n = 1,2,... 

1 + (;I 

(4.10) 

It turns out that we will achieve much better performance by replacing Q! 

by a parameter p which we will vary to optimize the loop. With this change, 



the substitution of Eq. (4.10) into Eq. (4. 8) yields 

2n 

11 - H(jw)12 = 
(;J + ,+1,@ 

1+p 
2n 

(4.11) 

which approaches the optimum system of Eq. (4.5) both for very large andvery 

small w, and where the speed of convergence is controlled by n. A particular 

advantage of our choice of Butterworth functions is that in calculating H(jw) (and 

F(jw) ) we can take advantage of the fact that the factors of terms of the form 

1 +x 
2n 

have been previously studied. (See Ref. 9, p. 252). 

We will now discuss the efficiency of these higher order loops in approx- 

imating the optimum demodulator performance by assuming a threshold phase 

error o 
2 

= l/4 rad2. The results are summarized in Fig. 10 where the per - 

formance of the n = 2- 4 approximations is indicated. The dotted line corresponds 

to the optimum second order loop derived in Chapter III. Each curve character- 

izes the system threshold performance after being properly optimized to have 

a minimum total mean-square error, i. e., they represent plots analogous to 

Eqs. (3.14) and (3.24) for o2 = l/4 rad2. The actual derivation of each curve is 

illustrated in the next section for the n = 3 case, the others following asimilar 

analysis. It is noted that the n = 2 system is very close to the conventional 

second order loop of Chapter III. The threshold improvements of each system 

over this last loop are directly read as their horizontal separation for a given 

index. The fourth order loop can give a 3 db improvement for indices larger 

than 30 while a third order loop would require an index of the order of 200. As 

the order is increased, the loops yield diminishing returns in their improve - 

ment capability so that an extremely high order loop would be actually needed to 

approach the optimum performance. 
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Fig. 10 Threshold curves for the approximations to the optimum demodulator. 
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4.4 The Third Order Loop 

In order to check the experimental feasibility of these results a third 

order PLL demodulator corresponding to the use of n = 3 in Eq. (4.11) was 

synthesized. We will now derive the resultant loop filter and discuss its 

synthesis. To do this, we first rewrite Eq, (4.11) in the form 

11 - H(jw)12 = [l - H(jw)][l - H(-jo)]= 
1+ ($ 

(4.12) 

(1 + M2)[1 +($I 

where 

8’ = 6 

(1 + na2) lf6 

Next we note that the factors of 1 + x6 are given by 

(1 + jx) (1 - jx) (1 + jx - x2) (1 - jx - x2) 

so that assigning all singularities in the RHS of the complex plane to 1 

and the remaining ones to 1 - H(jw), we get 

1 - H(jw) = 
1 + j(g)] [ 1+ j(F) - $&J2] 

1+ j(i)][l + j(i) - (i)2] 

(4.13) 

(4.14) 

H(- jw) 

(4.15) 

and transposing with the aid of Eq. (4.13) we finally have 

H(jw) = 

7 l+Ab [l + j(j)] [l + j(;) - (y2] (4.16) 

We have thus determined the closed loop transfer function except for the 

parameter fi which should be chosen so as to minimize the total mean-square 

error. The distortion error of Eq. (4.1) can be evaluated with the aid of Eqs. (3.8) 
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and (4.11) to yield 

,# 
e, d 

2 = 62 rad2 

7P 

(4.17) 

while the noise error of Eq. (3.3) yields 

42’ s? 

3&(1+ M2) 

5(l+A b2) - 6 (1+M2) 
516 

+l 
e, n 1 = xB rad’ 

na 
(4.18) 

where X is introduced to simplify the notation. 

The total mean-square error then becomes 

” = 62 Or6 + @ rad2 
7# lia 

and minimizing with respect to 6 we obtain 

2 l/7 

p=(T) ci 

while the corresponding minimum total error results in 

(4.19) 

(4.20) 

(4.21) 

It is of interest to note that the optimum relative weighting between the noise 

and distortion error terms of Eq. (4.19) is 6:1, this statement having a one-to- 

one correspondence with Eq. (4.20). 

The n = 3 curve of Fig. 10 is then plotted by assuming a threshold er- 
2 

ror 0 = l/4 rad2 so that Eq. (4.21) becomes 

6 = o.oo495(f)3 (4.22) 

which is an implicit equation since X is given by 
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x = T r 
3(1+Ae2) L 

5(1+A62) - 6(1+A62) 
516 

+ 1 1 (4.23) 

The following procedure was used to plot the curve 

a) 

b) 

c) 

Assume a value of M2, say I-J, and draw the straight line 
(plotting 6 vs A in logarithmic coordinates) corresponding 
to .M2 = u . 

Use Eq. (4.23) to calculate J. for Ab2 = V and draw the straight 
line corresponding to Eq. (4.22) with the resultant value of X. 

The intersection of .the two straight lines drawn in a) and b) 
is a point on the desired threshold curve. The procedure is 
then repeated with different values of V to give the complete 
curve. 

4.5 Third Order Loop Design 

In the last section we have determined the transfer function H(jw) in 

terms of A, 6 and p/o for the third order loop. We now wish to synthesize the 

corresponding loop filter given by 

F(s) = 
sH(s) 

K[ 1 - H(s)] 
(4.24) 

so that for the H(s) given by Eq. (4.16) 

&/FL&? - 1 + 2&Z - 6gz-z, 9 +2&-Z - 3jlZ?) ($)2 
F(s) = a - - ~- 

[l +6J1+Ab2 $1 [lf 
(4.25) 

We can write this in a more compact form by defining some new time constants 

as 

F(s) = A0 $ 
ST ’ 3 1 + sT1 s2T1T2 + 

2 
l+sT’+s T 1 1’ T2’ 1 + sT3 

(4.26) 
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As it stands, F(s) does not provide a d-c path. This will be necessary 

to keep the center frequency of the VCO from drifting away from the carrier 

frequency. For this reason we modify F(s) to include a d-c path: as 

F(s) = A,$ 

1 +sT; 

1 +sT;+s 
2 l 

T;T; 

With this definition of,the time constants we have the following equivalences: 

(4.27) 

KAoT3 $ = Jl+A6” - 1 = Total loop gain (4.28) 

1 &Z-?/Z-Z 
T2 = 3 

T3 = T; = T;l = 
f?/zz 

(4.29) 

(4.30) 

(4.31) 

T; = (we must choose this so that ST ’ >> 1 except at 
frequencies near d-c) 

3 

From Fig. 10 we can read the values of the SNR A at threshold for 

loops operating at any given modulation index. The values of A and 6 are then 

inserted into Eq. (4.23) to find the corresponding X which in turn yields B/o! 

from Eq.(4.20). The final use of o = 2a X lo3 rad/ set permits us to evaluate 

the filter parameters. The design for 6 = 10, 20 and 30 is summarized in 

the following table: 
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6 - 

* (db) 

s/o! 

KAoTi $ (see-‘) 

T1 (set) 

T2(=c) 

T3(=c) 

T;(sec) 

Ta(sec) 

Ti(sec) 

10 
- 

16.7 

2.71 

67.5 

1.121 x1d4 

-5 
4.72~10 

-4 
2.41 x10 

-4 
2.41 x10 

-4 
2.41 x10 

1.oox1o-2 

20 
- 

18.1 

3.42 

160.1 

9.o3x1o-5 

3.93x1o-5 

2.53 X10 
-4 

2.53 x10 
-4 

2.53 x10 
-4 

1.oox1o-2 

30 

18.9 

3.91 

262 

8.00 ~10-~ 

3.53 x1o-5 

2.62 x10 
-4 

2.62 x10 
-4 

2.62 x10 
-4 

1.oox1o-2 

It is noted that the only loop parameter which is strongly dependent on 

the imodulation index 6 is the loop gain. This suggests the possibility of 

designing a loop which will operate well at different modulation indices with 

adjustment of the loop gain only. 

The problem of synthesizing a network having the transfer function of 

Eq. (4.27) may be approached in many different ways. The approach chosen 

here is to design an active network including an operational amplifier. With 

the arrangement shown in Fig. 11 , the overall transfer function is given by 
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F(s) = Aow A0 >> 1 

This will be identical to Eq. (4.27) if we let 

Z’(s) = A’ 
1 + ST; 

c1 
1 + ST; + S~TiT’2 

and 

Z(s) = A 
1 +sT3 

1 + sT1 + s2TlT2 

R-1247 

Fig. 11 Configuration of active filter network. 

(4.32) 

(4.33) 

(4.34) 

To synthesize the impedance Z(s) we choose the circuit configuration shown 

in Fig. 12a. (We must use a configuration which allows complex poles. ) For 

this circuit, the following relations hold (see Ref.10) 
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Fig. 12 Circuits for synthesizing impedances. 
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A 

Rl = z (4.35) 

R2 = 
AT1(T3 - T2) 

w,2 - T1(T3 - T2)] 

Cl = 
w; - T1(T3 - T2)] 

AT3 

(4.36) 

(4.37) 

T1 T2 
‘2 = AT3 

(4.38) 

Using these equations and the tabulated values of the time constants T1, 

T2, T3 given we can calculate the component values as follows 

COMPONENT VALUES FOR Z(s) 

6= 10 6= 20 6= 30 

R1 0. 5A 0. 5A 0. 5A 

R2 
0.150A 0.1081A .0899A 

--.-- 

c1 

6. 03 X 1O-4 7.07 x 1o-4 7.71 x 10 -4 

A A A 

c2 2.20 x 10 
-5 

1.402 ~10-~ 1.078 x10 
-5 

A A A 

The parameter A may be chosen so that these component values are of 

reasonable magnitude. 

To synthesize the impedance Z’(s) we choose a different circuit con- 

figuration (Fig. 12b ) which gives more reasonable component values in 

spite of the large value of Ti . With this circuit we have the following relation- 

ships: 
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Ci = 
2[ 2T;z - Ti (Td - T;1)] 

A’T,: 
3 

c; = 
2Ti (T3 - T2) 

A’ T3 

Ti Td 

‘4 = AITI 
3 

(4.39) 

(4.40) 

(4.41) 

(4.42) 

Substitution of the tabulated time constants into these equations gives the com- 

ponent values listed below. The parameter A’ may be chosen so that 

these component values are of reasonable magnitude. 

COMPONENT VALUES FOR Z’(s) 

6= 10 I 6= 20 6= 30 
~.~ ~~I__ 

Ri 0. 5A’ 0. 5A’ 0. 5A’ 

-2 -2 -2 
c1 3.95 

x 
10 3.95 x10 3.95 x 10 

A’ A’ A’ 

5 

4. 70 x 10 -4 4.94 x 10 -4 5.10 x 10 -4 

A’ A’ A’ 
-6 

3 6. 40 A’ X1O-6 6. 86 A’ x 10 
-6 

4.6 Applicability of Bode Filters to PLL Demodulators 

During the development of the program, the possibility of using Bode 

filters as the loop filters was mentioned. The term “Bode filter” describes 

an idealized, realizable lowpass transfer function with certain specific prop- 

erties. These specific properties are: 

a) constant gain (Ao) in the passband; 

b) constant phase margin (y7r radians)outside the passband, i. e. , 
the phase shift outside the passband is equal to (1 -y)a radians. 
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If we let H (jo) be the Bode transfer function and define 

log H(jo) = A(jw) + j B(jw) 

then we may restate the design properties of the Bode filter as 

(4.43) 

(a) A(jw) = A0 W<W 
0 

(4.44) 

(b) B(jw) = -(1-y)n w>w 
0 

(4.45) 

where w. defines the passband. The realizable transfer function corresponding 
I 

to these two conditions is given by 

log H(jw) = A - 
0 

It is easy to show that in 

be reduced to 

A(jw) = A 
0 

rl 

2 

2(1-y) log l- K2+j Wl 
- ? W w. J 

0 

(4.46) 

the separate regions of interest this expression can 

I for w < w A (4.47) 

B(jw) = -2(1-y) tan 
-1 

, w 

J 
2 2 I > -w 

2 

A(jw) = A 
0 j 1 - 2(1-y) log 5 -1+” 

W 0 
0 

B(jw) = -(l -y)n 

for 0 > w 
0 

(4. 48) 

The amplitude and phase functions for a typical Bode filter (phase margin = 30°) 

are plotted in Fig. 13. 

It should be emphasized that the Bode filter is “ideal” only in the sense 

that it satisfies the two “ideal” properties (a) and (b) above. If different require- 

ments were specified, a different transfer function would be ideal. Furthermore, 

there is no direct way to synthesize a network having the transfer function given 

by Eq. (4.46) 
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Fig. 13 Gain and phase shift of a Bode filter with 30° phase margin. 
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In considering the applicability of a Bode filter to the PLL demodulator, 

we must recognize that the properties which are desirable in the PLL filter do 

not necessarily coincide with thoseused to design the Bode filter. Specifically, 

the main objective in the PLL is to prevent the loss of lock which causes the 

threshold phenomenon and for this purpose it is necessary to minimize the total 

loop error. The design of PLL must thus be directed towards the minimization 

of the loop error and conditions (a) and(b) above do not have this property. 

Suppose we are given the task to select a loop filter for PLL demodulation. 

There are two possible approaches that we can take: we either select some 

truly optimum filter form derived from some adequate criterion and whichmay 

be difficult to synthesize (like the filters of the previous section of this Chapter 

IV) or we use a simpler form from synthesis considerations which will not be 

optimum (like the filter in Chapter III). Unfortunately, the Bode filter does not 

meet any of these properties, i. e., it is not optimum and it is not easy to 

synthesize. On this basis, we must reject it as an a priori logical choice in 

the design of PLL demodulators. 

4.7 Conclusion 

In this chapter we have derived the optimum (linear) PLL demodulator 

for a rectangular PM spectrum and established its threshold performance. 

The resultant closed-loop transfer function can be approximated with the aid 

of modified Butterworth functions whose order characterizes the loop order. 

The threshold performance of these higher order loops is presented with 

particular emphasis on : 

a) their threshold improvement capabilities relative to the second 
order loop discussed in Chapter II; 

b) their ability to approach the optimum demodulator performance. 

A third order PLL demodulator is optimized resulting in a 6:l relative 

weighting between noise and distortion error terms. The corresponding loop 
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filter is synthesized with RC active networks due to the presence of complex 

poles. The filter in question does not include a necessary d-c path and this 

is provided in such a way that the system performance is not essentially 

altered. 
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Chapter V 

EXPERIMENTAL RESULTS 

5. 1 Intro duction 

In this chapter we will present and discuss the experimental results 

obtained. The threshold curves are plotted in the usual way: the x i axis rep- 

resents the input SNR defined in the i-f bandwidth and the y - axis represents 

the output SNR defined in the output lowpass filter bandwidth. The i-f band- 

widths used are shown in Figs. 14 a-c and their corresponding noise band- 

widths are approximately 23, 54 and 110 kc (as obtained by graphical interpola- 

tion and integration). 

The output lowpass filter bandwidth was selected to maintain the output 

SNR within the dynamic range of the system. A slight variation of the thresh- 

old took place as this bandwidth varied and it can be attributed to our threshold 

criterion of so many db below linearity together with the nonuniform variation 

of the output noise spectrum for different SNR’s (for example, see Ref. 11). 

However, this variation was very small as long as reasonable i-f and 

output bandwidths were used according to the modulation index (10, 20, 30) and 

frequency (1 kc) of the sinusoidal FM signal being used in the experiments. 

The direction and magnitude of these variations were such that the comparison 

of different demodulators at different indices but with the same output lowpass 

filter was adequate for establishing relative threshold improvements. We have 

chosen a 6 kc (3 db point) lowpass filter for the presentation of the results 

because we can accommodate all demodulators and indices within the system 

dynamic range while still maintaining an accurate absolute threshold reading. 

Also, in order to evaluate the SNR, some notches were used to remove the 

signal and its harmonics and their effect should be accounted for if a rigorous 

evaluation of the output noise is desired. These effects are illustrated in Figs. 

15 and 16; the first one shows the original 6 kc filter and the second one 

shows its modification introduced by the notches. 
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The experimental threshold is determined by reading the input SNR at 

which the departure from the linear dependence existing at high SNR reaches 

0. 5 db. This departure was measured by interpolating a straight line at high 

SNR and a smooth curve at low SNR in the continuous non-smooth curves ob- 

tained with the automatic plotter described in the next section. 

The demodulator threshold test system is required to measure char- 

acterisitics of the various FM demodulation schemes. The desire to obtain 

accurate results requires that the system allow for calibration repeatability 

to within one-half of a db (f57’0) overall. To achieve this accuracy requires 

that the short-term (15-30 minute) stability of many of the individual com- 

ponents be f 0. 1 db or better. The long-term stability need not be of high 

accuracy because provision is made to calibrate the system at intervals. 

However, the requirements for calibration should be held to a minimum by 

providing monitoring circuitry. 

One method of providing calibrated signal and noise levels is shown in 

the diagram of Fig. 17. The FM signal is generated, passed through a pre- 

cision calibrated attenuator, and added to a noise source that has also been 

passed through an attenuator. The composite signal plus noise is filtered in 

stable measurable filters to provide precise noise bandwidths. This compos- 

ite i-f signal feeds a linear driver amplifier having a peak capability of + 20 

db whose output is fed simultaneously to a wide bandwidth-limiter-discrimi- 

nator (to be used as a standard of comparison for threshold improvements) 

and to the demodulator under test. The resultant demodulated signal is fil- 

tered with a calibrated lowpass filter. This provides a known baseband noise 

bandwidth for the precision measurements. The output signal level is mea- 

sured with a narrowband spectrum analyzer and the noise level is measured 

with a true rms meter after the signal and its harmonics have been removed 

with a notch filter. Measurements on this system are taken by adjusting the 

input signal-to-noise ratio with the step attenuators in steps of one db. The 
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output signal and noise levels are read and recorded. The threshold curve is 

plotted by calculating the signal-to-noise ratio at the output from the meter 

readings for each point on the curve. 

The addition of certain laboratory equipment allows the time consum- 

ing point-by-point method to be replaced by a rapid and more accurate auto- 

matic plotting system. This system is shown in Fig. 18. The basic system 

remains unchanged with two exceptions. The step attenuator in the noise 

channel is replaced by a motor driven attenuator which is swept at 0. 2 db per 

sec. The signal portion of the demodulator output is held constant by an AGC 

circuit to within 3~ 0. 1 db. Provision is made for applying a d-c voltage pro- 

portional to the input signal-to-noise ratio (in db) to the x input of an x-y plotter. 

The y input of the plotter is derived from an audio logarithmic amplifier so that 

its output is proportional to the output signal-to-noise ratio in db. 

5.2 The Conventional FM Demodulator Results 

During the development of the program the question of whether or not 

the well-known FM improvement notion was directly measurable in the curves 

was asked. In order to answer this question it is necessary to be well aware 

of the assumptions inherent in any FM improvement expression. Under high 

SNR conditions, the output SNR of a conventional FM demodulator can be 

evaluated by dividing the separate contributions of signal and noise. The out- 

put signal power is given by 

sO 
= (AFj2 m2(t) (5.1) 

where AF is the frequency deviation, m(t) is the FM message of unity ampli- 

tude and the discriminator constant is assumed to be unity since it affects 

signal and noise by the same amount. In the case of sinusoidal modulation 

this expression becomes 

so = f (A FJ2 

61 

(5.2) 



Variable 

Signal 

Gen 

5Mc 

4 

A Step 
m l Adder 

Driver 

Atten Amp1 

A 

lkc 

Audio 

Crystal Osc 

i/706 

I 

I 
Sweep DC Lineor Log Pot 

Motor Pot 30db 

I ? 

- X=(S/N) ,N db 
* I 

X-Y Step 

Plotter y ‘(S/N) ou~. db Atten 
(HP 355A, B) 

Discriminator 

. 

f 

DC Log 

Ampl 

t 

Noise 

Gen 

. 

R -441 

S and N 

output 

,5Mc 5Ofi 
/ m 

Noise 

Seporotor 

AGC 
l 

Low Pass 

Amp1 (Video) Filter 

# 

t 

I 

Fig. 18 Automatic demodulator threshold test system. Fig. 18 Automatic demodulator threshold test system. 



In turn, the output noise power is given by 

NO 

a 

=qo s 
CO f2 IHIp 1 2df (5. 3) 

where Ha p(s) represents the output lowpass filter. If a rectangular filter of 

width B 
IP 

is assumed as a first approximation, this expression reduces to 

NO 

= @pe” 

1 
(5.4) 

and the resultant output SNR is thus 

(5.5) 

If we now denote the i-f noise bandwidth by Bif, this expression can be re- 

written as 

UN2 Bif 

OFM 

where N = @ B 
1 if 

is the input noise power. If we now set 

B 
if = 2B1 

P 

and 

Blp = fm 

(5.6) 

(5. 7) 

(5. 3) 

then Eq. (5. 6) becomes 
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S 
= 3b2(1) 

’ FM N1 FM 

(5. 9) 

On the other hand, in AM systems the output and input SNR are related by 

= (L) 
o AM N1 AM 

(5. 10) 

so that if we set (Sl/Nl) = (S1/N1) , i. e. , 
FM AM 

we use not only the same 

carrier power but also the same i-f bandwidth (which could be absurd), then 

the FM improvement in output SNR over AM is given by 

(5. 11) 
S 

= 3 ti2(L) 

o FM N1 FM 

and a db plot of (So/N ) 1 
o AM 

and (So/N 
0 FM 

vs S /Nl will show a 45O line for 
1 

the AM case and a parallel line displaced by 10 log 3 b2 db for the FM case. 

However, if the conditions of Eqs. (5. 7) and (5. 8) are not met, as is 

the case in our tests, then Eq. (5.6) must be used (assuming the rectangular 

output filter approximation is adequate), and the FM line displacement (or 

y-axis intercept) will now be 10 log [ 3(AF)2 Bif/ 2 B 
1P 

“1 db. This relation can 

be checked for the different conventional FM curves presented, which are 

labeled STD (for standard) in the diagrams. 

5.3 Description of The PLL Demodulators 

A block diagram of the second order loop is shown in Fig. 19 and the 

corresponding circuits are given in Figs. 20 - 22. The loop filter compo- 

nents are chosen in accordance to the results of Chapter III. It is of interest 

to note that if we want to change the loop noise bandwidth while keeping the 

same values for the (K, a) parameters, this can be easily accomplished through 
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the following transformations : 

Bn 
+ rB 

? T2 
n ’ 

(5.12) 

In the sinusoidal phase detector, the transformer turns ratio is chosen 

for maximum sensitivity while still maintaining the number of secondary turns 

below self -resonance. The maximum sensitivity is 1. 5 volts per radian and is 

adjustable. Provision is also made to introduce a small d-c bias in series with 

the phase detector in order to compensate for any d-c offset component which 

may be introduced by additional circuitry in the loop. 

Figure 21 shows the high input impedance stage used to match the out- 

put of the loop filter. This stage is designed to have zero d-c offset enabling 

it to be coupled directly to the following d-c operationalamplifier. The gain of 

the operational amplifier can be varied coarsely in known steps by switching 

different feedback resistors into the circuit. A continuously variable gain 

control is also provided in the output. 

The VCO, uses a variable-capacitance diode in a shunt tuned oscillator 

circuit. The diode was chosen for its linear characteristic and reversed biased 

to the center of its linear region. A field effect transistor is used as the oscil- 

lator to provide a high input impedance to the tuned circuit. The stages that 

follow provide isolation and gain to produce 1 v rms into the 50 fl phase de- 

tector input impedance. 

The overall VCO linearity is shown in Fig. 23 while its amplitude vs 

frequency characteristic is shown in Fig. 24. The VCO sensitivity is 

500 kc /volt. 

The third order loop differs from the above circuitry only in its loop 

filter, which is shown in Fig. 25 and designed in accordance to the results 
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+To VCO 

of Chapter IV. A voltage divider in the input circuit provides for the adjust- 

ment of the loop gain. It is of interest to note that a change in the loop noise 

bandwidth can be accomplished through the fo 

the notation used is that of Chapter IV: 

lowing transformations, where 

Bn 
-) rB 

c1 c2 
n ’ Cl - - , c2 + - ) 

r r 

c2’ 
C2’-7 > 

c3’ 
c3’+ 2 

r 

(5. 13) 

5.4 The Experimental PLL Thresholds 

The PLL2 and PLL3 were designed on the basis of a o2 = l/4 rad2 

threshold error and the experimental curves are respectively shown in 
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Figs. 26 a-c for the PLL2 (corresponding to 6 = 10,20,30) and in Figs. 

27 a-b for the PLL3 (corresponding to 6 = 10,20). The thresholds were 

determined according to the 0.5 db linearity departure criterion previously 

explained and are indicated by vertical arrows. The experiment results are 

summarized in the first seven rows of the table that follows, where the de- 

modulator entries represent the input SNR at threshold in db. 

In the PLL2 case, the theoretical thresholds for o2 = l/4 rad2 and 

02 = 1 /lO rad2 can be derived from Eq. (3. 24) normalized to the tabula- 

ted noise bandwidths and they are indicated in the 8th and 9th rows in 

the table. The experimental results hints that 1/ 10 < o2 < l/ 4 rad2represents 

a proper range for the theoretical threshold error. A check of this statement was 

obtained by redesigning for 602= 1/ 10 rad2 and noting that the experimental 

threshold was still in the theoretical range predicted by l/ 10 < o2 < l/4 rad2. 

A similar result occurred when the PLL2 was redesigned for a rectangular 

PM spectrum according to Eqs. (3. 12) and (3.14) and for the two threshold 

errors in question. As a matter of fact, the optimum theoretical PLL2 

( 1) 

( 2) 

( 3) 

( 4) 

( 5) 

( 6) 

( 7) 

( 8) 

( 9) 

(10) 

(11) 

(12) 

(13) 
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STD 

PLL2 

PLL3 

STD/PLL2 

PLL2/PLL3 

PLL2(02= l/4) 

PLL,(,2=1/10) 

PLL3(02= l/4) 

PLL3(c2=1/10) 

PLL2/PLL3(02= l/4) 

PLL2/PLL3(cr2=1/10) 

10 

23 
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7. 5 

6. 5 

1. 5 

1. 0 

5. 9 

10. 9 

3. 0 

8. 0 

1. 8 

1. 5 

20 

54 

9. 0 

5. 75 

3. 25 

3. 6 

8. 6 
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5. 0 experimental, 

3. 5 
sinusoidal modulation 
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6. 5 I 
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for sinusoidal modulation and a2 = l/4 rad2 is the same as that for the 

rectangular PM spectrum and 02 = l/ 10 rad2. 

On the basis of these results, it seems useful to include the PLL3 

theoretical results for 02 = 1 /lO rad2. The extension is not as simple as in 

the PLL2 case where an explicit dependence on u was available, and the elabo- 

rate procedure described in Chapter IV and used to derive Fig. 10 must be 

repeated. The resultant curves analogous to Fig. 10 are shown in Fig, 28 

and the theoretical PLL3 thresholds are indicated in the 10th and 11th rows in 

the table. The experimental thresholds were again found to be compatible for 

threshold errors in the range l/10 < c2 < l/4 rad2, perhaps closer to the 

former. The theoretical threshold improvement of the PLL3 over the PLL2 

is shown in the 12th and 13th rows in the table. There exists sufficient 

agreement with the experimental results so as to use the curves of Figs. 10 

and 28 in order to evaluate the threshold improvement capabilities of high- 

er order loops and the degree of loop filter completity required for a given 

improvement. 

Finally, it is of interest to comment on the fluctuations of the PLL 

output SNR, relative to the STD, at high input SNR conditions. This effect 

occurs because the loop filter design criterion has been to optimize the loop 

threshold performance and not to increase the output SNR under small noise 

conditions. This alternate design could be accomplished but at the expense of 

the threshold improvement. Still, once the loop is designed for optimum 

threshold performance, its output SNR at large input SNR conditions can be 

improved by post detection filtering without affecting the threshold. 

5. 5 The Sawtooth Phase Detector 

In accordance to the discussion of Chapter II, the nonlinear reduction 

in output SNR that occurs at threshold is mainly due to the presence of new 

disturbances in the output signal caused by cycle slippages in the phase de- 

tector. The detector characteristic and the closed loop response determine 
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the shape and power per disturbance and they also control the frequency of 

occurrence of these disturbances, i. e. , the detector characteristic defines 

the critical error beyond which a cycle slippage occurs while the closed loop 

response defines the noise error statistics. 

Thus, it seems that some threshold improvement can be achieved by 

using a phase detector characteristic with a larger critical error than the 

n/2 rad existing in a conventional sinusoidal phase detector, provided that 

the different output power per cycle slippage in the two cases is a secondary 

effect when compared to the frequency of occurrence. On this basis, we 

decided to build a sawtooth phase detector having the characteristic of Fig. 4 

The linear model is thus valid always as long as the critical error of 7~ rad is 

not exceeded and threshold appears when phase error peaks above this value 

become regular. The phase noise statistics are gaussian for phase errors 

in the absence of a cycle slippage so that a probability measure of phase error 

peaks can be easily obtained. The mean-square threshold error can be selec- 

ted according to this criterion or by trial and error using empirical results as 

in the previous section. In any case, this threshold error is expected to be 

larger than that of the sinusoidal detector so that theoretical thresholds can 

be computed using Eqs. (3.14) and (3. 24) for the PLL2 and developing plots 

analogous to Figs. 10 and 28 for higher-order loops. 

The synthesis of the sawtooth phase detector is summarized by the 

block diagram of Fig. 29. The i-f and VCO signals are amplified, clipped 

and differentiated in two identical channels to produce short pulses character- 

izing to their zero crossings and which are used to control a high speed flip- 

flop. The i-f pulses are sent into the set terminal of the flip-flop and the VCO 

pulses into the reset terminal. Therefore, the time spent in the set state will 

be the time existing between the i-f pulse and the VCO pulse. 

If the flip-flop puts out a positive voltage in the set state and an equal 

negative voltage in the reset state, the average output voltage will be a linear 

function of the phase error. The average output will be zero when the pulses 
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are 180° out of phase. If the phase error exceeds f 7~ the pulses will pass 

each other. There will be a sudden discontinuity, and the voltage will 

change quickly from one extreme to the other. If the i-f signal is turned 

off, the flip-flop acts like a binary counter, driven by the VCO signal, and 

the average output will be zero. 

The average voltage is extracted from the flip-flop output by the 

lowpass filter. The filter cutoff frequency is low enough to remove signal 

harmonics. 

The corresponding circuit diagram is shown in Fig. 30. Identical 

circuits are used to obtain pulses from the VCO and i-f signals. Transistors 

Ql amplify the input signals which are then clipped,in the emitter coupled 

clipper circuit formed by Q2, Q3, Q4 and Q5. The resulting clipped signal 

is differentiated by the R-C network. The resulting i-f spikes are sent into 

trigger transistor Qg, the set terminal of the flip-flop and the VCO pulses 

are sent into trigger transistor Q6, the reset terminal of the flip-flop. Tran- 

sistors Q7 and Q8 are part of the actual flip-flop circuit. The rise time of 

the pulses is 8 nanoseconds which would imply a maximum phase uncertainty 

of -1-15O at 5 mc. 

The output voltage of the flip-flop is taken at the collector of Q8 and 

sent to &lo where its d-c level is changed to be compatible with the loop 

requirements. The lowpass filter is included in the collector circuit of &lo. 

The overall detector characteristic is illustrated in Fig. 31 which 

was obtained by recording the detector output when two different frequencies 

are applied to its inputs. The curve shows a sensitivity of 1 rad/volt but it 

was adjusted to operate at 0. 7 rad/volt, which is the same operational sensi- 

tivity as the sinusoidal detector. 

5.6 Sawtooth Detector Experiments 

The threshold error of the sawtooth phase detector, which controls 

the optimum loop design, was established experimentally by comparing the 
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threshold curves corresponding to different noise bandwidths and selecting 

the one giving. the lower threshold. In the PLL2, the result was a noise band- 

width equal to l/fi times the optimum one found for the sinusoidal detector 

test which according to Eq. (3. 25) implies a threshold error equal to two times 

that of the sinusoidal case. Even though this value seems reasonable, as well 

as interesting since the maximum tolerable error before a cycle slippage 

occurs is also a factor of ( & ) = 2, we cannot claim it as definite due to the 

fact that no threshold improvement (or degradation) over the sinusoidal detec- 

tor results was present. This is illustrated in Figs. 3 2 and 33 which 

correspond to the (re-optimized) PLL2 and PLL3 results analogous to Figs. 

26 c and 27 b for the sinusoidal detector. For instant e, Eq. (3.24) pre- 

dicts a theoretical improvement of 2 
512 

= 7. 5 db in the PLL2 case. 

In an effort to discover the cause of the lack of threshold improve- 

ment, the sinusoidal and sawtooth phase detector outputs around the threshold 

region were studied (for the properly optimized d = 30 loops) by passing them 

first through a 200 kc lowpass filter and then observing their time fluctuations 

in a fraction of the sinusoidal (1 kc) distortion error period. The results are 

summarized in Figs. 34 and 35 were the amplitude scale is 0.5 v/cm 

for the sinusoidal detector pictures and 1 v/cm for the sawtooth detector pic- 

tures. The time scale is 25 psec/cm so that a whole picture represents l/4 

of the distortion error period. The sawtooth detector shows some vertical 

spikes which are absent in the sinusoidal detector case. The nature of these 

spikes and their effect on the threshold performance of the sawtooth phase 

detector loops are analyzed in the section that follows. 

5. 7 Cycle Slippage in the Sawtooth Phase Detector 

At first sight, the behavior of the sawtooth phase detector during a 

PLL cycle slippage would seem to be a nonlinear problem. However, a linear 

formulation of the problem can be done by using a proper model of the detector 

operation and its output as a function of time can be determined analytically. 
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Fig. 34 PLL2 oscillograms. 
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Fig. 35 PLL3 oscillograms. 
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This approach is not applicable to the sinusoidal detector where a nonlinear 

analysis is truly required. 

Consider the sawtooth detector characteristic shown in Fig. 4. The 

detector operation is described by a linear dependence between e(b) and 4 

only as long as the loop operation is limited to 161 < 7~ rad. If a cycle slip- 

page occurs, the detector operation must now be characterized over the 

range -‘IT < b < 3n rad. This is accomplished by the model of Fig. 36 where 

a negative step is introduced at the time t* when the (increasing) phase error 

reaches 1~ rad. Note that aside from this step input function, the rest of the 

r ------ -----, 

I 
I 
-2mJ(t+) 

1 

9s (t) 

I I I 
L--- ------_J 

t 
R-449 

+0(t) 

Fig. 36 Sawtooth detector model during cycle slippage. 

,model is identical to that existing when the loop operates in its locked con- 

dition. The fact that the system remains unchanged is extremely important; 

it allows us to compute the transient due to the step input and add it directly 

to the “steady-state” waveform which existed in the absence of cycle slippage. 

so that 

For simplicity, we will consider the second order loop of Fig. 37 

the system equations are summarized by 

ho(S) = F V(S) = F - : : F: e(s) 

2 

K 1 + 71s 
= _. 

S 1 + *2s bb,(s) - 4,(s) - % ] (5. 14) 
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Here we have assumed for convenience that t* = 0. This implies that our 

“steady-state” solution (possibly including noise) is such that e(t) has in- 

creased to 7~ at t = 0. 

to the 27r step we find 

v(s) = 

Solving these equations for the transient term due 

2n 
1 + 71s 

-- 
K 

72 2 
l+(Tl+;)s+-ii-s 

(5. 15) 

so that taking the inverse transform and using the optimum relations derived 

in Chapter III, (TV = KT12, K71 >> 1, 71 = l/Bn), we get 

Bnt 

v(t) = 
47rB, - - 

2 
--e 

d? K 
(5. 16) 

so that 

Bn t -- fi Bn” 
ho(t) = - 2 e 2 sin( 2 

8 

- 5 ) (5. 17) 
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where we have chosen the constant of integration such that b,(O+) = 0 and 

lim +o(t) = -27r. Thus, we also have 
t-00 

Bnt -- 

e(t) = % e 
2 

sin ( 
dz Bnt 

fi 
2 

(5. 18) 

The transient waveforms v(t) and e(t) are shown in Fig. 38. The 

PLL2 sawtooth detector output during the cycle slippage will thus be char- 

acterized by an instantaneous 2n discontinuity(assuming a Iv/ rad sensitivity) 

followed by a transient whose duration depends on the loop noise bandwidth. The 

experimental sensitivity is 0. 7 v/ rad so that the instantaneous step will correspond 

toabout4vaccording toFig. 31. Also, the transient duration is small compared 

to the distortion error period according to the loop design for 6 = 3 0. Finally, we can 

claim the absence of the step discontinuity in the sinusoidal phase detector 

output due to its smooth characteristic. 

This last statement can be verified experimentally by identifying the 

spikes in the sawtooth detector oscillograms of Figs. 34 and 35 as the 

step discontinuity previously derived, and noting their absence in the sinus- 

oidal detector pictures. However, in the sawtooth pictures we not only dis- 

cover the 4v steps but also some smaller ones which indicate that the cycle 

slippage somehow occurs before the phase error reaches 7~ rad. It is evident 

that when this occurs the advantage of the sawtooth detector over the sinus- 

oidal detector is no longer present and the threshold improvement disappears. 

The actual cause of the cycle slippage before the error reaches 7~ rad is still 

being investigated. 

5. 8 Conclusion 

In this chapter we have discussed the experimental results. The 

PLL2 and PLL3 experimental thresholds defined by a 0. 5 db linearity depar- 

ture were found to be compatible with theoretical threshold errors in the 
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range l/10 < o2 < l/4 rad2 (for the sinusoidal phase detector), The threshold 

improvement of the PLL3 over the PLL2 showed sufficient agreement with 

the theoretical curves so as to rely on the latter for establishing the loop 

filter complexity required for a given improvement. 

The use of a sawtooth phase detector whose operation is based on 

digital techniques did not introduce any threshold improvement. An analytical 

study of the sawtooth detector output during a PLL cycle slippage allowed us 

to interpret the experimental results and to discover that the lack of improve- 

ment was due to the fact that the PLL cycle slippage took place before the 

phase error reached T rad thus eliminating the inherent advantages of the 

sawtooth detector relative to the sinusoidal one. 
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Chapter VI 

THE FCF DEMODULATOR 

6.1 Introduction 

The maximum-likelihood demodulator presented in Chapter II immedi- 

ately suggests the use of a PLL as its realizable approximation due to its 

similarity with the linear phase transfer model of the latter. The FCF demod- 

ulator can be similarly motivated from its lowpass analog model, though the 

existence of an open-loop i-f threshold implies a more complex analysis. In 

this chapter we will discuss the FCF demodulator threshold and compare its 

performance to the PLL demodulator. 

6. 2 The FCF Demodulator - -- 

The block diagram of an FCF demodulator is shown in Fig. 39 where 

the input and VCO output are similar to those existing in the PLL except for a 

difference between the carrier and free-running VCO frequencies. The mixer 

output is then proportional to 

[l +F] cos [wdt ++(t)] - v sin [wdt ++(t)] (S.lj 

where w 
d 

is the i-f frequency representing the quiescent operation of the dis- 

criminator. If the latter is assumed linear and amplitude - insensitive, the 

VCO output phase is given by 

I vco * 
R-261 

Fig. 39 Block diagram of FCF demodulator. 
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where 

b, (t) = K hap (t) IXI tan-1 
A (0 B kyp (t) 

AC (t) B kp (t) 

AC = c 1 + 2) cos t#b - 2 sin + 
S S 

A 
q 

= (1 + 2) sin #I + j$ cos + 
S S 

(6.2) 

(6.3) 

(6.4) 

and hLP (t) represents the impulse response of the lowpass analog of hgp (t), 

while K is again the open loop gain. The general nonlinear phase transfer 

model of the FCF is thus that shown in Fig. 40 and is noted to be much more 

complicated than the equivalent one for the PLL given by Fig. 2. 

6.3 Threshold Performance and Design of FCF Demodulators 

In the absence of noise Eq. (6.2) simplifies to 

b, (t) = K hip(t) B tan-’ 
hLp(t) B sin b(t) 

hLP(t) Pp cos (b(t) (6.5) 

and if we further assume small phase error conditions this expression may be 

approximated by 

b,(t) = K hip (t) lgI hLp(t) B b(t) 1 (6.6) 

which defines a linear (noiseless) model. The linearity is maintained in the 

presence of noise if 1 b (t) + 6 (t) 1 << 1, where 6(t) is the i-f phase noise which 

approximates xq(t)/Es under high SNR conditions. Thus, the small error,high 

SNR linear model of the FCF demodulator is that shown in Fig. 41. 

One of the difficulties in establishing an analytical threshold criterion 

for the FCF demodulator is the absence of a bound analogous to the critical 
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Fig. 41 Linear phase transfer model of the FCF demodulator. 

peak error in the PLL phase detector and its corresponding cycle slippage 

whose frequency of occurrence can be identified to the reduction in output 

SNR. In the FCF, the analogous cycle slippage is obtained through the i-f 

encirclements of the origin in a phasor diagram which are detected by the 

discriminator. The FCF threshold is thus closely related to the i-f discrim- 

inator threshold and the common approach is to equate them by selecting an 

rms mean-square phase noise error and an i-f input SNR as their respective 

characteristic phenomena. While the i-f threshold SNR choice is more or 

less conventional, the critical noise error is not easily motivatedanalytically 

and its choice is usually based on empirical evidence. 

s1 
Thus, if we assume a discriminator i-f threshold SNR of F = P 

and a FCF threshold noise error of 
@Bn 2 if 
- = 0, , then the simultaneous occur- 
2s, 

rence of these two phenomena implies 
1 

Bn 
= 2~ 0,” Bif cps (6.5) 

If we denote the closed loop phase transfer function of Fig. 41 by 
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H(s) = 

the phase noise bandwidth Bn is given by 

Bn 
= Jm IH( $ cps (6.7) 

-ccl 

(6.6) 

where HLp(s) and Hpp(s) are assumed to have unity d-c gain. In turn, the i-f 

bandwidth is selected according to a compressed message distortion criterion. 

For example, in the case of sinusoidal modulation of 6 and frequency w 
m 

rad/ set, the i-f bandwidth is selected as that required to pass a sinusoidal FM 

signal of index Sl 1 -H(jwm) 1 and frequency w rad/sec in accordance to some 
m 

distortion criterion. 

Finally, the time constants of HLP (s) and Hip(s) are chosen so as to 

minimize the threshold 

s1 Bn 
T= p Bif =- 

watts 
2. 2 wattslcps 

n 

(6.8) 

i. e. , to minimize Bn (or Bif) while satisfying Eq. (6.5). An analyticaloptimiza- 

tion of H(s) analogous to that effected for the PLL in Chapter IV is not straight- 

forward due to the different formulation of the problem. The commonapproach 

is to select some simple transfer functions for H Lp(s) and HIP(s) and then select 

the time constants in a logical way. 

6.4 ComErison of FCF and PLL Demodulators 

A good example of the aforesaid designprinciples is the work of 
12 

Heitzman 

where he considers several transfer functions for the case of sinusoidal modu- 

lation. We will in particular refer to his choice of 

H Lpts) HIP (4 = 

1 + T2S 

(1+ TIS) (1 +T3s) 
(6.9) 
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which gives the best performance. Heitzman uses p = 10 and on2 = (l/3. 1U2 

as his threshold criteria and develops an expression for the FCF threshold. 

However, his Eq. (25) is only valid for modulation indices (M in his notation) 

satisfying 6 
l/3 

>> 1 which is somewhat limited. Be that as it may, the result- 

tant FCF threshold is then given by 

S 
-= 
t 

5 Ip3 w 
m 

(6.10) 

Heitzman also includes a comparison with a second order PLL whose 

bandwidth is optimized for minimum error after setting a = 2/3 (c = l/&) ar- 

bitrarily and assuming c2 = l/4 rad2 as the PLL threshold error. The optimum 

choice of a = 1 and the corresponding threshold of Eq. (3.24) indicated in Chapter 

III can be shown to yield a 1 db threshold improvement over Heitzman’s design 

independent of the threshold error. Thus, the FCF threshold improvement over 

the second order PLL can be determined from Eqs. (3.24) and(6.10) to be 

PLL2 
- = - 8 - 25 log CJ + 
FCF 

: log 6 db (6.11) 

This improvement is not only strongly dependent on the FCF threshold values 

assumed for p and 0 
2 

but also on that assumed for the PLL threshold error 

a2. 

n’ 
For instance, Eq. (6.11) becomes 

PLL2 
-= 

FCF 
-0.5 + 4 log 6 for a2 = a rad2 

and 

PLL2 
---z 

FCF 
4. 5 + f log 6 for c2 = $ rad2 

(6.12) 

(6.13) 

A comparison between the threshold improvement capabilities of Heitzman’s 

FCF and the higher order PLL demodulators is summarized in the table that 
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follows where the entries represent the system improvement over the second 

order PLL. It is recalled that the experimental PLL threshold was found to 

be somewhere in this range of o2 values. On this basis, ‘it seems that a more 

’ refined study becomes necessary in order to compare these systems. In par- 

ticular, the more obscure point is perhaps the choice of the noise error thresh- 

old CJ 
2 

n 
in the FCF demodulator since it is not directly motivated and it does 

alter the FCF threshold entries by a considerable amount, a phenomenon anal- 
2 

ogous to the effect of varying the PLL threshold error o . 

6 PLL3 PLL4 FCF PLL3 PLL4 FCF __- 

10 1.8 2.5 1.2 1.5 2.2 6.2 

20 1.9 2.7 1.7 1.8 3.0 6.7 

30 2.0 3.0 2.0 2.0 4.1 7.0 

- J 

PLL threshold PLL threshold 

at 0 
2 

= l/4 rad 
2 

at 0 
2 

=I/10 rad2 

6. 5 Conclusion 

In this chapter we have studied the FCF demodulator through phase 

transfer models analogous to those existing for the PLL but rather more com- 

plex. The FCF threshold is also difficult to characterize and the common 

approach is to equate the i-f discriminator threshold to the occurrence of a 

closed-loop mean-square phase noise error, which is somewhat arbitrary, 

and to minimize the (linear) loop noise bandwidth. The actual choice of 
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threshold errors strongly influences the theoretical threshold improvement 

capabilities of PLL and FCF demodulators and some empirical tests for the 

FCF similar to those discussed in Chapter V for the PLL seem desirable in 

order to establish the threshold noise error of this system. 
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7.1 Introduction 

Chapter VII 

BAND-DIVIDING DEMODULATION 

13 
The band-dividing system presented by Akima, shows an analytical SNR 

improvement over conventional FM demodulators based on the use of an effective 

predetection bandwidth smaller than a conventional i-f bandwidth. The procedure 

is to divide the i-f by means of a filter bank, identify the presence of the signal 

in one filter and demodulate the individual filter output in a conventional way. If 

the correct filter is always selected, then the SNR (and threshold) improvement 

is given by Bif/ Bf , the ratio of the i-f to the filter bandwidth. The presence of 

noise causes incorrect filter selection thus reducing the improvement capabilities 

this effect defined as mis-selection noise. 

In the following pages, we first compare the Akima system to a PLL de- 

modulator and then present some alternate band-dividing techniques that attempt 

to eliminate some of the system limitations. The most desirable ones were suffi- 

ciently complex to preclude their experimantal investigation on this program. 

7.2 Comparison with the Second Order PLL Demodulator 

The ultimate SNR improvement and mis-selection immunity of the Akima 

system is limited by the minimum bandwidth required for the individual filters 

in order to reproduce the signal in a quasi-stationary way. The requirement in 

question is 

max. rate of 
X 

filter filter 
frequency change response time 

<< 
bandwidth 

(7.1) 

For the case of sinusoidal modulation of index 6 and frequency wm, the 

maximum rate of change of frequency is 6 wm 
2 2 

rad/ set . If the filter response 

time is assumed to be of the order of the inverse of its bandwidth, then Eq. (7.1) 

reads 

6W 
2 

m 1 
2a 

x Bf 
- << Bf (7.2) 

or 
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Bf ‘Q-Z 
1 pw 

m (7.3) 

mis -selectionwhich imposes alower bound on performance since noise has yet to 

be considered. 

The result of Eq. (7.3) shows that the individual filter bandwidth is of the 

same order of magnitude of the second-order PLL bandwidth when the latter sys- 

tem is optimized for this type of modulation. Thepresence of mis-selectionnoise 

will strongly degrade the Akima system, particularly at threshold, and this seems 

to be sufficient evidence to direct our attention to other solutions at this stage. 

It should be noted that these results are applicable to any band-dividing 

scheme based on a filter bank followed by a conventional FM demodulator, i. e., 

where the SNR improvement is given by Bi,/ Bf. The actual amount of filter over- 

lap does not change this result but only alters the mis-selection noise perform- 

ance, i. e., the extent to which the ideal improvement of Bif/ Bf is approximated. 

7.3 Effect of Mis-Selection Noise in Systems with Filter Overlap 

In any band-dividing technique which selects the filter with maximum out- 

put, and regardless of whether or not a more refined estimate is subsequently 

made, noise power is produced due to filter mis-selection. Akima 3 calculates 

this noise power for a system in which the band-dividing channels are orthogonal. 

He assumes that the correct channel is selected with probability q and each of the 

remaining N-l channels have probability p of being mistakenly selected. The re- 

sult of his calculation is that the mis-selection noise power is given by 

Np(N2 -1) 
p = 12 n2 (7.4) 

As a first attempt, we will modify the problem by assuming that the two 

channels adjacent to the correct channel have higher probability of being mis- 

selected than more remote channels. This is a good representation of the situa- 

tion where the frequency responses of adjacent filters are overlapping to some 

extent. Thus, we let 
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qC 
= probability of selecting the correct channel 

‘a 
= probability of selecting either adjacent channel 

P’ = probability of selecting either one of the other channels. 

With these assumptions we will calculate a new value of noise power Pn2’ and 

compare this with Akima’s result. First we will compute the expected value of 

the channel number actually chosen (i), assuming that the signal actually occurs 
.th 

in the j channel. 

i=[1+2+. . . +N-(j-l) -j-(j+l)] p’ +(j-1) 9, +jq, +(j+l) q 
a 

or 

i= N(N+l) 1 
2 p - 3 jp’ + j (qc + 24,) 

Now we use the fact that 

(N - 3) p’ -t q, + 24,. = 1 

to eliminate the quantity q, + 2qa with the result 

7 

l- y=(j- y, (1 - Np’). 

(7.5) 

(7. 6) 

(7.7) 

(7.3) 

This is the same result as Akima’s, except that we have replaced p with p’, and 

some consideration can show that this could have been predicted from the sym- 

metry of our probability assignment. 

Next, we note that,as in Akima’s work, 

P ’ 
2 2 

n2 
=(i-T) =i - 52 

=[ l2 + 22 I-. . 
2 2 

. + N2 - (j-l) - j - (j+1)2] p’ + (j-1)2 qa 

+ j2qc + (j+l)2 qa - T2. 

Expanding and collecting with the use of Eq. (7. 7) and the relationship 

(7.9) 

l2 + 22 + . . . +N2 = $ (N+l) (2N+l), (7.10) 



we have 

P ’ 
n2 

= f (N+l) (2N+l) p’ +j2(1 - Np’) +Y2 + 2 (9, - P). (7.11) 

Now we restrict ourselves, as Akima did, to the noise power in the absence of 

modulation. Hence, 

N+l 
j=-Ji- 

This in turn implies, from Eq. (7. 8) that 

7 l=N+l 
2 

Substituting these two relations in Eq. (7.11) we find 

P’= 12 
n2 

Np’tN2- 1) + 2 (q 
a - P’) 

(7 . 12) 

(7.13) 

(7.14) 

This is the desired result and for purposes of comparison we form the ratio of 

P ’ 
n2 

and P n2 from Eq. (7.19): 

(7.15) 

When this ratio is greater than one, performance of the system with overlap is 

inferior to performance of the system without, when the ratio is less than one 

the reverse is true. We note that with Eqs. (7.7) and (7.15) define four variables, 

P’/ PJ Sal PJ q,/ PJ and Pn2’/ Pn2’ any two of which may be considered independent. 

In Fig. 42 we treat p’/p and q,/p as the independent variables and only the con- 

tour Pn2’/ Pn2 = 1 is drawn so that curves for various values of N may be included. 

Above this contour (for a given N) performance of the system with overlap is in- 

ferior to the system without; below the contour it is superior. 
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7.4 PLL Band-Dividing 

Another technique based on band-dividing consists of having each i-f 
* 

band division to represent the double-sided pull-in range of a PLL whose 

free running VCO is at the center of the division in question. If the i-f divi- 

sions (pull-in ranges) are orthogonal and span the whole, i-f band, then a 

signal frequency that remains long enough within the pull-in range of a loop 

will be captured only by that loop. On this basis, the i-f bandwidth equals 

the product of the pull-in range of a loop times the number of loops required 

to cover the whole i-f. The overall system is completed by the inclusion of 

a decision circuit to select the proper loop and a signal extractor to reproduce 

the modulation. The interest in this system lies in the possibility of providing 

an i-f division width (pull-in range) significantly larger than the noise band- 

width of the filter (PLL). In order to compare this technique with other methods, 

the minimum noise bandwidth required for each loop must be evaluated. 

In analogy with the passive filter bank, a necessary condition for the 

signal reproduction is that the signal frequency variation during the acquisition 

time remains within the pull-in range of the loop in question. In general, one 

can distinguish between two acquisition modes for a signal with arbitrary phase 

dynamics. The first case consists of the semi-instantaneous acquisition of the 

signal so that the difference between the signal frequency at t = o and at t = t 
acq 

is very small relative to the pull-in range, as shown in Fig. 43. This case 

may be treated analytically as the acquisition of a constant frequency step 

t-3 cd w 
0 

- w1 !a wo- w2. 

Notice that even in the case where 

Iwl - Oo I < ‘pull-in 

and 

13 - ool >R pull -in 

(7.16) 

The pull-in range of a PLL is defined as the maximum constant frequency step, 
referred to the free running VCO, that can be required. 
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the analysis makes sense since it is just a question of whether a given loop 

or its adjacent one acquires the signal. The second case consists ofthe alter- 

nate possibility where the difference between the signal frequency at t = o and 

t 
acq 

is comparable to the pull-in range, as shown in Fig. 44. The analysis in 

this case must include formulation of the actual phase fluctuations and it 

becomes very complicated due to the nonlinearities involved in the acqui- 

sition process. Still, one can note an undesirable feature in this case. 

Consider the possibility of 

Iw, - WoI <a pull - in 

and 

Iw, - WoI >a pull- in 

which should happen rather frequently for the case in question and is shown in 

Fig. 45. It is noted that even if the adjacent loop were to acquire, which is 

not certain, the signal is lost during the transition time to the adjacent loop. 

vco SIG 

t=o I 

I 

I 
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I 
I 

I 
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I I o<t< tacq 
I 

I 
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I 
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t 
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I I 
if, say, 
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Fig. 45 w2 - wl * fi 
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r 

This phenomenon was not relevant in the first case because these transitions do 

not occur frequently since acquisition takes place before the signal has moved 

away, and whenever they occur, the transition time is of the order of the acqui- 

sition time. It is evident that the second acquisition mode seems undesirable 

from reliability considerations and that the first mode is thus desired. The 

acquisition requirement for sinusoidal modulation is then 

max rate of 
f req change 

x acquisition 
time 

<< pull- in 
range 

(t ) 
acq 

P pull-in) 
(7.17) 

The analysis that follows assumes a conventional second order loop 

having the set (K, Bn, a) introduced in Chapter III as design parameters. The 

acquisition time of a frequency step by such a system maybe approximated by 

Q2/ a(2-a)2 B3 
n’ 

(7.18) 

where Sl is the initial frequency shift in rad/sec, as long as Q is sufficiently 

smaller than the pull-in range. A more detailed plot of the acquisition time 

is shown in Fig. 46 and is based on the analytical work of Richman. l4 As 

n gets closer tothe pull-in range, the actual acquisition time becomes in- 

creasingly larger than that given by the previous expression and finally 

t = 03 for !L?=n 
pull - in’ 

Therefore, 
acq 

Eq. (7.17) becomes 

2x a2 suff 
6W 

a(2 - aI2 Bn3 
<< 0 

pull- in 
forG?< Sz 

m pull - in’ 
(7.19) 

The worst case for acquisition occurs at G! = s1 
pull - in’ 

Even though 

the previous formulation is not valid at this value, it is still of interest to use 

52=0 
pull - in 

because if an undesirable performance results, as will be the case, 

one can then claim that the actual performance is even worse and conclude that 

the system is inferior to other techniques. 
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The pull-in range of the second order loop in question is given by 
* 

!a CJ ,/ 2(2-a) BnK 
pull-in 

so that the acquisition requirement reads 

B 5’2 >> x bw 2 

n 
a(2-a)3’2 m 

Using a factor of 10 to account for the much greater sign and setting a = 1 

which gives a near-optimum behavior, then Eq. (7. 21) reduces to 

Bn > 1.2 (5) 
II4 

6wrn cps. 
n 

(7.20) 

(7.21) 

(7.22) 

A comparison with the optimized second order PLL demodulator shows 

that each PLL in the bank requires a noise bandwidth equal to or larger than 

that of a single PLL processing the whole i-f signal since K >> Bn. Notice 

that the K parameter for the PLL bank is established from the steady-state er- 
1 

ror (b = 0/K so that using 4 < - radian (certainly an upper bound), for instance, 
2 

K > r = t JT for 0 = apullSin, a = I 

or 

(5) 
l/4 > 1.2 

- > 1.7 
n 6 

so that 

Bn > 2 fi w 
m cps 

(7.23) 

(7.24) 

which is comparable to the noise bandwidth of the single PLL demodulator. 

This result seems to be sufficient evidence to discard the conventional 

PLL band-dividing scheme, particularly if the aforesaid correction for the acqui- 

sition tune is accounted for. This statement must be revised if faster acquisi- 

tion capabilities are included, such as VCO sweeps (which is probably undesired 

The derivation of this result is rather complex. On this basis, it is better 

to give the reference than to try to summarize the analysis. The detailed 

derivation appears in Ref. 15. 
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because of the on-off synchronization complexity and noise performance) or non- 

sinusoidal phase detectors (which could decrease the acquisition time by a con- 

siderable amount and thus be desirable). 

7.5 Band-Dividing Signal Estimation Techniques 

The results of the previous sections show that the individual filter band- 

width constraints derived from signal acquisition considerations limit the per- 

formance capabilities of systems whose SNR improvement is based on the ratio 

of the i-f and filter bandwidths. These conclusions suggest that we direct our 

approach towards techniques whose SNR improvement is not strongly dependent 

on B /B at a first glance. As a simple example, consider the case where the 
if f 

output signal is a quantized waveform obtained by selecting the filter with the 

signal from the i-f bank and developing a quantum level in accordance to the filter 

selected. It is evident that such a technique would require a large amount of fil- 

ter overlap from resolution considerations and a more promising method would 

consist of estimating the signal frequency from the output of more than just a 

single filter. 

The problem at hand is to estimate the signal frequency when the outputs 

of the set of band-dividing filters are available. A maximum likelihood estimator 

is derived in Appendix A for the case where the filter outputs are processed at 

the same time instant. The block diagram of the resultant system is shown in 

Fig. 47 where 2N + 1 filters are assumed. A generalized filter output w(t, V) is 

both a function of time and frequency, the latter distinguishing the filter from its 

neighbors . For the no-memory processing system under consideration, the time 

dependency is deleted in Fig. 47 and VistakenaskF, k=o, fl,. . . fN, for 

equally spaced filters. The linear transformation T yields statistical independent 

noise components in different filters (unnecessary if the filter impulse responses 

are orthogonal) and the maximum likelihood estimator can then be formulated 

using conventional techniques. The estimator operation is defined by Eq. (31) in 

Appendix A and consists of a reference signal generator S:(C) (where p is the 
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signal frequency), a product bank followed by an adder and a nonlinear envelope 

detector, and a comparator that yields the maximum likelihood estimate t. 

A simpler interpolation scheme from synthesis considerations consists of 

examining the set Iw(t, kF) 1 o envelope detected outputs and forming a smooth f 

curve that approximates 1 w(t, V) I . The value of v at which this curve has its 

maximum would be the estimate of the signal frequency c. For such a procedure 

to be effective, the frequency separation F between the center frequencies of 

adjacent filters should be small enough for the filter transfer function to be es- 

sentially constant for changes in v of this order of magnitude. In addition, of 

course, the SNR must be sufficiently high. 

As an example, consider a quadratic interpolation scheme which involves 

passing a third degree polynomial through three adjacent points.. There is no 

need to do this for all triplets of points but only for the triplet which surrounds 

the desired maximum. Thus one may first determine the filter whose envelope 

is maximum and then select as the desired triplet the outputs of this filter 

and the adjacent filters. In the event that the maximum envelope output 

occurs at one of the two end filters, the two adjacent interior filters should 

be used. Our discussion ignores this end point situation which is readily 

handled by slight modifications of the procedure discussed below. 

Since the interpolation operation is a no-memory operation, we need 

not introduce time in our discussion. Let E(v) = IO(V) I represent the continuous 

function which is sampled by the filter output envelopes. For simplicity, suppose 

that the desired triplet of filters is centered on v = o and let 

E(-F) E E 

E(o) = E. 

E(F) = E, 

(7.26) 
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Then, if f(v) = a v2 + b v + c is the quadratic passing through the points (E , -F), 

(Eo> 01 and (E+, F), it satisfies the equations 

E =aF2 - bF + c 

E. = c 

E, = a F2 +bF + c. (7. 27) 

where the coefficient c is given directly and the coefficients a and b are 

readily computed as 

E+ - E 
b = 2F- 

(E+ - Eo) - (E. - E-) L -- d2E(v) . . 

a = 
2F2 

M 
2 I I dv2 

3 ; E (0) 
u=o (7.28) 

and where the approximations indicated are valid for sufficiently small F. 

One may readily determine that the maximum value of f(v) 

occurs at 

b 
E -E+ 1 

v=- -= _F-- - 
2a 2 1 E++E -2Eo i 

E(o) 

(7.29) 

It follows from the above that if the filter which has the maximum output 

envelope has a center frequency located at v = kF, the location of the maxi- 

mum z of the interpolated function is given by 

.-. 
V = F 

i 
K-t-; 

E--E+ 
1 

L E++E- -2Eo .J 

(7. 30) 



A signal estimation technique that converts frequency resolution into 

time resolution prior to the variable estimation has been presented by 

Darlington. 
16 

He analyzes demodulators that estimate the frequency of a trans - 

mitted FM signal derived from a sample - and - held waveform and denotes 

this method of demodulation as spectrum analysis. One example would be a 

bank of narrow -band filters as suggested by Akima and Darlington points out 

that this system suffers from the practical disadvantage of estimating an un- 

quantized variable (frequency) with a finite number of filters. In order to 

obtain a very precise estimate, an awkwardly large number of filters is 

required. 

To avoid these difficulties, Darlington suggests an alternate receiver 

design as shown in Fig, 48. The input signal (constant frequency in any one 

sample interval) is mixed with a linearly swept oscillator and the output is 

then applied to a dispersive line which has a delay proportional to frequency. 

The output of the delay line is a pulse delayed by an amount proportional to the 

frequency of the input (see Fig. 49 ). The only remaining operation is to esti- 

mate the time of occurrence of this pulse. 

Darlington claims that this is an easier operation than the original 

operation of using a finite number of filters to estimate the input frequency. 

However, the advantages are more apparent than real. A simple threshold 

type level detector will give nowhere near the optimum mean-square error 

which Darlington calculates. A more sophisticated device which detects both 

the upward and downward passage through a threshold and averages the time 

of these two events will similarly give substantially worse performance than 

the optimum. To approach the optimum one might consider correlating the 

pulse with a set of delayed versions of the expected pulse shape and which- 

ever member of the set had a delay nearest to the actual delay would produce 

the largest output. However, this is exactly the situation we set out to avoid 

in the first place, so that converting the frequency axis to a time axis presents 

no real advantage. Therefore, a system of this type offers no advantage over a 

bank of filters as described by Akima. 

118 



Input l Mixer 

l 
A 

Dispersive Pulse 

l 
Filter 

* Position 

Detector 

R-394 

Fig. 48 Darlington system configuration. 

Input 

Frequency 

Loco I 

Oscillator 

Frequency 

Mixer Output 

Frequency 

t 

Dispersive Filter 

Output (Delayed) m k 

R-395 

Fig. 49 System operation. 

119 



7. 6 Conclusion 

In this chapter we have studied different band-dividing demodulation 

techniques. The original system of Akima was found to be at most comparable to 

a second order PLL demodulator when the individual filter bandwidth constraints 

arising from quasi-stationary response considerations were accounted for. Also, 

the effect of mis-selection noise due to the filter overlap is analyzed. 

The limitations of the Akima system directly suggest the use of i-f divi- 

sions whose widths are larger than their noise bandwidths, and the use of a PLL bank 

seems a possible solution if we identify the pull-in range with the i-f division. 

The acquisition implications inherent in this operation are found to result in a 

system inferior to the second order PLL demodulator due to the long acquisition 

time involved when sinusoidal phase detectors are used in the PLL bank. 

The failure of band-dividing systems whose improvement is based on the 

ratio of i-f and the individual filter bandwidth to show any promising improve- 

ment relative to a PLL demodulator suggests the study of band-dividing signal 

estimation techniques. A maximum-likelihood band-dividing estimator is derived 

and some practical approximations are discussed. The SNR improvement 

analysis of these systems needs further investigation to motivate any develop- 

ment at this stage. 
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Appendix A 

A MAXIMUM LIKELIHOOD BAND-DIVIDING DEMODULATOR 

This Appendix studies the operation of an FM demodulator that uses the 

outputs of a bank of filters for demodulating an FM signal. After discussing the 

characteristics of the noise and signal terms at the outputs of these filters, we 

describe a maximum likelihood estimator which processes the filter outputs to 

obtain an estimate of the desired FM. 

Signal and Noise Characterization 

Let h(t) represent the complex envelope of the impulse response of the 

filter located at the “center” of the bank of filters. Then h(t) eJgu represents 

the complex envelope of a filter removed v cps from the center filter (assuming 

that our reference or “carrier” frequency for the definition of complex envelopes 

is chosen equal to the center frequency of the center filter). In the absence of 

noise the output (complex envelope) of the filter located at v cps is given (apart 

from an irrelevant factor of 1/ 2) by 

y(t, u) = s S (t - p) h (P) ejlrvg d< (A. 1) 

where S(t) is the input signal (complex envelope). Similarly the output noise is 

given by 

Z(t, u) = JN(t - p) h(P) ejvnp dc (A. 2) 

where N(t) is the input noise. If we momentarily consider the possibility of a 

continuum of filters, then Y(t, v), Z(t, V) are random processes in twoindepend- 

ent variables (t, V) which describe the signal and noise outputs of these filters. 

Since Z(t, V) is derived by a linear operation on N(t) one may 

assume Z (* ) to be a gaussian process if N (. ) is. The autocorrelation function 

of Z(t, V) is given by 



z+tt, u) ztt+ 7, u + 0) 

= JlN’(t - c) N(t + T - $ h*(c)h($e-j2r [UC -(V+RY?&dV 

= s ( RT -o)H(a, Qe 
j2ava du 

(A. 3) 

I 
where R(7) = N (t) N(t + 7) is the autocorrelation function of the input noise and 

(A. 4) 

may be taken as the ambiguity function of the filter impulse response. 

Assuming that the filter outputs are examined at the same time 

instant and that the noise is white with unit power density, the noise correlation 

function of interest is 

z* (t, u) z (t, u + S?) = H (OsW 

= 11 h(c) I2 ejza”dp 

= s H” (f) H(f - 0) df = RH (0) (A. 5) 

where H(t) is the center filter transfer function (lowpass equivalent). In view 

of Eq.(A. 5) the process Z(t, V) with t fixed is statistically stationary in the 

variable v when the input noise is white. 

We turn our attention now to the signal term Y(t, v). We shall 

briefly study the conditions on the filter characteristic for an input frequency- 

modulated signal so that the output differs little from the quasi-stationary output 

It is desirable to explicitly indicate the group delay provided by the filter (at 

zero frequency). Thus let 

h(t) = k(t - A) (A. 6) 
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where A is the filter phase slope at zero frequency and k (t) is the impulse re- 

sponse of a hypothetical filter with zero phase slope at zero frequency. 

s(t) = ,jW 

In the case of FM or PM the input signal can be represented by 

so that using this representation and Eq. (A. 6) in Eq. (A. 1) we 

find 

Y(t, v) = j-,j[+Ct - Ci) + 27wP3 
k (P - A) d[ 

= ej[&t-A) + 2nvAl 
f e 

j [+&C-A)- ‘$ (t-A)l+j2dk(c) $’ 

(A. 7) 

and upon using the definition 

R(t, P) = 4 (t-P) - b (t) +- % i (t) (A. 8) 

we find that 

Y(t, U) = e 
j[#t-A) + 2nvAJ K v _ kid 

( 2?r > 
+ E(t, v) (A. 9) 

where 

K (0 ) is the transform of k(t) and 

E(t > u) = ej [&-A) +2x4 se jg [2nu- $(t-A)] ejR(t-Aa c)..l R(c)dc 1 
(A. 10) 

It may be recognized that the first term in Eq. (A. 9) is the 

quasi-stationary portion of the output signal. The magnitude of the error term 

is bounded as follows 

1 E (t, v) 1 g s / ejRltmA’ ‘)-1 / 1 k(C) 1 dC 

= sin Rm 1 k(c) I 
2 I 

dP . 

so that a sufficient condition for small distortion assumingK(o) = 1 is 

I R(t-A, <) << 1 for 
I 

(A. 11) 

(A. 12) 
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where I k(t) I is assumed to be negligible for t outside an interval of duration T 

centered on t = o. Assuming that the indicated derivatives exist, thenR(t, %) 

has the expansion 

R(t, C) = t-c< e<t (A. 13) 

which leads to the sufficient condition 

t-c < 0 < t. 

and the least tight condition is clearly* 

Max df!& << 2 
I dt2 I T2 

(A. 14) 

(A. 15) 

\ For the case of sinusoidal modulation given by b (t) = 6 sin wmt 

then Eq. (A. 15) becomes after a slight rearrangement 

f2 
1 

m T2 << m 
26n2 

(A. 16) 

so that for a large modulation index the product fmT must be very much less 

than one if the sufficient quasi-stationary condition Eq. (A. 15) is to hold for 

sinusoidal modulation. Even for values of 6 of the order of unity Eq. (A. 15) 

implies that fmT << 1. 

* When b (t) is a random process Eq. (A. 14) and Eq. (A. 15) are not so con- 
venient. In such a case one should replace Eq. (A. 16) by 

t jR(t-A, 811 2 <<l , T. -;<p< 2 0 
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Signal Estimation 

In terms of the hypothetical filter with zero group delay we may 

represent the output of a filter with center frequency y as 

w (t, u) = Z (t, u) + ej9 ltBA) K CV - F > ] exp [ j2nvA-J (A. 17) 

where the noise 

z(t, u) = s N(t - [ - A) k (c) e jar” d[ (A. 18) 

has correlation function 

z%, u) z (t, u + a) = j-K (f) K* (f + $3) df (A, 19) 

assuming N(t) to be white and of unit spectral density. 

If 2 N + 1 equally .spaced filters are available we may state our 

estimation problem as follows: given the 2 N + 1 random processes w(t, kF); 

k= o, fl... f N, then determine the frequency modulation i (t)/2n. 

An obvious heuristic solution to this problem arises from the 

observation that the magnitude of the signal component in Eq. (A. 17) has a 

maximum at 

+&-A) 
u(t) = urnax -I- zn 

where 

Max IK(v)I = [K(v,,‘)I- 
V 

Assuming a symmetrical unimodal filter 

V = 0 
max 

(A. 20) 

(A. 21) 

(A. 22) 

and the signal component has its maximum magnitude at the filter whose center 

frequency equals the “instantaneous” frequency of the input. Thus, neglecting 
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noise, one possible estimation procedure is to determine I w (t, kF) I and by an 

interpolation procedure estimate the value of v for which 1 w(t,v) I is maximum. 

This value of v, say v(t), will be an estimate of $ (t-A) 27~. 

Unfortunately there is no proof that this procedure will result in 

an optimum estimate of the input frequency modulation. We shall determine an 

optimum procedure for the particular case in which the outputs of the 2N + 1 

filter are examined at the same time instant, i. e., a no-memory processing of 

the filter outputs. For convenience in notation let 

z (t, VI = z b) 

+ (t - A) = I#I 

w (t, v) = w(v) (A. 23) 

so that 

W(u) = w(v) e 
-j2rTyA 

= z (v) + ej’ K (v - P) (A. 24) 

Since A is known we may assume that w (v) e -PrvA 9 w tv) is 

observed rather than W(V) alone. 
- j2nvA 

A study of Eq. (A. 24) reveals that if w(zj)e 

were known for all values of v, the problem of estimating g would be formally 

identical to the problem of determining the position of a pulse of known shape 

but unknown phase (assuming 4 unknown) and position in stationary colored gaus- 

sian noise of autocorrelation function given by Eq. (A. 19). 

Since W(V) is known only for a finite set of values of v our prob- 

lem is a sampled version of the above problem, namely: determine the position 

of a pulse of unknown phase and position in stationary colored gaussian noise by 

observation of a finite number of periodically spaced samples. 

Using vector and matrix notation, we define the observed filter 

outputs and the signal and noise terms as 
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r . 

D 

. 

G(F) 

W(o) 

WI-F) 
0 

0 

. L .J 

(A. 25) 

(A. 26) 

(A. 27) 



so that the observed vector W is given by 

when the parameter value c = co. 

(A. 28) 

This problem of optimally estimating p may be solved in two 

steps. First one may determine a linear transformation of the set of samples 

(i. e. , % which will yield independent noises and then one may solve the simpler 

independent noise case. Since the linear transformation is reversible no infor- 

mation is lost and the overall optimization problem will remain unchanged 

if we deal with the transformed variables. Let the noise whitening trans- 

formation be .denoted by T, the transformed samples by 6 ’ , and the trans- 

formed noises by 2 ’ . Then 

iit = 3 + ejb T K(r) 
0 

(A. 29) 

where 

w1 = TW 

?il = TZ. (A. 30) 

In the transformed problem the noises are independent and the 

optimization problem is considerably simplified. Standard statistical techniques 

may be used to obtain minimum mean squared error or maximum likelihood 

estimates. Thus it may be shown that the maximum likelihood estimate of g is 

given by p below, 

p= M ax ( In IO 1 rN wL sk* (t? I] - t 1 ‘k(tt) 1 2, (A. 31) 
c -N 

where { s,? (CT)) are the elements of T K(P) 
n 

TK(C) = 

. 

. 

(A. 32) 



and (wk} are the elements of wf , 

0 

e 

0 

w’= y’ 

wO’ 
I 

w -1 

0 

. 

. 

(A. 33) 

The first sum in Eq. (A. 31) represents a determination of the correlation be- 

tween the transformed input and expected signal while the second term is a bias 

term depending upon the energy of the transformed signal vector. The function 

IO [ ] is the modified Bessel function of the first kind and order zero. One may 

interpret the operations 1 n IO (I 1) as a nonlinear envelope detection operation. 

A block diagram of the maximum likelihood estimator is shown 

in Fig. 45. Since this estimator processes the filter bank outputs at the same 

time instant, i. e. , since it is a no-memory processing, further processing 

which involves filtering operations can be expected to reduce the noise still 

further. The most obvious processing of < (t) would be a straightforward filter- 

ing to the known bandwidth of i (t). 

One may formulate a more involved optimal estimation problem 

that involves general processing of the filter bank outputs with memory. It ap- 

pears that such processing is too complicated to be of practical importance. 

Even the scheme of Fig. 46 is rather involved. There is one special situation 

in which the operation of Fig. 46 simplify, namely, when the impulse responses 

(and thus transfer functions) of the filters are orthogonal. In such a case the noises 

at the filters outputs become independent and the transformation T is unnecessary. 
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If in addition N is chosen large enough so that the set of values {K (k-c); k = o, f 1, 

o o. 3r N) represents a closely sampled version of K(v-c) for any expected range 

of values of p then the bias term becomes independent of c and may be removed. 

Also since f! n I,[xJ is monotonically related to x a simple envelope detector 

will be Satisfactory. 
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