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Abstract—Endoscopy has recently been introduced to endonasal transsphenoidal pituitary surgery as a minimally invasive procedure

for the removal of various kinds of pituitary tumors. To reduce morbidity and mortality with this new technique, the surgeon must be

well-trained and well-prepared. Virtual endoscopy can be beneficial as a tool for training, preoperative planning, and intraoperative

support. This paper introduces STEPS, a virtual endoscopy system designed to aid surgeons in getting acquainted with the

endoscopic view of the anatomy, the handling of instruments, the transsphenoidal approach, and challenges associated with the

procedure. STEPS also assists experienced surgeons in planning a real endoscopic intervention by getting familiar with the individual

patient anatomy, identifying landmarks, planning the approach, and deciding upon the ideal target position of the actual surgical

activity. The application provides interactive visualization, navigation, and perception aids and the possibility of simulating the

procedure, including haptic feedback and simulation of surgical instruments.

Index Terms—Applications, visualization techniques and methodologies.

�

1 INTRODUCTION

LOCATED centrally at the base of the brain, the pituitary is
the central gland for the hormonal metabolism of the

whole body. Pituitary adenomas are benign slow-growing
tumors that arise within the pituitary gland. Comprising
around 12.5 percent of all intracranial tumors, they are a
common and important neurosurgical problem: If left
untreated, these tumors can cause a variety of symptoms,
from mild headaches and progressive visual loss due to the
mass effect of the tumor to death due to electrolyte
imbalance. The most common symptoms are those brought
about by pituitary dysfunction, causing either a lack of
hormones, yielding, e.g., fatigue and sexual dysfunction, or
an excess of certain hormones with Cushing’s disease,
gigantism/acromegaly, and amenorrhoea-galactorrhoea as
clinical syndromes.

Minimally invasive endoscopic procedures are con-

stantly gaining importance in modern medicine [1]. En-

donasal transsphenoidal pituitary surgery is a relatively

new endoscopic procedure used for the removal of pituitary

tumors (see Figs. 1 and 2): A rigid endoscope and surgical

instruments are inserted into the patient’s nose and

advanced through the natural nasal airway along the nasal

septum (the wall dividing the nasal cavity into halves) into

the sphenoid sinus. This cavity of the skull must be entered

through a small opening, the sphenoid ostium. In order to

gain sufficient access, the natural ostium usually must be

widened using a bone punch (rongeur). With the transition
through the ostium, the so-called nasal phase of the
procedure is completed and the sphenoid phase starts. The
sphenoid sinus often consists of chambers separated by
bony septa (dividing walls). The septa usually must be
removed, again using the punch, in order to get sufficient
access to the sellar floor, a bony structure separating the
sphenoid sinus from the pituitary gland and the tumor. The
sellar floor is then opened using a drill or a small chisel.
After enlarging this opening using the rongeur, the tumor
can be divided from the surrounding tissue and removed
through the patient’s nose.

The procedure is associated with some risk: The internal

carotid arteries (ICAs), which supply large parts of the brain

and the optic nerves, pass just laterally to the pituitary

gland behind the sellar floor and are therefore invisible to

the surgeon. Damage to these structures and the pituitary

gland itself must be prevented.

In order to keep risk at a low level, it is obviously of

utmost importance for the surgeon to be skilled and

experienced as well as to be familiar with the patient’s

anatomy prior to each surgical intervention. Acquisition

and analysis of both MRA (Magnetic Resonance Angiogra-

phy, a type of Magnetic Resonance Imaging (MRI), which

depicts blood at a higher intensity level, with no contrast

agent needed) and CT (Computed Tomography) scans of

the patient’s head are usually part of the routine preopera-

tive diagnostic workup. Besides standard 2D viewing

techniques, the surgeon can, therefore, without any addi-

tional radiological examinations, use virtual endoscopy,

which can be of benefit in three different ways:

1. Preoperative Planning: While careful slice-by-slice-
analysis of the raw images obtained from the
modalities can give a sound overall picture of the
situation to a skilled surgeon, this picture can still be
enhanced by additionally using simulated 3D views
as provided by virtual endoscopy. This helps to get
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familiar with the anatomy of the patient, decide on
the path to take, and plan exactly where to open the
sellar floor.

Also, semitransparency can be used: Rendering

the tumor, the pituitary gland, the ICAs, and the

optic nerves behind the semitransparent sellar floor

(see Fig. 3, left image) can give the surgeon a

profound impression of how to minimize the risks

associated with the procedure.
2. Intraoperative Support: Virtual endoscopy can be used

during the real surgical procedure both as a
navigation aid and to decide on the exact opening
site of the sellar floor. If the position of the real
endoscope is tracked, the viewing parameters can be
retrieved and transferred to the virtual endoscopy
system.

3. Training: Safe execution of the procedure requires
training. It is, for instance, a hard task for beginners to
find the correct path to the sphenoid ostium. Simula-
tion of the real surgical operation by not only
providing the visual impression but also modeling
haptic parameters and constraints of movement and
simulating surgical instruments can serve as a tool to
exercise the complete approach. Furthermore, virtual
endoscopy can help the trainee to get used to visual

parameters offered by endoscopy: These include
image distortion, nonstereoscopic 3D images, and a
limited range of light.

Virtual endoscopy has been reported to be usable for
visualization of the nasal cavity and the paranasal sinuses
[2]. Talala et al. assessed the benefits of a combination of
virtual endoscopy with nonperspective semitransparent
imaging of surface landmarks for transsphenoidal pituitary
surgery [3].

This paper is an extended and revised version of the
previously published article “STEPS” [4]. STEPS (Simula-
tion of Transsphenoidal Endonasal Pituitary Surgery) is a
virtual endoscopy system designed to aid neurosurgeons as
a training and planning device for endonasal transsphenoi-
dal pituitary surgery. Section 2 describes data preproces-
sing. Section 3 introduces the virtual endoscopy system.
Section 4 discusses benefits and problems experienced by
neurosurgeons working with the application. Section 5
deals with planned extensions.

2 DATA PREPROCESSING

Radiological images of the patient’s head are generated
using both CT and MRA. CT data give information
about skull anatomy. The pituitary gland, the tumor, the
optic nerves, and the ICAs are usually well captured by
MRA. The size of a typical CT data set amounts to
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Fig. 1. The endoscope and the transsphenoidal approach.

Fig. 2. Images from a real surgical intervention: 1) The endoscope is
entered into the nose. 2) The endoscope is advanced along the nasal
septum. 3) The sphenoid ostium is too small to pass through. 4) The
ostium is enlarged using a punch. 5) Removal of sphenoid septa. 6) The
sellar floor is opened using a small chisel. 7) Result after application of
the chisel. 8) The hole has been widened using a rongeur.

Fig. 3. Left: Inside the sphenoid sinus, the tumor (green), the internal carotid arteries (red), and the optic nerves (blue) are in the background. Center

left: Preview of the virtual bone punch—the part of the preview painted dark green shows the part of the tumor that is within reach of the punch.

Center right: The simulation is suspended, the endoscope (gray) has been added to the scene. Right: The endoscope has deformed soft tissue, the

arrows point in the direction of deformation.



approximately 512� 512� 170 voxels, with a voxel size
of 0:44mm� 0:44mm� 1mm. The MRA data sets used
comprise approximately 512� 512� 100 voxels, with a
voxel size of approximately 0:4mm� 0:4mm� 1mm.

Objects of interest are extracted (segmented) from the
MRA image. Since the visualization of the boundaries of the
investigated cavities during the virtual endoscopy proce-
dure is based on the CT-data, the two data sets must be
geometrically aligned (registered) to ensure exact correla-
tion of object locations. After registration, objects of interest
can be segmented in the MRA image and displayed at
correct positions during the CT-based virtual fly-through.

STEPS was implemented as a collection of three
modules, embedded into the Java-based medical work-
station J-Vision (Tiani Medgraph, Vienna, Austria). Regis-
tration, segmentation, and virtual endoscopy were each
encapsulated into one module. The following paragraphs
describe the registration and segmentation modules. The
virtual endoscopy module is covered in detail in Section 3.

2.1 Registration

The registration module aligns two three-dimensional data
sets by using rigid body transformations with six degrees of
freedom (three translations and three rotations). The
alignment is achieved by optimizing a similarity criterion
(based on mutual information) using adaptive simulated
annealing.

Capek and Wegenkittl [5] developed this fast and robust
module for voxel-based registration. Intuitive user interac-
tion has been added. This allows performing a manual
prepositioning of the data set to be registered. To ensure
finding the global optimum, usually only very rough
manual preprocessing is required. A skilled user performs
this task in less than two minutes. No manual definition of
landmark points or similar is required. The automatic
registration process takes approximately 10 seconds on a
standard PC.

2.2 Segmentation

Segmentation is one of the most important problems of
medical image processing and visualization. There is a
constant on-going search for methods to extract certain
parts of the anatomy with as little user interaction needed as
possible. Automatic approaches usually rely on models
describing the usual appearances of certain anatomic
structures. These models are extracted from training sets
and mirror the statistical variability of object shape and
texture in these training sets [6].

However, in regions where tumors grow and deform the
neighboring anatomy in a chaotic way, hardly describable
by statistical measures, appearance models are of very
limited use. Since this is often the case in the presented
project, STEPS relies on semi-automatic segmentation.

The so-called watershed-from-markers technique is used:
The watershed algorithm is a classical algorithm in
mathematical morphology originally described for 2D data
sets. The original algorithm suffers from oversegmentation.
The watershed-from-markers technique improves this by
adding simple user interaction: Markers are placed into the
volume, each marker related to either an object of interest or
the background. This additional input adds information

about object connectivity to the algorithm and reduces the
probability of detecting false borders. Felkel et al. [7]
developed an extremely memory efficient and fast imple-
mentation of the watershed-from-markers algorithm, ex-
tended to 3D, with acceptable performance even for large
data sets. The increased speed (the calculation takes about
25 seconds on average on a P4-3000 MHz) allows multiple
passes of editing the markers and running the algorithm
until the result is satisfactory. Minor adaptations can be
(and usually are) carried out manually in a paint/erase
fashion. Manual editing is important to retain complete
control over the segmentation process and to achieve a
medically sound segmentation result. Manual adaptation
takes about 50 percent of the time spent on segmentation,
i.e., approximately 15 minutes per patient.

User interaction in the segmentation module takes
place via an MPR (multiplanar reconstruction, see also
Section 3.3.1). A 3D preview of the segmented object can
be viewed at any time during segmentation.

3 THE VIRTUAL ENDOSCOPY SYSTEM

3.1 Visualization

To be applicable, a virtual endoscopy system must provide
instant reaction to user input. This results in the need for
high frame rates and, thus, fast visualization. Many existing
systems therefore render isosurfaces [1]. Roughly two
groups of isosurfacing algorithms can be identified: those
which use hardware-accelerated polygonal surface render-
ing [8], [9] and those using first-hit ray casting [10].

In first-hit ray casting, for each pixel, a viewing ray is
tracked through the volume and intersected with the
isosurface. As soon as the first intersection has been found,
ray tracking is stopped and the pixel is shaded. Plain first-
hit ray casting without special hardware-acceleration is
usually too CPU-intensive to be performed at interactive
frame rates. Therefore, optimization strategies which either
reduce ray traversal distances or increase ray tracking
efficiency have to be applied [11], [12]. There are a number
of approaches which pay for increased performance by
reducing image quality [13], [14], [15] or flexibility [16].

For STEPS, two optimized first-hit ray casting techni-
ques, both without special hardware acceleration, are
applied for reasons of hardware independence. One of the
ray casting techniques is used to depict the foreground (the
inner walls of the investigated cavities, an isosurface in the
original CT data) and one to visualize the presegmented
background objects.

Since the foreground always covers the complete image
and, thus, each pixel has to be processed, an optimized
image-order (pixel by pixel) ray casting technique is applied
[4]. The technique achieves interactive frame rates by
exploiting interpixel coherency and accelerating memory
access and empty space traversal. Rays are tracked
efficiently from cell-boundary to cell-boundary [17] in order
to avoid missing thin structures.

Background visualization is performed on a synthetic
background volume which is generated by reconstructing
objects of interest from binary segmentation masks. For
objects which can be represented by an isosurface in the
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original MRA or CT data (e.g., the ICAs in the MRA data
set), the mask is comprised of the objects and its
surroundings—the original values of voxels inside the
mask are simply transferred to the background volume
and the object boundaries can be extracted during the
virtual endoscopy by interactively adjusting the isovalue for
the object. Other objects are reconstructed by generating
synthetic isosurfaces. The boundaries of these objects are
defined by the binary segmentation masks.

Background objects cover a varying number of pixels,
depending on their shapes and their positions relative to the
viewing frustum. Therefore, the background is generated
by applying the optimized object-order algorithm cell-based
first-hit ray casting [18], [19]. For each object, an isosurface is
displayed; the threshold can be adapted individually for
each object.

In each frame, the two resulting images (foreground and
background) are merged using a z-buffer. The difference of
the z-values between foreground and background deter-
mines foreground opacity. For more detail, please refer to
the previous publication [4].

3.2 Surgery Simulation

The user can decide to either move freely inside the
patient’s head or to simulate the endonasal transsphenoidal
procedure. With STEPS, the process of advancing the
endoscope through the narrow nasal cavities and finding
the correct way to the sphenoid sinus can be simulated, as
well as the process of widening the sphenoid ostium, the
removal of sphenoid septa, and one of the most crucial
parts of the actual surgical operation, the process of opening
the sellar floor. Simulation is used mainly for training
purposes, but can also provide information about accessi-
bility and the risks and obstacles to expect, which also
makes it useful for preoperative planning. For the simula-
tion, it is important to model the degrees of freedom and
constraints experienced when working with a rigid endo-
scope as accurately as possible. The user should be
confronted with similar challenges as in the real procedure
and guided by haptic feedback. In STEPS, the virtual
endoscope is maneuvered using a force-feedback joystick
(WingMan Force 3D, Logitech, http://www.logitech.com).

3.2.1 Control

The simulation starts with the user selecting a start point
pstart and a target point ptarget in the CT volume. The start
point defines the position where the endoscope is entered
into the patient and is usually located inside one of the
patient’s nostrils. The target is on the sellar floor. After
selection of the two points, the eye point peye is auto-
matically moved to pstart and the viewing vector points
toward ptarget. The user can move forward (into the viewing
direction) and backward using joystick buttons and can
rotate the virtual endoscope by moving the joystick handle.

The endoscope is modeled as the line segment connecting
pstart and peye. It can only be rotated around pstart (see Fig. 4).

3.2.2 Collision Detection and Deformation

On its way to the sellar floor, the endoscope passes through
a number of cavities in the skull. These cavities are
separated from each other by bony or cartilaginous walls,

so-called septa. Bones form barriers for the movement of the
endoscope. Soft (i.e., deformable) tissue (e.g., mucosa and
the cartilaginous part of the nasal septum) also poses
resistance to movement, but can be deformed to some
extent. In fact, soft tissue must be deformed to gain access to
the sphenoid ostium.

STEPS currently simulates soft tissue deformation in an
implicit way. For performance reasons, the deformation is
not modeled geometrically, but manifests itself only in
relieved constraints of movement and in force-feedback.
Volume adjustments resulting in optically or even physi-
cally correct deformation of the isosurface are computa-
tionally expensive and not straightforward. Implicit
deformation as performed by STEPS is less costly and
yields equivalent results as long as it does not affect the eye
point.

STEPS uses two thresholds, a soft threshold, tsoft, and a
firm threshold, tfirm, to define the data range of soft tissue,
with �1024HU < tsoft < tfirm < 3071HU , HU being short
for Hounsfield Units. Threshold tsoft is equal to the fore-
ground isovalue. Threshold tfirm represents the boundary
between soft tissue and bony structures. Apart from the
eye-point, the virtual endoscope may be pushed into soft
tissue, i.e., implicitly deform it. No part of the virtual
endoscope is allowed to be moved to intensity greater than
tfirm. Because peye may not cross the foreground isosurface,
tissue deformation can only be performed via endoscope
rotations and not by advancing the endoscope. In the
vicinity of peye, geometric deformation would therefore be
of significant advantage to prevent artificial limitations of
endoscope movement and to increase the overall realism of
the simulation. A suitable model is currently being
developed (see Section 5).

Because the bones encasing the sphenoid sinus are very
thin, they are captured by the CT at a lower intensity level
than more massive bones. The intensity level of these
nondeformable barriers is, in fact, similar to the intensity
level of larger deformable structures, as experienced near
pstart, like the cartilaginous nasal septum. Therefore, the
deformability of virtual structures cannot be made depen-
dent on CT-intensity values alone, but also spatial
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Fig. 4. Calculation of the tension relief vector after endoscope rotation.



information must be taken into account. In other words,
the value tfirm must change along the path of the
endoscope. The same also holds, to a lesser extent, for the
threshold tsoft. To achieve a behavior similar to reality, the
value tfirm is defined as a function of space, the threshold
tfirmðV Þ used at voxel V depending on the distance dsv
between V and pstart. Currently, the following step-like
function is used, values are in HU:

tfirmðV Þ ¼ maxðfðdsvÞ; tsoft þ 1Þ ð1Þ

with

fðdsvÞ ¼
450 dsv �

8

10
dst

�450 dsv �
9

10
dst

� 1

dst
9; 000 dsv þ 7; 650 otherwise;

8

<

:

ð2Þ

where dst denotes the distance between pstart and ptarget. The
formula is motivated as follows: Soft tissue that must be
deformed is usually encountered within the first 80 percent
of the path of the endoscope. The transition through the
ostium takes place after about 90 percent of the traveling
distance. So, when peye is inside the sphenoid sinus, the tip
of the endoscope experiences a small threshold, tfirm,
compared to the part of the endoscope that is inside the
nose. This means that, during the sphenoid phase, parts of
the endoscope close to pstart can still deform tissue, while
movement of the tip of the endoscope is bounded by almost
any visible structures, which is realistic because the bones
encasing the sphenoid sinus are usually only covered by a
very thin layer of mucosa. As a result, freedom of move-
ment during the sphenoid phase is confined by the size of
the (enlarged) ostium, as is also the case in reality.

The threshold used for foreground visualization,
tf ¼ tsoft, is usually selected such that soft tissue, as seen
during the nasal phase, and thin bones, as seen especially
during the sphenoid phase, are depicted. The intensity
levels are similar, but there may not be an isovalue that is
equally suitable for both. For this reason, the user can select
to make tf and, therefore, tsoft, a linear function of time,
depending on the distance between pstart and peye. Thus, tsoft
might slightly change in time, with peye moving.

In the simulation, actions which would cause the eye
point to move across the visualized foreground isosurface
are disallowed. To prevent the eye-point from jumping past
thin walls, the path from the previous to the current eye
point is sampled after each movement. If an intersection
with the foreground isosurface defined by tsoft is found, the
endoscope is returned to its previous position. Sampling is
performed by casting a viewing ray such that any visible
structures are encountered with a very high probability. To
prevent further disallowed collisions, this process is
repeated for a number of points evenly distributed along
the endoscope, with the only difference being that, for
points other than the eye-point, the threshold tfirm is used
instead of tsoft.

Collision detection is only performed for the center axis
of the virtual endoscope and not for its complete diameter.
This is compensation for the fact that the surgeon in reality
has an increased amount of freedom by performing slight
intuitive movements.

3.2.3 Force-Feedback

If a part of the virtual endoscope is inside soft tissue, force-
feedback is exerted with the goal to press the endoscope
back into regions of lower image intensity. The direction
and intensity of force-feedback are calculated using the
following algorithm, illustrated in Fig. 4: The sorted set of
intersection points of the virtual endoscope with the
foreground isosurface is a sequence of, alternately, entry
points (of the endoscope into tissue denser than tsoft) and
exit points (out of tissue denser than tsoft). An intersection
segment is a segment of the virtual endoscope that is
associated with tension because tissue has been deformed.
An intersection segment is always confined by an entry
point and an exit point, but may span more than two
isosurface intersections for the following reason: Inside soft
tissue, there may be, due to noise, small connected sets of
voxels whose values are smaller than tsoft. Intersections
with these regions do not break an intersection segment
apart. For example, the endoscope depicted in Fig. 4
intersects the isosurface six times (three entry points and
three exit points). Still, there are only two intersection
segments.

The direction into which the endoscope should be
rotated in order to reduce the tension caused by the ith

intersection segment Si most effectively is defined by the
tension relief vector vitension.

Tension relief vectors are calculated as follows: The CT
data is sampled at evenly spaced points along the virtual
endoscope, from pstart to peye. The intersample distance d

remains constant throughout the simulation. The �th sample
point p�sample is therefore always located at distance � � d
from pstart. For each �, a reference point p�ref is stored,
indicating the last position of a �th sample point that was
outside soft tissue. The ith tension relief vector is calculated
as follows:

vitension ¼ ci
v

j v j
ð3Þ

with

v ¼
X

f�jp�
sample

2Sig

ðp�ref � p�sampleÞ ð4Þ

and the coefficient ci being a function directly proportional
to the largest intensity value in the (slightly low-pass
filtered, to reduce the impact of noise) sequence of intensity
samples inside Si and directly proportional to the distance
between the center point of Si and pstart (simulating torque).
Finally, the sum of all tension relief vectors is transformed
to screen space and directly passed on to the force-
feedback-joystick. The intensity of force-feedback is deter-
mined by the Euclidean norm of the resulting vector.

3.2.4 Suspended Simulation

During simulation, the user’s range of view is very limited.
It can, as in real endoscopy, be enhanced by switching to an
angled endoscope (see Section 3.3.3). This, however, is
usually not sufficient to acquire a complete picture of the
current state of the simulation, which, however, might be
useful, especially for training purposes.
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STEPS provides the possibility of suspending the
simulation. This means that the current state of the
simulation is frozen and the application switches to a
temporary free-flight mode. During suspension of the
simulation, the endoscope is added to the rendered scene
as an additional background object (see Fig. 3, third image).
The user can view the current situation and assess the state
of the simulation from arbitrary view points. If the way of
the endoscope is blocked or endoscope rotations are
prevented, suspending the simulation helps to find out
the reasons.

Since, currently, there is no geometrical soft tissue
deformation, the virtual endoscope, pushed far enough
into soft tissue, might make the impression of having sunk
into the tissue (see Fig. 3, right). This can be quite confusing
and it is sometimes hard to see from which direction soft
tissue has been deformed. To give a more intuitive picture,
the direction of deformation is depicted using arrows. For
this, the information determining the application of force-
feedback is reused: For each intersection segment, a tension
relief vector was calculated. This vector points, approxi-
mately, in the direction from which the endoscope came
when being pushed into soft tissue. Each arrow points
accordingly in the direction of the inverted tension relief
vector to the surface of the endoscope. Arrow length
corresponds to the length of the tension relief vector and,
therefore, to the amount of force-feedback caused by the
corresponding intersection segment.

As soon as the simulation is continued, the endoscope is
removed by restoring the original voxel values from the
hard disk.

3.3 Additional Features

The following features are available during both free flight
and simulation:

3.3.1 Linked Views

The screen is separated into four parts (see Fig. 5): the
3D-view displaying the simulated endoscopic image and a
multiplanar reconstruction (MPR) consisting of three section
views displaying raw CT data and selected background
objects on three mutually orthogonal cross-sections of the
volume. The current eye point is the intersection point of
the three cross-sections. The cutting planes defining the
cross-sections can be arbitrarily rotated around the eye
point by the user. The section views are linked to each other
—the intersection between any pair of cross-sections is
displayed in both section views. The user can also link any
of the section views to the 3D view. If a section view is
linked, the intersection of its cutting plane with the viewing
frustum is displayed in both the 3D view and the section
view. This improves navigation tremendously since struc-
tures seen in the 3D view are mapped to their locations in
the CT data in a very intuitive way. This technique also
serves as an instrument to find a suitable threshold for the
foreground isosurface.

3.3.2 Simulation of Surgical Instruments

Surgical instruments are needed on several occasions
during the procedure: The sphenoid ostium must be
widened using a bone punch in order to gain sufficient

access to the sphenoid sinus. Inside the sphenoid sinus,
sphenoid septa might have to be removed to uncover the
complete sphenoid anatomy, again using the bone punch.
Finally, the sellar floor must be opened. Since the bone
punch cannot be used to create, but only to enlarge an
opening, a small hole is created using a drill or chisel, then
the hole is widened using the rongeur.

In the simulation, there is no need to use separate
instruments, i.e., both drill and bone punch. Instead, STEPS
simulates a bone punch with a built-in drill, which can also
be used to create an opening.

The user can select the radius r and the depth d of the
rongeur to use. The virtual rongeur is maneuvered using
the mouse. In previous versions of the system, the punch
was activated using a joystick button [4]. Control of the
rongeur was, however, completely delegated to the mouse
since, also in reality, the endoscope and the rongeur are two
disjoint instruments. When the mouse cursor is moved over
the endoscopic image, a preview is shown underneath the
cursor, indicating the expected impact of the punch (see
Fig. 3, second image). A mouse-click leads to activation of
the rongeur at the activation point pactivation, i.e., the position
currently rendered below the mouse cursor.

The bone punch is, logically, a rigid instrument, like the
endoscope. Therefore, it can be maneuvered with the same
constraints as the endoscope. During the simulation, the
punch preview is only shown and the punch can only be
activated if the mouse cursor points to a position on the
surface which can be reached from pstart. For testing the
reachability of the rongeur, the same rules are applied as for
testing the reachability for the simulation of endoscope
movement (see Section 3.2).

The preview of punch impact is generated using the
following algorithm: The punch vector vp is identified from
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Fig. 5. The 3D view (top left) and the three section views are linked to
each other. Note the septum on the left-hand side of the 3D view,
rendered incompletely due to a too high threshold, as confirmed by the
blue section view (bottom right).



the coordinates of the mouse cursor. It points from pstart
(during simulation) or from peye (during free flight) to
pactivation. If the simulation mode is active, the reachability is
checked by testing whether this vector intersects the
isosurface defined by threshold tfirm.

If the result of the test is negative (i.e., there is no
intersection), n ray source points are established. These
points are evenly distributed on a base circlewhich is located
on a plane perpendicular to vp and initially centered on
pactivation. The radius of the base circle is the user-specified
radius r. The base circle is then projected orthogonally, in
direction of �vp, to the isosurface. The projection is
displayed as a polygon in black color (see Fig. 6). This
polygon marks the optical region of impact (OROI). Next, the
plane containing the base circle is shifted in the direction of
its normal (�vp) until the base circle does not intersect the
isosurface any more. At the end of this procedure, it marks
the beginning of the physical region of impact (PROI) of the
punch. The PROI is comprised of all parts of the surface that
are rendered inside the OROI and whose distance ds from
pstart satisfies the condition dsb � ds � dsb þ d, with dsb being
the distance between pstart and the shifted base plane.

In the punch preview, pixels depicting a part of the PROI
are highlighted (light green color). If a part of a background
object is inside the PROI, the preview shows the color of the
object (see second image, Fig. 3).

The user can activate the punch with a mouse click. The
punch cuts a cylindrical piece of the specified radius and
depth out of foreground tissue. This is done by changing
voxel values in the CT volume accordingly—the impact can
therefore also be observed in the MPR. Information about
each activation of the punch is stored to disk. Thus, any
volume manipulations can be undone, allowing, for
instance, a restart of the simulation.

Fig. 6 shows the process of virtually widening the
sphenoid ostium. Fig. 7 depicts the simulation of the
process of opening the sellar floor.

3.3.3 Angled Endoscopes

In reality, the optical system of the endoscope can be
adapted to satisfy special needs of the surgeon. Special
objectives attached to the endoscope cause the principal
viewing vector to deviate from the axis of the endoscope by
a certain angle. The angle can be selected to be 12, 30, or
45 degrees for the forward oblique view, 70 or 90 degrees
for the lateral view, and 120 degrees for the retrospective
view. In case of an angled objective, rotation of the
endoscope around its axis does not result in simple rotation
of the endoscopic image around its center with constant

view direction, but the view direction is also rotated around
the endoscope axis. This tremendously enlarges the
surgeon’s field of view, but, at the same time, makes
handling of the endoscope far more complicated. The larger
the angular deviation, the less intuitive the visual response
to movements of the endoscope is. Therefore, usually, the
following strategy is pursued: In the beginning, a non-
angled endoscope is inserted to identify the path to the
point of application of surgical activity. As soon as
instruments have been added and the path is laid, the
endoscope can be retrieved, the objective replaced, and the
endoscope inserted again, next to the surgical instruments.

STEPS supports simulation of angled endoscopes and,
therefore, helps the user get used to the difficulties arising
with maneuvering an endoscope with an angled viewing
axis. The angle can be selected at any time. The strategy
used in the virtual case is as follows: Use an angle of 0 to get
to the position of interest, then change the angle and start
looking around by rotating the endoscope around its axis
(twisting the joystick handle).

3.3.4 Surface Rigidity

A smoothly shaded isosurface gives no information apart
from shape. All structures, regardless of the types of tissue
they represent, are displayed in the same way and in the
same color. The information given can be enhanced by
adding meaningful texture to the surface. Information about
tissue rigidity, for example, helps the surgeon in a variety of
ways. First of all, the intuitive mapping between the
3D view and reality is enhanced. In real endoscopy, it is
easy to differentiate between soft and rigid tissue—if there
are not sufficient visual hints, a structure can be tested for
rigidity quite easily by checking the deformability. This
cannot yet be done in STEPS. However, showing surface
rigidity as a texture reduces that disadvantage. If the
simulation is suspended, the texture can help identify why
endoscope rotation is prevented in a certain direction. The
texture also gives information about isosurface reliability:
The more rigid the displayed structure is, the steeper the
gradient in the region of the isosurface is, implying a
smaller change of the surface as a response to isovalue
adaptation. On the other hand, parts of the surface which
are far from rigid structures, can be expected to change
significantly if the isovalue is slightly changed.

STEPS can generate texture showing tissue rigidity in
various ways, namely, volume rendering, double-isosurfa-
cing, and simple color-mapping. Each of these has its
advantages and disadvantages.

Volume rendering is performed by extending each
foreground viewing ray a few steps beyond the isosurface,
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Fig. 6. Using the virtual bone punch, the sphenoid ostium is enlarged to

gain sufficient access to the sphenoid sinus.

Fig. 7. The virtual bone punch is used to open the sellar floor and

uncover the tumor.



using a transfer function to accumulate a pixel color. This
accumulated color is then blended with the color assigned
by foreground isosurfacing. The extended ray is stopped
either after reaching the user-defined maximum number of
traversal steps, after reaching full opacity, after encounter-
ing a data value lower than the foreground isovalue, or after
entering a background object. Volume rendering is the most
flexible (the transfer function can be adapted by the user)
but slowest alternative, increasing rendering cost by 20 to
60 percent, depending on the maximum number of
accumulation steps.

Double isosurfacing is performed by defining a second
foreground isovalue tff , representing the transition be-
tween soft tissue and bone. Similarly to volume rendering,
rays are extended by a limited number of steps and stopped
when a background object is entered. An isosurface
intersection is performed as soon as a data value larger
than tff is encountered. Double isosurfacing gives a good
impression of the proximity of bone and works faster than
volume rendering (speed decreases by about 13 percent),
but generates less intuitive images.

The third method, simple color-coding, is the fastest one,
with a speed decrease of about 10 percent: Tissue rigidity is
mapped to surface color. The color scale ranges from red
(soft tissue) to white (massive bone). Again, each fore-
ground ray is elongated by a limited number of steps. After
each step, the tissue density at the current ray position is
sampled using trilinear interpolation. The calculated value
is decreased by c � d, with c being a positive constant and d

the distance to the foreground isosurface. This emphasizes
rigid tissue that is very close to the isosurface. The largest
value encountered for each ray is used to calculate the
texture color. In order to add to the understanding, the
number of sampling steps, and the constant c, the
sensitivity to distance can be adjusted by the user.

Fig. 8 shows example images for all three methods and a
slice of original CT data showing part of the scene depicted
in the 3D renderings. The number of ray steps beyond the
isosurface was 20 for the volume rendering and 10 for the
other two methods. Currently, we consider simple color
mapping and volume rendering the most effective methods.
Color mapping provides an intuitive visual result with little
computational overhead. Volume rendering is more ex-
pensive, but gives a better impression of distances between
bones and the surface. Both techniques, especially volume

rendering, in fact, were accepted very well by the
neurosurgeons.

3.3.5 Depth Shading

For the endonasal approach, an endoscope with a relatively
small diameter (4mm or less) must be used to maximize
maneuverability. Thin endoscopes, however, have the
disadvantage of reduced light transport capabilities. The
range of light emitted by the endoscope is therefore very
limited, as can be seen in Fig. 2.

STEPS uses depth shading to simulate this phenomenon
and to enhance depth perception. The left image in Fig. 9
was rendered without using depth shading. Due to the
shaded surface, depth is anticipated, but only very vaguely.
By darkening the scene with increasing distance from the
eye point (Fig. 9, center and right images), depth is
communicated much more effectively. The user can inter-
actively adjust the intensity of depth shading.

4 DISCUSSION

STEPS has been developed in close cooperation with
neurosurgeons and tested within the scope of a medical
research project [20]. This section deals with problems and
questions brought up during development and evaluation
and assesses the value of the application for training and
preoperative planning.

4.1 Time Consumption

Preprocessing of objects is time-consuming. Registration
usually takes no more than 3 minutes, even if manual
preprocessing is required. Segmentation, however, is still a
tedious task because, usually, much manual work must be
done. Segmentation of the ICAs is generally performed
quickly since the boundaries do not have to be specified
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Fig. 8. Displaying surface rigidity: Left: Volume rendering. Center left: Double isosurfacing. Center right: Color-coding. Right: Section through original

CT data.

Fig. 9. Left: No depth shading. Center: Low intensity depth shading.

Right: High intensity depth shading.



exactly. Segmentation of the tumor, the gland, and the optic
nerves, however, takes more effort. All in all, the time
needed for segmentation amounts to approximately 30 min-
utes per patient. The virtual endoscopy is then usually set
up within 3 minutes, including reconstruction of all objects.
The time needed for preoperative investigation depends
heavily on the surgeon’s experience and patient anatomy,
but can be estimated as roughly 30 minutes.

STEPS attempts to keep above a minimum frame rate
during interaction by rendering images of adaptive size
and scaling them to fit the screen. The minimum frame
rate is adjusted by the user. Typically, a circular image
with a diameter of 500 pixels can be rendered at 10 fps
on a P4-3000 MHz.

4.2 Visualization

Feedback from the medical doctors concerning the visua-
lization was predominantly positive. The surgeons ob-
served a good correlation of the intraoperatively observed
and the virtually reconstructed anatomy. Rendering quality
and speed is considered sufficient.

4.2.1 Background Visualization

There is an on-going discussion among people associated
with this project about whether background objects
reconstructed from binary segmentation masks should be
smoothed or not.

Smoothing alters object appearance as communicated by
the segmentation mask created by the physician. Smoothing
is always associated with a low-pass filtering process and,
therefore, reduces the amount of information given. This
can, in a medical application, lead to severe problems. On
the other hand, smoothing makes objects look more
realistic. This increases the acceptance among physicians
and their patients. Therefore, if the virtual endoscopy
system is used for training purposes, in our opinion,
background objects can and should be smoothed to some
extent. In the case of preoperative planning, there must be
the possibility of adding unsmoothed objects. If the
physician chooses to smooth objects, the additional error
introduced by smoothing must be constrained and the
maximum error must be communicated to the physician.
Also, physicians must (and usually do) keep in mind that
the image provided by virtual endoscopy does not depict
reality, but a snapshot reconstructed from discretized scalar
data. In the worst case, the errors made during scalariza-
tion, discretization, recording, segmentation, (possibly)
smoothing, and reconstruction add up. The result is an
approximation which must not be mistaken for a comple-
tely accurate representation. Therefore, an assumption like
the one that cutting the sellar floor at a certain position is
safe because, in the virtual endoscopy, a vessel is missed by
a few pixels is not at all justifiable, regardless of whether
objects were smoothed.

In STEPS, the user can select, for each reconstructed
background object, whether it should be smoothed and
adjust the amount of smoothing applied. The filtering
process is explained in a previous publication [18].

The way some objects (e.g., the ICAs, see Section 3.1) are
reconstructed in STEPS, by passing the original MRA data
almost through the complete rendering pipeline and

handing the crucial decision, the definition of the bound-
aries, i.e., the adjustment of the isovalue, to the physician,
helps the physician correctly interpret the visual result, its
relation to the data, and its expressiveness. Also, these
objects do not have to be reconstructed from a binary mask;
the appearance of the object boundaries as recorded by the
MRA is maintained. The question of whether smoothing
should be applied does not arise for these objects. The
segmentation result can always be cross-checked in the
MPR in which the voxels belonging to a visible background
object are highlighted (see Fig. 5). Therefore, this way of
segmenting is no more error-prone than performing the
segmentation solely upon original MRA data.

4.2.2 Foreground Visualization

A well-known problem of isosurfacing based on intensity
values as obtained from a CT is that isosurfaces generally
do not entirely correspond to boundaries as observed in real
endoscopy. The reason is that optimal threshold values
differ between structures, even between different structures
seen in the same image. Due to the fact that CT data appear
slightly low-pass filtered, a small variation of the threshold
can have quite a drastic effect on image appearance. So, a
slightly wrong threshold can result in a certain structure
appearing quite different from its real shape as seen during
the real endoscopic procedure. Adding an additional
dimension to user interaction by providing interactive
threshold adjustment significantly reduces the impact of
this problem. Also, again, the increased amount of control
over the visual outcome handed to the user helps them get a
feel for the relation between raw data and resulting images
and makes them aware of the fact that what they see is not
equal to reality, but an approximation. On the other hand, it
is worth noting that it takes some time and training for
medical users to get used to the provided amount of
control. However, according to our experience, after this
learning phase, they are convinced of the advantages, as
pointed out above, and they also have a better appreciation
and understanding of the strategies and processes under-
lying the visual and haptic feedback.

4.3 Application as a Training Device

STEPS was recognized to be beneficial as a training tool.
The traditional way to train transsphenoidal pituitary
surgery is cadaver training. Advantages of virtual endo-
scopy over cadaver training include lower cost and effort,
unbounded reproducibility, an improved learning curve by
utilizing navigation and perception aids which can, to some
extent, replace an instructor, and the possibility of
suspending the training simulation and viewing the
situation from perspectives unreachable for a real endo-
scope. These advantages make virtual endoscopy a valuable
addition to cadaver training.

Still, training as currently offered by STEPS suffers from
some drawbacks: A force-feedback-joystick is a cheap, but
not ideal, solution to the problem of modeling haptic
feedback as experienced in real life. Near-exact simulation
would require using some highly sophisticated haptic
feedback device which comes at a very high cost. However,
although force-feedback as applied by STEPS is not
completely realistic, it manages to give the user a very
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intuitive notion of soft tissue deformation, which substan-
tially increases the value of the simulation. Currently, only a
part of the simulation is enhanced using force-feedback.
There is no force-feedback triggered by the virtual bone
punch and by tissue encounters during advancement of the
endoscope.

The lack of geometric tissue deformation reduces the
maneuverability of the virtual endoscope. It, for instance,
sometimes prevents the virtual endoscope from being
retreated. The reason is that if the endoscope intersects
the visible isosurface (see Fig. 4), pulling it in the direction
of the inverted viewing vector, toward pstart, would at some
point cause peye to cross the isosurface, which is forbidden.
In real endoscopy, this restriction does not exist. A possible
fix to this problem would be to use the reference points
used for the calculation of force-feedback to define a path
back to the nose which leads around the deformed
structure. Retreating along this path would, however, cause
rotations of the endoscope not triggered by the user. This
has not yet been implemented.

4.4 Application for Preoperative Planning

The value of STEPS in preoperative planning has been
assessed in a series of patients. The system was found
useful in a variety of ways. For details, refer to our earlier
publications [18], [20].

5 FUTURE WORK

A model for geometric deformation of soft tissue is being
developed. This is expected to greatly enhance the realism
of the simulation and further increase the applicability of
the system as a training device. Geometric tissue deforma-
tion will, during the simulation, be applied only in the
vicinity of the eye point, i.e., if the effects are visible to the
user. An exception to this will be the suspended simulation.
When the simulation is suspended, geometrical deforma-
tion will be exerted everywhere the endoscope touches the
surface, offering the user a better notion of the position of
the endoscope and the dynamics of the simulation.

Another planned extension is to connect the application
to a tracking system to optimize intraoperative support.
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