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#### Abstract

This is a partial survey of results on the complexity of the linear programming problem since the ellipsoid method. The main topics are polynomial and strongly polynomial algorithms, probabilistic analysis of simplex algorithms, and recent interior point methods.


## 1

 IntroductionOur purpose here is to survey theoretical developments in linear programming, starting from the ellipsoid method, mainly from the viewpoint of computational complexity. ${ }^{1}$ The survey does not attempt to be complete and naturally reflects the author's perspective, which may differ from the viewpoints of others.

Linear programming is perhaps the most successful discipline of Operations Research. The standard form of the linear programming problem is to maximize a linear function $c^{T} x\left(c, x \in R^{n}\right)$ over all vectors $x$ such that $A x=b$ and $x \geq 0$. We denote such a problem by $(A, b, c)$. Currently, the main tool for solving the linear programming problem in practice is the class of simplex algorithms proposed and developed by Dantzig [43]. However, applications of nonlinear programming methods, inspired by Karmarkar's work [79], may also become practical tools for certain classes of linear programming problems. Complexity-based questions about linear programming and related parameters of polyhedra (see, e.g., [66]) have been raised since the 1950 s , before the field of computational complexity

[^0]started to develop. The practical performance of the simplex algorithms has always seemed surprisingly good. In particular, the number of iterations seemed polynomial and even linear in the dimensions of problems being solved. Exponential examples were constructed only in the early 1970s, starting with the work of Klee and Minty [85].

The field of computational complexity developed rapidly during the 1970s. The question of the complexity of linear programming was formalized in a new and more precise sense. A specific question remained open for several years until finally solved by Khachiyan [83, 84] in 1979. He showed that linear programming, as a problem of recognizing a formal language, is in the class $\mathcal{P}$; that is, it can be solved in polynomial time relative to the length of the binary encoding of the input. Khachiyan's result was also applied in a very elegant way to problems of combinatorial optimization by Grotschel, Lovasz, and Schrijver [64].

Khachiyan's result was widely misinterpreted for a while, mainly because of popular articles claiming that a substitute had been found for the simplex algorithm. However, it was not long before it became clear that the ellipsoid algorithm (that was used by Khachiyan to prove his nice result) is not useful for solving linear programming problems in practice. This was quite a disappointment to those who believed complexity theory could be relied on in practice. It became clear that some exponential algorithms (namely, variants of the simplex method) were very efficient in practice, while a polynomial algorithm for the same problem (the ellipsoid method) was very inefficient. It was only natural that interest in the field started to increase in two directions: (i) analyzing the behavior of the simplex method from a different viewpoint, and (ii) searching for other methods.

A breakthrough in the analysis of the simplex method was independently made by Borgwardt [26, 27, 28] and Smale [144, 145]. In Section 4 we review further work in this field.

At least from a theoretical viewpoint, it is interesting to settle the computational complexity of linear programming under different models of computation. Khachiyan's result relies on the so-called logarithmic-cost model [9]. It is still an open question whether a system of linear inequalities can be solved in a number of arithmetic operations that is polynomially bounded by the dimensions of the system, independently of the magnitudes of the coefficients. In [107] such an algorithm is given for systems with at most two variables per inequality (whereas the general case can be reduced to at most three variables per inequality). Questions about the model are discussed in Section 2. So far, only partial results are known. Eva Tardos [147, 148] obtained a general linear programming algorithm whose number of elementary operations is independent of the magnitudes of coefficients in the objective-function and the right-hand-side vectors,
but depends on the coefficients in the matrix $A$. This implies that many combinatorial optimization problems, including the minimum cost-flow problem, can be solved in "strongly" polynomial time. This work of Tardos is reviewed in Section 5.

Theoretical research on algorithms in recent years focused on the direction of estimating the asymptotic worst-case complexity of problems in $\mathcal{P}$. For instance, knowing that a certain problem can be solved in polynomial time, it is of interest to find exact (asymptotic) upper and lower bounds on the time it should take any algorithm to solve the problem in the worst case. There has been much research done in this direction in the related field of computational geometry [95]. For example, it is known that the complexity of computing the convex hull of a set of $n$ points in the plane is $\theta(n \log n) .{ }^{2}$ A surprising result was obtained in [109]; namely, for any fixed $d$, linear programming problems with $d$ variables and $n$ constraints can be solved in $O(n)$ time as $n$ tends to infinity. This extended previous independent work ( $[48,108]$ ) that showed the same for $d \leq 3$. This area of research is reviewed in Section 6.

Linear programming was again in the news in the fall of 1984: Karmarker developed a new polynomial-time algorithm for linear programming that is in fact practical. It improves the upper bound on the complexity of linear programming, again under the logarithmic-cost model. Karmarkar has claimed very strongly [80] that his algorithm is superior by far to the simplex method. However, at the time of this writing there is no publicly available evidence to support clear superiority. This work inspired renewed interest in applying methods of nonlinear programming to the linear programming problem. The algorithm is reviewed in Section
7. Recent related work is reviewed in Section 8.

Regarding the worst-case complexity of the simplex method, it is only known that specific variants of the method require exponential time in the worst case. It is a major open question whether every variant ${ }^{3}$ requires exponential time in the worst case. The complexity of the randomized simplex algorithm is not known. Results have been obtained about the worst-case complexity of certain variants of the simplex method when applied to special classes of linear programming problems. Of special interest are assignment problems and the more general minimum cost-flow problem. This topic is discussed in Section 9.

We conclude the paper with some discussion in Section 10 on theory versus practice.

[^1]
## 2 On complexity and models of computation

Complexity of computations is a central area of research in theoretical computer science. One of the common measures of complexity of an algorithm is the asymptotic worst-case running time. Here we discuss this concept on a rather informal level. The interested reader may refer to [9] for exact definitions. Any measure of complexity must be defined relative to a specific model of computation. The meaning of a statement like "Problem P has complexity $O(f(n)$ )" is roughly as follows. First, P is understood to be a class of instances with a well-defined measure of length of an instance. Second, there is an "algorithm" and there is a constant $C$ such that any instance of $\mathbf{P}$ of length $n$ is solved by the algorithm within $C f(n)$ time units. The notion of an algorithm, and the amount of time it takes to execute the basic operations in the algorithm, must be defined. It is customary among theoretical computer scientists to think of a problem as tractable if it has polynomial time complexity, and intractable otherwise. The advantage of this approach is that the property of polynomial time is robust in the sense that (to a certain extent) it does not depend on the model of computation.

Practitioners usually have different points of view. First, they are not interested so much in the worst-case performance of an algorithm. They usually like to have an idea about the distribution of running times, although they usually do not have a definite idea about the distribution of instances. ${ }^{4}$ Also, practitioners are less interested in asymptotic complexity. The advantage of the asymptotic approach is that it is more amenable to mathematical analysis. When a theoretician says he has improved an algorithm he usually means he has designed an algorithm of lower asymptotic worst-case time complexity. Practitioners may then wonder at what size of an instance the asymptotically better algorithm becomes more favorable (yet in the sense of the worst case). Moreover, practitioners are interested in factors such as space (also of interest to theoreticians), program length and simplicity, numerical characteristics, and versatility.

In the context of linear programming, the size of an instance can be defined in different ways. Usually the complexity is expressed in terms of the numbers of rows and columns of the system. Assuming exact computation on real machines, the cost of performing arithmetic operations must depend also on the sizes of numbers involved. However, in practice most problems are being solved in floating-point arithmetic and the cost

[^2]is uniform (if numbers do not get out of range). On the other hand, the known polynomial algorithms for linear programming require in the worst case a number of steps that depends on the sizes of the coefficients. To relate theoretical complexity results to the practical performance of the algorithm, one needs to specify the precision under which a solution must be obtained. Matters are then complicated even further by the need to specify the measure of approximation to be used.

Another point related to linear programming is the sparsity of the matrix. Most of the theoretical work on linear programming measures the complexity relative to the dimensions or the length of the binary representation of the problem. Of course, sparse problems have shorter representations even if each zero coefficient is given explicitly. However, sparse systems are being solved much more efficiently in practice, essentially because the necessary linear algebraic steps are carried out more efficiently. For polynomial worst-case complexity, sparsity helps only because of a shorter binary representation. Theorists pay little attention to the cost of performing single iterations, whereas practitioners have a goal of making the cost of a single step as low as possible. The initial attitude of theoreticians is to look at the general problem, first ignoring any structure. When any complexity measure is expressed in terms of several parameters rather than just a single input size, it becomes more difficult to compare algorithms, because the result of the comparison may depend on the particular combination of parameter values.

The problem of linear programming has more than one level of abstraction. The original problem is usually stated and solved over the field of the reals. Actually, for the traditional model of complexity, as well as for most practical computations, the field of the rationals is the appropriate one. There also exist combinatorial abstractions of linear programming in the context of "oriented matroids" (see, e.g., [22]). This area will not be discussed here.

From an algebraic point of view, the problem can be posed relative to any "ordered field." An ordered field is a field where the nonzero elements are classified as positive (when an element $a$ is positive we write $a>0$ ) or negative ( $a<0$ ) subject to the following axioms: (i) If $a$ and $b$ are positive then so are $a+b$ and $a b$. (ii) If a nonzero element $a$ is not positive then $-a$ is. It is obvious that the simplex algorithm solves the linear programming problem over any ordered field. Interesting observations on resolving degeneracy in real problems via the use of larger ordered fields, as well as solutions to asymptotic problems, are given in [77] and the references thereof. A more recent paper on this subject is [51].

The term "ordered field" is justified by the fact that positivity induces a total order: An element $a$ precedes an element $b(a<b)$ if $b-a>0$. The relations $\leq$ and $\geq$ are defined in the natural way. Obvious consequences
are as follows: (i) $1>0$; (ii) $a+1>a$; (iii) $a, b<0$ implies $a+b<0$ and $a b>0$. It thus follows that an ordered field cannot be finite. Moreover, it must contain the field of rationals. This containment is in the strong sense of ordered fields; that is, for any ordered field $F$ there is an isomorphism of ordered fields from the ordered field of the rationals, $Q$, into $F$. Let $F$ be any ordered field. Since $F$ contains the field of rationals $Q$, we can define a mapping $\rho$ from $F$ into the extended real line $R^{*}=R \cup\{-\infty, \infty\}$ as follows. For any $a \in F$ let $\rho(a)=\operatorname{Sup}\{r \in Q: r<a\}$. (We use $r$ to denote both a rational number and its corresponding element in $F$.) By $\rho(a)=$ $-\infty$ (respectively, $\rho(a)=\infty$ ) we mean $a<r(a>r)$ for all rational $r$. It is easy to check that $\rho(a)>\rho(b)$ implies $a>b$ while $a>b$ implies $\rho(a) \geq$ $\rho(b)$. The mapping $\rho$ is not necessarily one-to-one; for example, $F$ may contain "infinitesimal" elements - that is, elements $a$ such that $0<a<r$ for every positive rational $r$. However, $\rho$ is a "homomorphism" from the subfield $F_{R}=\{a \in F: \rho(a) \in R\}$; that is,

$$
\rho(0)=0, \quad \rho(1)=1, \quad \rho(\alpha+\beta)=\rho(\alpha)+\rho(b) \quad \text { and } \quad \rho(a b)=\rho(a) \rho(b) .
$$

It follows that many useful theorems on real systems of inequalities can be generalized to abstract ordered fields, even when the proof relies on properties of the real numbers. For example, vector spaces over ordered fields are not necessarily normed but some useful properties related to norms extend to such spaces. The following proposition is one such example, which turns out to be related to Karmarkar's algorithm.

Proposition 2.1. Let $u \in F^{n}$ be an n-dimensional vector over an ordered field $F$ and let $H \subseteq F^{n}$ be a linear subspace. Suppose $v^{*} \in$ $H$ is such that $\left(u-v^{*}\right)^{T} w=0$ for every $w \in H$. Under these conditions, $v^{*}$ minimizes the "squared distance" function $f(v)=$ $(u-v)^{T}(u-v)$ for $v \in H$.

Proof: Let $v \in H$ be any vector and denote $w=v-v^{*}$. Then
$(u-v)^{T}(u-v)=\left(u-v^{*}-w\right)^{T}\left(u-v^{*}-w\right)=\left(u-v^{*}\right)^{T}\left(u-v^{*}\right)+w^{T} w$.
The claim follows from the fact that $w^{T} w \geq 0$.
At least from a theoretical viewpoint, the following (loosely stated) question is important for understanding linear programming: Can linear inequalities be decided in a polynomial number of field operations over any ordered field? ${ }^{5}$ More precisely, is there a polynomial $p(m, n)$ and an

[^3]algorithm ${ }^{6}$ that decides any system $A x \leq b$ of dimension $m \times n$ after performing no more than $p(m, n)$ field and other machine operations? The simplex method is valid over any ordered field but several variants of it are known to run in exponential time in the worst case.

There is still a problem with the formulation of the question in the preceding paragraph. It seems that multiplication and division are quite powerful operations. Complicated computational tasks can be performed by generating large numbers. For example, given a set $S$ of $n$ field elements $a_{1}, \ldots, a_{n}$, one can generate in $O(n)$ additions and multiplications an element $A$ of the form $A=\sum_{j=1}^{2^{n}} \alpha_{j} M^{j}$, where $\alpha_{1}, \ldots, \alpha_{2^{n}}$ are all the sums over subsets of $S$, and $M>\sum a_{i}$ is another element. Operations on elements of the form of $A$ can simulate simultaneous operations on all the subsets of $S$. This suggests that a polynomial number of multiplications involving large elements may suffice for solving real problems that require exponential time under a model of logarithmic cost. So it seems reasonable to include in a definition of a "strongly" polynomial algorithm [147, 148] also the requirement that when the input consists of rational numbers, the sizes of the numbers occurring in the computation are bounded by a polynomial in the input size. In other words, an algorithm is strongly polynomial if (first) it is polynomial and (second) the number of arithmetic operations is polynomial in the dimensions of the problem. Over an abstract field, because the size of an element is not well defined, we might require that the height ${ }^{7}$ [110] of multiplications and divisions be bounded by $p(\log m, \log n)$ for some polynomial $p$. The simplex algorithm satisfies this requirement about heights, since each iteration can start from inputs and only has to solve a system of linear equations. Systems of linear equations can be solved over any ordered field in a polynomial number of field operations with small height of multiplications [53, 30, 134].

## 3 The ellipsoid method

The question that was settled by Khachiyan [83, 84] can be stated as follows. Given a system of linear inequalities $A x \leq b\left(A \in R^{\prime n \times n}, b \in R^{\prime n}\right)$ with integral coefficients, ${ }^{8}$ let $L$ denote the total number of bits in a binary representation of the coefficients $a_{i j}$ and $b_{i}$. The question is whether there

[^4]exists an algorithm for deciding feasibility (i.e., the existence of a solution to the system) that takes no more than $p(L)$ bit operations, where $p$ is a polynomial. The answer is yes, and the proof relies on an algorithm by Yudin and Nemirovsky [161].

Before sketching the algorithm, we find it helpful to describe an abstract scheme of establishing a time bound for an algorithm that generates a sequence of objects $O_{i}(i=0,1,2, \ldots)(e . g .$, points, intervals, ellipsoids). Suppose $g$ is a criterion function from the set of objects into the positive reals. Assume the algorithm makes progress in terms of $g$, with a lower bound on the rate of improvement, so that there is a $\delta<1$ such that for every $i, g\left(O_{i+1}\right) \leq \delta g\left(O_{i}\right)$. Furthermore, suppose the algorithm terminates when $g\left(O_{i}\right) \leq \epsilon$ for some prespecified $\epsilon>0$. Obviously, an upper bound on the number of steps of the algorithm can be stated in terms of $g\left(O_{o}\right), \delta$, and $\epsilon$. A bound $N$ on the number of steps is derived from the equation $g\left(O_{o}\right) \delta^{N}=\epsilon$, so that $N=\left(\log g\left(O_{o}\right)-\log \epsilon\right) /(-\log \delta)$. Thus, if $\log g\left(O_{o}\right),-\log \epsilon$, and $-1 /(\log \delta)$ are each bounded by a polynomial function of the input size then the algorithm terminates in polynomial time.

The objects generated by the "ellipsoid" algorithm are $n$-dimensional ellipsoids. A suitable criterion function maps $n$-dimensional ellipsoids to their $n$-dimensional volumes. It is easier to state the algorithm for the problem of deciding feasibility of a set of strict inequalities whose solution set is guaranteed to be bounded: $A x<b,\left|x_{j}\right|<\left\lfloor 2^{L} / n\right\rfloor$. For proving a polynomial upper bound, this form is equivalent to the original one. The algorithm generates a sequence of ellipsoids with the following properties: (i) Each ellipsoid contains all the basic feasible solutions of the system $A x \leq b$. (ii) The factor by which the volume of the current ellipsoid decreases during a single step satisfies $\delta<2^{-1 /(2(n+1))}$. Interestingly, this factor depends only on the smaller dimension $n$ and does not depend on the number of constraints $m$ or the numerical values of the coefficients. This allows for many elegant applications of the method to combinatorial optimization problems with exponentially many constraints [64]. The efffect of $L$ on the time bound is via the volumes of the first and last ellipsoids.

The first ellipsoid is a ball of radius $n 2^{L}$ centered at the origin. Thus its volume is not greater than $\left(2 n^{2} 2^{2 L}\right)^{n}$. This ball is guaranteed to contain all the basic feasible solutions of $A x \leq b$ if there are any. A step of the algorithm starts by checking whether the center of the current ellipsoid solves the system $A x<b$. If so, then the algorithm terminates with the center as solution; otherwise, a (volume-wise) smaller ellipsoid is constructed. It can be proved that if the volume of the current ellipsoid is less than $\epsilon=2^{-(n+1) L}$ then there can be no basic feasible solutions and hence
no feasible solutions at all. Polynomiality of the algorithm follows from the preceding discussion.

The original algorithm relies on the square-root operation. It is known that finite precision suffices [146, 155]. It follows that the ellipsoid algorithm can run over any ordered field; that is, the iterations can be performed. However, if infinitesimals are involved then the algorithm may not solve the problem. For example, the algorithm may never reach a point where infeasibility is evident. Similarly, if the volume of the initial ellipsoid is infinite then all the following ellipsoids have infinite volume. Thus, the ellipsoid algorithm does not solve the problem over general ordered fields. A good survey of the ellipsoid method is given in [24].

An algorithm by Levin [99] was shown by Yamnitsky and Levin [159] to run in polynomial time, using a similar analysis. Levin's algorithm works with simplices rather than ellipsoids. Hence, it can be run over any ordered field but does not solve the problem in general.

## 4 Probabilistic analyses of simplex algorithms

The number of pivot steps performed by simplex algorithms in practice is widely considered surprisingly small. The "surprise" is due to observations as follows. Every simplex algorithm visits bases of the underlying system of linear equations. It is known how to guarantee that no basis is visited more than once - that is, how to avoid "cycling." Because there are a finite number of bases, it follows that any noncycling simplex algorithm is finite. Moreover, this number is bounded (from above) by an exponential function of the dimensions of the system. It is not known whether there exists a simplex ${ }^{9}$ algorithm whose (worst-case) number of steps is bounded by a polynomial function of the dimensions. Furthermore, for some simplex algorithms there have been constructed examples on which these algorithms perform an exponential number of steps. The first such example was designed by Klee and Minty [85]. Related examples were later designed for several simplex algorithms $[78,13,119,120,63,163]$. It is customary to say that "the simplex algorithm is exponential," meaning that it requires in the worst case an exponential number of steps. However, this qualification is unfair because it has not been proven that for every variant of the method (in any precise sense) there exists an exponential example. There are in fact variants whose worst-case analysis seems very difficult. On the other hand, even for the (worst-case) exponential variants, practitioners report numbers of steps that are far smaller than

[^5]the numbers suggested by the worst-case complexity. The wide gap calls for mathematical analysis to explain it.

Many simplex algorithms can be described as generating simple paths in the one-dimensional skeleton of some polytope. In other words, in one step they move from a vertex ${ }^{10}$ to an adjacent one, visiting no vertex more than once. This suggests that such variants would perform better on polytopes with fewer vertices. Thus, first attempts to explain the good performance of simplex algorithms in practice were based on estimating numbers of vertices of random polytopes. We will not review the results here. For analysis in linear programming it is interesting to consider random polytopes generated by picking half-spaces at random. Under most of the models investigated, it turned out that in a fixed dimension the expected number of vertices increased slowly with the number of half-spaces. However, the expected number of vertices was exponential in both the dimension and the number of half-spaces. Obviously, an approach based on estimating numbers of vertices of polytopes cannot demonstrate that a simplex algorithm is more efficient than an algorithm that enumerates all the vertices of a polytope. Such an approach ignores the particular way a specific algorithm chooses the next vertex in the path. Also, many simplex algorithms generate paths on which some linear function is monotone. The essence of the intuitive argument for the efficiency of monotone simplex algorithms is as follows. We think that if $v^{1}$ and $v^{2}$ are adjacent vertices then, on the average, there are many vertices $w$ where the value of the objective function is between the values at $v^{1}$ and $v^{2}$. Thus, such vertices $w$ are "skipped" when the algorithm moves from $v^{1}$ to $v^{2}$.

The works of Borgwardt [26, 27, 28] and Smale [144, 145] constituted a breakthrough in the probabilistic analysis of simplex algorithms. In these works, for the first time, the particular choice of the algorithm was taken into account. Both identified closely related variants of the simplex method, where it was possible to write closed-form formulas for the expected number of steps of the variant, in terms of the probability distribution over the set of problem instances. It is surprisingly easy to obtain formulas for these variants. The algorithms that can be analyzed in this way are based on parameterization in some form: The algorithm follows solutions to a parameterized family of problems. The number of steps corresponds to the number of certain cones met by a certain straight line. The hard part in this research is the analysis of the resulting formula.

[^6]Borgwardt and Smale worked with closely related probabilistic models. However, their models differ in a very significant way. Under Borgwardt's model only feasible problems with known feasible solutions are generated. Under Smale's model most of the problems are either infeasible or unbounded, depending on whether we consider the primal or the dual problem. On the other hand, the questions that arise in the analyses of the formulas are very closely related. Borgwardt succeeded in proving that under his model the expected number of steps was bounded by a polynomial in both the dimension and the number of half-spaces. Smale proved that under his model if one of the parameters (i.e., either the dimension or the number of half-spaces excluding the nonnegativity constraints) was fixed then the expected number of steps was bounded by a polynomial in the logarithm of the other parameter. Megiddo [115] showed that in this case the expected number of steps was bounded by a function of the smaller parameter; that is, for any fixed $m$ the poly-log function of $n$ can be replaced by a constant. However, it is still an open question whether this constant depends polynomially on the smaller parameter. It is reasonable to conjecture that the ideas and methods used by Borgwardt would help in proving polynomiality here as well. Blair [20] obtained a result close to Smale's for a large set of algorithms. Blair's result is based on estimating the expected number of undominated columns. This is closely related to the expected number of vertices of random polyhedra.

Haimovich [67] and Adler [1] obtained a result related to the analysis of a similar simplex variant. They consider a model that was previously looked at in $[31,118,2,3,104,4]$. In this model all the hyperplanes are fixed in a nondegenerate manner. A cell of the induced partition of space is picked at random. Suppose any two vectors $c$ and $c^{\prime}$ are given. Consider the family of vectors of the form $c_{t}=t c+c^{\prime}$, where $t$ varies over the reals. For each cell of the partition consider a path of optimal solutions determined by minimizing the linear function $c_{i}^{T} x$ over the cell. Haimovich and Adler prove that the average length of such a path (i.e., the number of vertices on the path) is linear. However, this result applies neither directly to a specific algorithm for linear programming nor even to Phase II of an algorithm, since the "auxiliary" direction $c^{\prime}$ depends on the vertex of the cell that is produced in Phase I. Thus, it is hard to justify an assumption that the direction is independent of the cell. However, this result is surprisingly good and provides much insight into average lengths of parametric paths on random polyhedra.

Adler, Karp, and Shamir [5] show that for constraint-by-constraint algorithms (this does not include the self-dual method considered by Smale), the probabilistic model of "sign-invariance" (i.e., where the probability distribution is invariant under changes in the directions of inequalities)
implies that the expected number of steps is bounded by a function of the smaller dimension. However, in that paper all the upper bounds are still exponential. The result in [115], of a bound depending only on the smaller dimension, is not covered by the result in [5].

Polynomial upper bounds depending only on the smaller dimension were obtained in [149, 7, 6, 8]. In these papers the analytic difficulties encountered in $[144,145,115]$ are avoided. The mathematical analysis is considerably simplified if the starting point of the algorithm is changed from $(1, \ldots, 1)$ to $\left(\epsilon, \epsilon^{2}, \epsilon^{3}, \ldots\right)$. Furthermore, the assumptions of the probabilistic model can be relaxed. An upper bound of $O\left(\min \left(m^{2}, n^{2}\right)\right)$ can be proved under assumptions of sign-invariance and nondegeneracy. A quadratic upper bound is proved in [7] for any assignment of powers of $\epsilon$ to rows and columns of the system. Moreover, [7] also proves a quadratic lower bound under a stronger model, which implies that even under the weaker model one cannot prove a subquadratic upper bound. It should also be noted that the algorithms in these papers are all special cases of the self-dual algorithm with various starting points (see [113]). It is not clear what is the best starting point for the average performance of the self-dual method for linear programming. The question of the starting point in the context of the general linear complementarity problem is tackled in $[70,140,114,149]$. It is known that $(1, \ldots, 1)$ is worst for the average case of the general problem. However, the author conjectures that for the linear programming problem this point is best among all the nonnegative starting points. The model under which the $O\left(\min \left(m^{2}, n^{2}\right)\right)$ result is obtained may be criticized for allowing unboundedness (or infeasibility) with increasing probability. However, at least for the case $m=n$ (i.e., for a system with $n$ linear inequalities in $n$ nonnegative variables) it implies that the conditional expectation of the number of steps, given that the problem is feasible and bounded, is only $O\left(m^{2.5}\right)$, while the conditional expectation of the number of vertices is exponential.

## 5 Strongly polynomial algorithms

People have been interested in the computational complexity of linear programming since the development of the simplex method. The fundamental question concerned the dependence of the number of pivot steps on the dimensions $m$ and $n$ of the problem. The number of pivot steps is a natural measure of complexity for simplex algorithms, provided the effort per step is reasonable. The search for polynomial algorithms for linear programming was intensified in the 1970s because of two developments: (i) the discovery that several simplex algorithms required exponential numbers of pivot steps in the worst case, and (ii) the growing
interest among computer scientists in polynomial-time algorithms. It seems that the concept of a polynomial algorithm was understood by the mathematical programming community differently. The mathematical programming community is a little more inclined toward practice. In practice, linear programming problems are usually solved in floating-point arithmetic and the numbers are limited to some finite range. The cost of performing arithmetic operations is constant provided the numbers stay in this range. The space occupied by a number is bounded provided it is in this range. Hence, for the mathematical programming community, the natural question was the existence of an algorithm that required only a polynomial number $p(m, n)$ of arithmetic operations. In theoretical computer science the common approach is that machines work with bits, and hence the size of the input has to be measured in bits and the running time in bit operations. This means that the size of the input for a linear programming problem depends not only on $m$ and $n$ but also on the coefficients themselves. The difference between the two approaches led to a surprise within the mathematical programming community when Khachiyan's result was announced. The presence of the parameter $L$ (the number of bits in the binnary representation of the input) in the polynomial upper bound was not expected. Of course, this parameter must appear in any bit-operations estimate of the running time, because it takes unbounded time to carry out arithmetic operations on unbounded numbers. However, it is not clear that the number of arithmetic operations should depend on the magnitudes of the numbers. The distinction between the two approaches can also be explained as a difference between models of computation. Theoretical computer scientists like to work with complexity classes that are robust against changes in the model of computation. The class $P$ of problems solvable in polynomial time is a good example. However, the complexity of a problem is actually the complexity of a formal language that encodes it, and hence depends on the encoding. The question is: What is a reasonable model for discussing problems with numerical inputs? Suppose the input in a problem is a sequence of $n$ numbers and the required output is another number. Is it reasonable to use the number $n$ as the input size? The answer depends on the problem. Many computational number-theoretic problems have only one or two numbers as input (e.g., primality testing, greatest common divisor), and the difficulty of the problem depends on the magnitudes of the numbers. It is hard to imagine that such problems can be solved in a bounded number of arithmetic operations. On the other hand, it seems reasonable to measure the input to a problem of solving linear equations by the number of coefficients in the system. Moreover, the number of arithmetic operations needed for solving linear equations is bounded by a polynomial in the number of coefficients.

Naturally, there is interest in settling the complexity of linear programming under this alternative model. Results are known only for special classes of linear programming problems. It is known that systems of linear inequalities with at most two variables per inequality can be decided in strongly polynomial time [107]; that is, the number of arithmetic operations is bounded by a polynomial in $m$ and $n$. In fact, a linear function with at most two nonzero coefficients can be optimized subject to such inequalities. The algorithm is also polynomial in the usual sense.

Desire for a strongly polynomial algorithm for the minimum cost-flow problem was expressed by Edmonds and Karp [54] in the same paper that proposed the first polynomial algorithm to the problem. A strongly polynomial algorithm for the minimum cost-flow problem was recently developed by Tardos [147], who also obtained [148] an algorithm for the general linear programming problem. In the rest of this section we review this nice result on linear programming in strongly polynomial time (with respect to the objective function and the right-hand-side vector) recently obtained by Tardos. Work related to Tardos's algorithm was done by Orlin [127] and Fujishige [58]. Another extension is the work by Frank and Tardos [56] mentioned at the end of this section.

The main result of Tardos [148] can roughly be described as follows. Linear programming problems ( $A, b, c$ ) with rational coefficients can be solved in a number of arithmetic operations bounded by a polynomial in $m, n$ and the number of bits in the binary representation of the matrix $A$ (regardless of the magnitudes of coefficients in $b$ and $c$ ). For any matrix of rational numbers, the length of the binary representation of the matrix is called the size of the matrix. Thus, the time-complexity of Tardos's algorithm depends only on the size of $A$ and not on the sizes of $b$ and $c$, whereas in the other polynomial-time algorithms $[83,84,79]$ the complexity does depend on these sizes. However, the claim about polynomial dependence on the size of $A$ is possible due to the existence of polynomialtime algorithms for linear programming, but Tardos's result should be appreciated independently of these results. It provides strongly polynomial algorithms for numerous problems of combinatorial optimization without relying on polynomial algorithms for the general linear programming problem.

The number of elementary operations used in Tardos's algorithm is independent of large numbers occurring in the objective function and the right-hand-side vectors. "It is linear programming duality that allows one to deal with these vectors in a symmetric way. We first consider the objective function vector. The essence of the method is as follows. Given

[^7]any objective function vector, one can replace it by another with "moderate" coefficients. The optimal solution relative to the revised objective function identifies at least one constraint that is tight at the optimum relative to the original objective function. Thus, instead of solving a problem with arbitrarily large coefficients, one can solve a sequence of problems (each identifying at least one additional tight constraint) with moderate coefficients in the objective function. Each of these problems may still have arbitrarily large coefficients in the right-hand-side vector. However, with the help of duality, the same trick can be applied to the subproblems.

The main ideas of the algorithm can be explained in the case where one needs to maximize a linear function $c^{T} x$ over a nonempty polyhedral set $P$, given in the form $\{x: A x=b, x \geq 0\}$, where the dimensions of the system are $m \times n$. The algorithm is stated for an integer matrix $A$. Obviously, any problem with rational $A$ can be handled too. A modified direction $\bar{c}$ is computed as follows. First, any linear combination of rows of $A$ can be added to $c^{T}$ without changing the set of optimal solutions. Choosing an appropriate combination, we can replace $c$ by a vector $c^{\prime}=c-A^{T} y$ such that $A c^{\prime}=0$. The case $c^{\prime}=0$ is trivial. Otherwise, $c^{\prime}$ is replaced by $c^{\prime \prime}=$ $\left(n^{2} \Delta /\left\|c^{\prime}\right\|_{\infty}\right) c^{\prime}$, where $\Delta$ is an upper bound on the absolute value of any minor of $A$. The size of $\Delta$ can be bounded by a polynomial in the size of $A$. Obviously, $\left\|c^{\prime \prime}\right\|_{\infty}=n^{2} \Delta$ and the set of $c^{\prime \prime}$-optimal solutions still equals the set of the $c$-optimal ones. Now, $c^{\prime \prime}$ is replaced by a vector $\bar{c}$ consisting of the integral values of the coordinates of $c^{\prime \prime}$. The set of $\bar{c}$-optimal solutions is no longer the same as the set of $c$-optimal solutions. However, important information can be obtained by solving the dual problem with $\bar{c}$. Suppose $y$ is an optimal solution to this dual problem - that is, the problem of minimizing $b^{T} y$ subject to $A^{T} y \geq \bar{c}$ and $y \geq 0$. It can be proved that, for any column $A_{j}$ of $A$ such that $y^{T} A_{j} \geq c_{j}^{\prime \prime}+n \Delta$, necessarily $x_{j}=0$ for any optimal solution $x$ of the original primal problem (maximize $c^{T} x$ subject to $A x=b$ and $x \geq 0$ ). The interesting fact is that there is at least one such column. Such a column can be dropped from the system and the same process repeated with a smaller system. After at most $n$ steps we identify the set of all $j$ 's such that $x_{j}=0$ for any optimal solution $x$.

Each step in the above procedure requires the solution of the dual problem whose right-hand-side vector is $\bar{c}$ (consisting of moderate coefficients, i.e., integers of absolute values not greater than $n^{2} \Delta$ ), but whose objective function vector $b$ may still consist of large numbers. The idea is to solve this problem with the same basic trick but note that feasibility is not guaranteed. Also, the description so far applies only to problems that are guaranteed to be feasible.

The feasibility of any system $A x \leq b$ can be decided in polynomial time in the size of $A$ as follows. An objective function $c_{o}$ is introduced: $c_{o}=$ $\Sigma(\Delta+1)^{i} a_{i}$, where $a_{i}$ is the $i$ th row of $A$. Consider the problem of maxi-
mizing $c_{o}^{T} x$ subject to $A x \leq b$. The dual problem of the latter is to minimize $b^{T} y$ subject to $A^{T} y=c_{o}$ and $y \geq 0$. We first note that this dual problem is feasible (e.g., $y_{i}=(\Delta+1)^{i}$ is feasible). Moreover, the size of its right-hand-side vector $c_{o}$ is bounded by a polynomial in the size of the matrix $A$. The basic trick applies here (consider maximizing $-b^{T} y$ ), and any polynomial algorithm can be used to solve the subproblems because the right-hand-side vector is of moderate size. If the dual problem is unbounded then the primal is infeasible; otherwise, the primal here is feasible since the dual is. In the latter case the basic algorithm identifies all the (dual) constraints that are tight at the (dual) optimum. Any polynomial linear programming algorithm can be used to select a dual optimal solution; it takes polynomial time in the size of $A$ only, because the dual objective $b$ is not required once the optimal face is known and the size of $c_{o}$ is polynomially bounded by the size of $A$ anyway. Once a dual optimal solution $\bar{y}$ is found, a primal feasible solution $\bar{x}$ is computed by solving the system $a_{i} \bar{x}=b_{i}$ for all $i$ such that $\bar{y}_{i}>0$. The validity of the last step follows from the particular choice of $c_{o}$ and the complementary slackness theorem.

The complete algorithm for linear programming now works as follows. Given the problem of maximizing $c^{T} x$ subject to $A x=b$ and $x \geq 0$, the algorithm first checks the feasibility of the system $\{A x=b, x \geq 0\}$. If feasible then the feasibility of the dual system $A^{T} y \geq c$ is checked. If the dual is also feasible then the basic algorithm is applied to the primal problem. The subproblems here are solved as follows. First, feasibility of the dual system $A^{T} y \geq \bar{c}$ is checked (this may be done by any polynomial linear programming algorithm because $\bar{c}$ is of moderate size). If this dual is feasible then Tardos's algorithm can be called recursively to find an optimal solution to the problem of minimizing $b^{T} y$ subject to $A^{T} y=\bar{c}$ and $y \geq 0$. Specific optimal primal and dual solutions can then be found by the procedure described above for detecting feasibility.

In the way stated in [148], Tardos's algorithm is not well-defined for a general matrix $A$ of real numbers, even though the vectors $c$ and $b$ may be real. In fact, the coordinates of $b$ and $c$ can be elements of any ordered field. Normalization eliminates all the infinite elements and then infinitesimal elements are rounded down to zero. Recall that the basic trick of the algorithm is to replace $c$ by a vector whose coordinates are integers with absolute values not greater than $n^{2} \Delta$, where $\Delta$ is determined by the ma$\operatorname{trix} A$. When $A$ has integral entries, $\Delta$ has to be an upper bound on the absolute value of any minor of $A$. The natural generalization for real matrices is to choose $\Delta$ as an upper bound on the absolute value of the ratio of any two nonzero minors of $A$. The given problem is then reduced to a polynomial number (in $m$ and $n$ ) of problems with modified objective
functions. More precisely, the vector $c$ is replaced by $\bar{c}$, where

$$
\bar{c}_{j}=\left\lfloor\left(n^{2} \Delta /\left\|c^{\prime}\right\|_{\infty}\right) c_{j}^{\prime}\right\rfloor \quad \text { and } \quad c^{\prime}=c-A^{T} y
$$

so that $A c^{\prime}=0$. This raises two questions. First, it is not known whether such an upper bound $\Delta$ can be found in a polynomial number (in $m$ and $n$ ) of elementary operations on real numbers. It is easy to compute an upper bound on the absolute value of any minor: namely, $n!\Lambda^{n}$, where $\Lambda$ is the maximum absolute value of entries of $A$. However, it is not known how to compute a positive lower bound for the absolute value of any nonzero minor of $A$ in a polynomial number of real number operations. Even if an appropriate $\Delta$ could be found in polynomial time, it is not clear that the optimization problem with the modified objective function vector $\bar{c}$ is easier than the original one.

It is interesting to examine the existence of a Tardos-type result over general ordered fields. However, we have to be careful in phrasing the question. Consider the following question: Can we solve the problem ( $A, b, c$ ) using a number of field operations that depends only on $A$ ? The answer is (trivially) yes, because the problem can be solved by enumerating all the bases. This procedure has an upper bound on the number of field operations that depends only on $m$ and $n$. The more general interesting question is of course the existence of polynomial bounds (in $m$ and $n$ ) but this is the fundamental question rather than what we would call a Tardos-type question. A more reasonable question can be asked as follows. Does there exist a function $g$ that assigns to any field element $a$ a positive integer $g(a)$, and does there exist an algorithm that solves the problem in $g(A) p(m, n)$ field operations, where $g(A)$ is the maximum of $g(a)$ over entries of $A$, and $p$ is a polynomial?

Frank and Tardos [56] extend Tardos's algorithm to certain combinatorial optimization problems with exponentially many constraints. This extension applies the simultaneous approximation algorithm of [97] for computing an equivalent objective function vector with moderate coefficients. Most of the combinatorial optimization problems can be formulated as linear programming problems (possibly with exponentially many constraints), where the coefficients in the matrix are 0,1 , or -1 . If the number of constraints is polynomial in the size of the original problem (e.g., the minimum cost-flow problem) then Tardos's method provides a strongly polynomial algorithm. Linear programming problems with an exponential number of constraints (given implicitly) can be solved in polynomial time by the ellipsoid algorithm, provided a polynomial-time algorithm is available for proving feasibility of a given point or else providing a violated constraint. The Frank and Tardos algorithm makes such polynomial algorithms strongly polynomial by modifying the objective function
into an equivalent one whose size is polynomial. It replaces a given objective function vector $c$ by a vector $c^{*}$ of integers of polynomial size such that, for any vector $u \in\{-1,0,1\}^{n}, u^{T} c \geq 0$ if and only if $u^{T} c^{*} \geq 0$. The components of $c$ may be elements of any ordered field. The computation of $c^{*}$ relies on the simultaneous approximation algorithm.

## $6 \quad$ Linear programming in fixed dimension

Questions about the asymptotic worst-case time complexities of various problems became very popular during the 1970s. In particular, questions of computational geometry (see [95] for a survey) attracted much attention. It has been known that the complexity of finding the extreme points of the convex hull of a set of $n$ points in the plane is $\theta(n \log n)$. This suggested that the complexity of the two-variable linear programming problem was the same. However, it was shown in $[108,48]$ that this problem could be solved in $O(n)$ time. The idea is quite simple. For any two constraints of the form $y \geq a_{i} x+b_{i}(i=1,2)$, there is a value $x^{\prime}$ (namely, where $a_{1} x^{\prime}+b_{1}=a_{2} x^{\prime}+b_{2}$, assuming a nondegenerate case) so that on each side of the line $\left\{x=x^{\prime}\right\}$ one of the constraints dominates the other (in the weak sense). Thus, if at some point it becomes known that the search for a solution may be restricted (say) to the half-plane $\left\{x \geq x^{\prime}\right\}$, then at that point one of the constraints may be eliminated. The algorithm is based on finding good values of $x$ that allow for the elimination of "large" sets of constraints. Suppose, for simplicity, we have $n=4 k$ constraints of the form $y \geq a x+b$ and they are paired arbitrarily; that is, we have arranged them in $2 k$ disjoint pairs. Let $x_{m}$ denote the median of the intersection values $x_{1}^{\prime}, \ldots, x_{2 k}^{\prime}$ of these pairs (assuming a nondegenerate case). It is easy to decide in $O(n)$ time whether the search may be restricted to $\left\{x \leq x_{m}\right\}$ or to $\left\{x \geq x_{m}\right\}$. This decision then allows for the elimination of $k$ constraints, namely, one dominated constraint from each pair of constraints that do not intersect on the side of the line $\left\{x=x_{m}\right\}$ to which the search may be restricted. It follows that in Cn time (where $C$ is some constant) about a quarter of the set of constraints can be eliminated. This implies that by repeating the process about $\log _{4 / 3} n$ times the set of constraints is exhausted and eventually two critical constraints are identified. The total time is of the form $\operatorname{Cn}\left(1+(3 / 4)+(3 / 4)^{2}+(3 / 4)^{3}+\cdots\right)$ and is hence linear in $n$. The linear upper bound relies on the result that the median can be found in $O(n)$ time (see [9]) and this algorithm can be considered as an extension of the linear-time median-finding algorithm.

Three-variable linear programming problems can also be solved in $O(n)$ time $[108,48]$ but the algorithm is more involved and the resulting constant is larger. It turns out that only about one-sixteenth of the constraints
can be eliminated during one iteration. The elimination is based on knowledge that the search may be restricted to a certain quadrant of the plane, determined in two median-finding steps. The generalization of this result to dimensions higher than three [109] is not trivial. The algorithm works according to the same principle of eliminating dominated constraints. In a fixed dimension (i.e., when the number of variables is fixed and the number of constraints is $n$ ), a fixed fraction of the set of remaining constraints is eliminated. However, the fraction tends to zero very fast with the number of variables. In the construction of [109] the fraction is doubly exponential, yielding an $O\left(2^{2^{d}} n\right)$ algorithm for $d$ variables and $n$ constraints. Improved constructions that provide a bound of $O\left(3^{d^{2}} n\right)$ were suggested in [50, 36].

Linear-time algorithms using similar methods also appear in [49, 112, 116, 164]. Although the basic algorithm for two variables is extremely fast (using "approximate" medians obtained by sampling, rather than exact medians), the algorithm in [109] is clearly not a serious tool for solving general linear programming problems in practice. However, considering asymptotic worst-case complexity, it is optimal for any fixed number of variables.

## 7 Karmarkar's algorithm and related work

Karmarkar [79] developed another polynomial-time algorithm for linear programming that generates a sequence of interior points converging to an optimal solution. Interior point methods are usually used in nonlinear programming [55,61] and have been proposed for linear programming as well (see [60]), but no one before Karmarkar had identified a method that provably ran in polynomial time. To analyze the time-complexity of an algorithm, one usually needs a measure of the progress (a "merit function") that the algorithm makes toward the solution. However, it is usually not easy to identify good measures of the progress. The naive measures - like the amount of improvement in the objective function or the distance to the solution - usually do not suffice for proving nice bounds, simply because it is impossible to prove a good lower bound on the progress per iteration. Of course, efficient methods do not have to make much progress in every single step and thus, to prove their efficiency, one needs to understand how they make good progress in the long run.

A common technique in nonlinear programming is the barrier-function method. The goal is to solve constrained optimization problems with the tools of unconstrained optimization. A sequence of points is generated, starting in the interior of the feasible domain. The objective function is replaced by another function that is coherent with the original objective,
and yet has a "barrier" ingredient that prevents the algorithm from getting out of the feasible domain. To specify a barrier-function method, one needs to construct such a function and also specify an unconstrained optimization algorithm.

Karmarkar's algorithm is easy to state with respect to the following form of the linear programming problem: minimize $c^{T} x$ subject to (i) $A x=0$, (ii) $\Sigma_{k} x_{k}=1$, and (iii) $x \geq 0$, where $A$ is of dimension $m \times n$; it is also assumed that the problem has an optimal solution and that the optimum of $c^{T} x$ equals zero. A vector $x$ is called interior if it satisfies (i) and (ii) and if $x>0$. It is assumed that an interior point $x^{0}$ is available in the beginning. Any linear programming problem can be reduced to such a form. This is accomplished if the program is formulated so that the primal and dual problems are combined. The algorithm can be stated with the following barrier function:

$$
F(x)=\frac{c^{T} x}{\left(\Pi_{k} x_{k}\right)^{1 / n}},
$$

which is well-defined for interior points $x$. Obviously, the value of $F(x)$ tends to infinity when $x$ tends (from the interior) to a boundary point $z$ such that $c^{T} z>0$. Also, unless $c^{T} x$ is constant over the feasible region, $F(x)>0$ for every interior point $x$. On the other hand, if $x$ tends from the interior along any straight line to an optimal point $x^{*}$ on the boundary then $F(x)$ tends to zero; this is true because $c^{T} x$ approaches zero faster than $\left(\Pi_{k} x_{k}\right)^{1 / n}$, given that $\Sigma_{k} x_{k}=1$. It follows that while $F(x)$ is sought to be minimized over the interior of the feasible domain, a minimum of $c^{T} x$ over the feasible domain is approached. However, we have not yet explained how an optimum is actually reached in polynomial time.

The algorithm (to be described below) generates a sequence $x^{0}, x^{1}, x^{2}, \ldots$ of interior points along which the function $F(x)$ decreases monotonically. Moreover, the rate of decrease is provably good enough to imply the desired result. Notice that the infinite process of optimizing $F(x)$ does not produce a boundary point. One needs to apply a stopping rule, and then either leave the problem with the current point as an approximate solution or run a procedure that produces an exact solution from the current approximate one. In practice, one can sometimes guess the optimal basis and then verify that it is optimal. In theory, if $F(x)$ is sufficiently close to zero then an optimal solution can be easily computed from $x$. Thus, in theory, the stopping rule is based on a sufficiently small value of $F(x)$.

The upper bound on the running time of Karmarkar's algorithm is polynomial in terms of the length of the binary representation of all the numbers involved. Let $L$ denote this input length. An argument that appears in the analysis of the ellipsoid algorithm is as follows. For some
constant $\kappa$, if $x^{1}$ and $x^{2}$ are basic solutions such that $c^{T} x^{1} \neq c^{T} x^{2}$ then $\left|c^{T} x^{1}-c^{T} x^{2}\right|>2^{-\kappa L}$. This implies that if $x$ is any feasible solution such that $0<c^{T} x<2^{-\kappa L}$, then - by modifying $x$ into a basic feasible solution while improving the objective function value (a standard procedure sometimes called "purification") - we obtain an optimal solution. Thus a valid stopping rule is $c^{T} x \leq 2^{-\kappa L}$. Note also that $F(x)>c^{T} x$ for any interior $x$, so $F(x)<2^{-\kappa L}$ is also a valid stopping rule. The barrier function $F(x)$ is also a suitable criterion function in terms of the discussion in Section 3, with the iterates $x^{i}$ playing the roles of the objects. The initial interior point $x^{0}$ can be chosen so that $\log F\left(x^{0}\right)$ is bounded by a polynomial in $L$. The parameter $\epsilon$ here is equal to $2^{-\kappa L}$ so that $-\log \epsilon$ is also polynomial in $L$. It remains to show (see below) that the rate of improvement $\delta$ is also such that $-1 /(\log \delta)$ is polynomial in $L$. From a theoretical viewpoint, this characteristic is perhaps the most significant contribution of [79].

Let $x^{i}$ be an interior point. We would like to move from $x^{i}$ to a point $x^{i+1}$ such that $F\left(x^{i+1}\right) /\left(F\left(x^{i}\right)\right.$ is sufficiently small. Karmarkar's step is related to the fact that the barrier function is, in a certain sense, invariant under a projective rescaling transformation $P$ defined as follows. Given a point $a=x^{i}$, let $x^{\prime}=P(x)$ be defined for any feasible $x$. First, for convenience of notation let $D=\operatorname{diag}\left(a_{k}\right)$ denote a diagonal matrix of order $n$, where the diagonal entries are the components of the vector $a$. Also, let $e$ denote an $n$-vector of l's. The vector $x^{\prime}$ is equal to $\left(D^{-1} x\right) /\left(e^{T} D^{-1} x\right)$. The sense of invariance can be explained as follows. First note that $x=$ $\left(D x^{\prime}\right) /\left(e^{T} D x^{\prime}\right)$. Thus,

$$
F(x)=\frac{c^{T} D x^{\prime}}{e^{T} D x^{\prime}} \left\lvert\, \frac{\left(\Pi_{k} a_{k} x_{k}^{\prime}\right)^{1 / n}}{e^{T} D x^{\prime}}=\frac{c^{T} D x^{\prime}}{\left(\Pi_{k} a_{k} x_{k}^{\prime}\right)^{1 / n}} .\right.
$$

Denote $c^{\prime}=D c$ and $F^{\prime}\left(x^{\prime}\right)=\left(c^{\prime}\right)^{T} x^{\prime} /\left(\Pi_{k} x_{k}^{\prime}\right)^{1 / n}$. It follows that for any two points $x, y$, if $x^{\prime}=P(x)$ and $y^{\prime}=P(y)$ then

$$
\frac{F(x)}{F(y)}=\frac{F^{\prime}\left(x^{\prime}\right)}{F^{\prime}\left(y^{\prime}\right)}
$$

This equality allows us to work in the space transformed under $P$ so that a (relative) improvement in $F^{\prime}$, while taking a step from $a^{\prime}=P(a)$, is the same as that of the corresponding step from $a$.

The natural question at this point is what is the benefit from the transformation $P$. The answer is that it reveals a good way to take a step from $a^{\prime}$, as we explain below. Note that in fact $a_{k}^{\prime}=1 / n$ for every $k$. Also, the linear subspace $\{x: A x=0\}$ is transformed under $P$ into a subspace $\{x$ : $\left.A^{\prime} x=0\right\}$ while the simplex $\left\{x: e^{T} x=1, x \geq 0\right\}$ is mapped onto itself. The situation is now as follows. There are two balls, $B_{1}$ and $B_{2}$, both centered at the current point $a^{\prime}$, with the following properties: (i) $B_{1}$ is contained
in the (transformed) feasible domain while the latter is contained in $B_{2}$. (ii) The ratio of the radius of $B_{2}$ to that of $B_{1}$ is $n-1$. The balls are simply the intersections of $\left\{x: A^{\prime} x=0\right\}$ with the largest inscribed and the smallest circumscribing balls of the simplex $\left\{x: \sum x_{j}=1, x \geq 0\right\}$. This construction is reminiscent of Lenstra's construction [98] for a polynomial integer programming algorithm in a fixed dimension. The step of Karmarkar's algorithm in the transformed space is made in the direction of the projection of the vector $c^{\prime}$ on the subspace $\left\{x: A^{\prime} x=0\right\}$; its length is equal to one-quarter of the radius of $B_{1}$. The minimum of the linear function $\left(c^{\prime}\right)^{T} y$ over the (transformed) feasible domain is zero. It follows from the ball inclusion relations that the value of this function is multiplied during this step by a factor not greater than $1-1 / 4 n$. However, we are interested in the improvement of the function $F^{\prime}$ so we must consider the change in $\left(\Pi_{k} x_{k}\right)^{1 / n}$ during the step. This is the reason a step of only one-quarter rather than the full radius of $B_{1}$ is taken. It is shown that this guarantees that the denominator of the (transformed) barrier function does not decrease too much. The result is that the value $F^{\prime}$ (and hence also of $F$ ) is multiplied during a step by a factor not greater than $e^{-1 / 8 n}$. The latter quantity plays the role of $\delta$ in the discussion of Section 3. Polynomiality follows from the fact that $-1 /(\log \delta)$ here equals $8 n$. Thus, as in the ellipsoid algorithm, the factor of improvement depends (polynomially) only on the dimension ${ }^{12}$ and not on the numerical values of the coefficients. Blair [21] showed that a step of length $(n-1) /(2 n-3)$ of the radius of $B_{1}$ was possible with a corresponding $\delta=(4 /(3 \sqrt{e}))^{1 / n}$.

Karmarkar's algorithm provides the strongest upper bound known concerning the worst-case complexity of the linear programming problem under the logarithmic cost model. The number of arithmetic operations in the worst case is bounded by ${ }^{13} O\left(n^{3.5} L^{*}\right)$ if the matrix operations are carried out in a specific way described in [79].

Interestingly, the iterative step of Karmarkar's algorithm can be adapted to work over any ordered field. Moreover, the guaranteed rate of improvement prevails. It is easy to get rid of the logarithms and roots in the analysis of the algorithm. Thus, for example, one can easily obtain the following from Proposition 2.1.

[^8]We also have the following.
Proposition 7.2. Let $u=\left(n^{-1}, \ldots, n^{-1}\right) \in F^{n}$ and let $H \subseteq F^{n}$ be determined by $\sum_{i=1}^{n-1} x_{i}=1$ and $x_{n}=0$. Under these conditions, the vector $v^{*}=\left((n-1)^{-1}, \ldots,(n-1)^{-1}, 0\right) \in F^{n}$ minimizes the function $f(v)=(u-v)^{T}(u-v)$ for $v \in H$.

The following proposition extends [21, Lemma 5], and justifies the choice of the step length so that the barrier component deterioration is controlled.

Proposition 7.3. Let $F$ be an ordered field, $n \geq 2$ a natural number, and let $\left\{x_{1}, \ldots, x_{n}, \alpha\right\} \subseteq F$ be such that

$$
\sum_{k=1}^{n}\left(x_{k}-\frac{1}{n}\right)^{2} \leq \frac{\alpha}{n(n-1)} \quad \text { and } \quad \sum_{k=1}^{n} x_{k}=1 .
$$

Under these conditions,

$$
\prod_{k=1}^{n} x_{k} \geq \frac{1-\alpha}{n}\left(\frac{1+\alpha /(n-1)}{n}\right)^{n-1}
$$

Using a criterion function that avoids $n$th roots, $f(x)=\left(c^{T} x\right)^{n} / \Pi_{k} x_{k}$, one can see that during each step the value of this function is multiplied by a factor that is less than and bounded away from 1. If the problem is solved over the rationals then this implies a polynomial time bound. However, despite a guaranteed rate of improvement, the algorithm does not solve the problem over general ordered fields because it is not guaranteed to reach infinitesimally close to an optimum. It can be used as an approximate method though, where the approximation is in terms of the objective function value. Recall that the simplex method works over any ordered field.

The computation of the projection of $c^{\prime}$ dominates the effort involved in a single iteration of the algorithm. The projection problem of a vector $c^{\prime}$ on a subspace $\left\{x: A^{\prime} x=0\right\}$ is equivalent to the minimization of $\left\|A^{\prime} x-c^{\prime}\right\|$. This is known as a least-squares problem for which there are several techniques available. Further development in the numerical solution least-squares problems should improve the performance of Karmarkar's algorithm.

It should be noted that the practical implementations of Karmarkar's algorithm may be quite different from the theoretical algorithm. Deviations from the theoretical algorithm can be in several ways: (i) Problems may be solved not in the combined form of the primal and the dual. (ii) Instead of a fixed step length, the proposed direction of movement may be searched for a best step. Moreover, even the direction of movement
itself may be selected after a search of a low-dimensional subspace. (iii) The theoretical stopping rule is not practical so heuristic rules may be developed for stopping. (iv) The least-squares subproblems may be solved only approximately (especially if iterative methods are selected for them), and there may be a certain degree of heuristicism involved in the choice of the level of precision. (v) Some effort may be invested in frequent checking for optimality of a guessed basis. (vi) Variables and constraints may sometimes be eliminated on the basis of both theoretical and heuristic arguments. The significance of an algorithm running in polynomial time diminishes in practice if it is no longer clear that the particular implementation is guaranteed to run in polynomial time. On the other hand, it is easy to run any algorithm in "parallel" to a polynomial-time algorithm, so that at least one of the algorithms is guaranteed to terminate in polynomial time.

Since the first publication of Karmarkar's algorithm there have been several papers written on variants of the method $[11,19,32,33,59,101$, $111,103,151,156,160]$. It is not clear what qualifies an algorithm as a variant of Karmarkar's algorithm. Karmarkar's algorithm is classified in [60] as one member of a family of methods that have been experimented with in the past and also recently at Stanford. The claim is that Karmarkar's algorithm can be reproduced as a projected Newton search method applied to a certain barrier function with a certain rule for updating the barrier parameter. Also, resemblances between Karmarkar's barrier function, Frisch's barrier function [57], and Huard's method of centers [71] are mentioned in [151]. Resemblance to Lawson's algorithm [94, 136, 38, 39] was pointed out by Walter Murray. Here, an $I_{\infty}$-approximation problem is solved by a sequence of weighted $l_{2}$-approximation problems with a rule for updating the weights. However, the formal equivalence shown in [60] does not degrade the significance of Karmarkar's result. It seems reasonable to conjecture that under suitable weak conditions any interiorpoint method can be formulated as a barrier-function method. The interesting problem is to identify good methods. Karmarkar provided the first polynomial one; his algorithm is based on sensible principles that do not hold for the barrier-function algorithms in general. On the other hand, it is still not clear whether his algorithm is in fact better in practice than other variants of the barrier-function idea.

In Section 8 we discuss recent applications of nonlinear programming methods to linear programming that were inspired by Karmarkar's work. Besides the references mentioned above, further work related to Karmarkar's algorithm can be found in $[21,25,34,45,60,75,76,81,87,91,123$, 130, 131, 137, 152, 156]. Todd and Burrell [151] and Anstreicher [11] show how to extract dual variables without having to run the problem in the
combined primal-dual form. This resolves the difficulties with a "sliding" objective function mechanism that was described in an earlier version of Karmarkar's paper.

Other recent iterative methods, independent of Karmarkar's work, are [102, 117, 121, 122, 133]. It is expected that more papers will appear soon in this field. Unfortunately, it is not easy to assess the practical significance of newly proposed algorithms because of insufficient computational experience. Moreover, an acceptable format for testing software for mathematical programming has not been decided yet. Some related questions are discussed in Section 10.

## 8 Recent interior-point methods

Methods of nonlinear programming have been tried in the past for solving linear programming problems (see [60] for references). However, the simplex method has been accepted as the most practical general-purpose method for linear programming. Practitioners often try to linearize a nonlinear problem, but not to "unlinearize" a linear one. The ellipsoid algorithm is in fact a theoretical application of nonlinear programming to linear programming. Interest in nonlinear methods for linear programming was recently revived with the strong claims about the practicality of Karmarkar's algorithm. In this section we review some of the recently proposed algorithms.

We have explained the notion of a barrier-function method in Section 7. Given a valid barrier function for a linear programming problem, it is usually a good idea to use the Newton search method for finding the optimum of the function, especially if the latter is convex. The method is usually applied to unconstrained optimization problems but can easily be extended to handle linear equality constraints. A single iteration of the Newton search method amounts to searching a direction. The direction is obtained by optimizing a quadratic function that approximates the given function. Suppose we need to minimize a convex function $F(x)$ subject to $A x=b$, and assume we have already computed a point $a$. Let $\nabla$ and $H$ denote the gradient and Hessian, respectively, of the function $F$ at the point $a$. The approximate optimization problem at $a$ is to minimize $Q(x)=$ $F(a)+\nabla^{T}(x-a)+\frac{1}{2}(x-a)^{T} H(x-a)$ subject to $A x=b$. The search direction $v$ is obtained by minimizing $\frac{1}{2} v^{T} H v+\nabla^{T} v$ subject to $A v=0$. This direction can also be obtained by linear optimization over an ellipsoid as follows. The inequality $(x-a)^{T} H(x-a) \leq \rho^{2}(\rho \neq 0)$ describes an ellipsoid centered at $a$. An approximate linear optimization problem at $a$ is to minimize $\nabla^{T}(x-a)$ subject to $(x-a)^{T} H(x-a) \leq \rho^{2}$ and $A x=b$. The direction to the optimum of the latter is independent of $\rho$ and coincides
with the direction obtained by Newton's method. There is yet another way to obtain the search direction by transforming the space. The gradient direction is not invariant under linear transformations of the space. Thus, this direction depends on the representation. It is possible to transform the space, choose the gradient direction in the transformed space, and return to the original space, so that the resulting direction is the same as the one supplied by Newton's method. If the Hessian is symmetric and positive-definite then $H^{-1}=W W^{T}$ for some real matrix $W$. In that case the transformation is $v^{\prime}=W^{-1} v$. The approximate quadratic optimization problem at $a$ is to minimize $\frac{1}{2}\left\|v^{\prime}\right\|^{2}+\nabla^{T} W v^{\prime}$ subject to $A W v^{\prime}=0$. Equivalently, $v^{\prime}$ is determined by minimizing the linear function $\nabla^{T} W v^{\prime}$ over a ball that can be described as the intersection of the full-dimensional ball $\left\{x^{\prime}:\left\|x^{\prime}-a^{\prime}\right\| \leq \rho\right\}$ with the affine subspace $\left\{x^{\prime}: A W x^{\prime}=b\right\}$. Ob viously, the direction $v^{\prime}$ is obtained by projecting the transformed gradient $W^{T} \nabla$ on the linear subspace $\left\{v^{\prime}: A W v^{\prime}=0\right\}$. The projection of a vector $u$ on a subspace $\{z: M z=0\}$ (assuming $M$ has a full row rank) is given by $\left[I-M^{T}\left(M M^{T}\right)^{-1} M\right] u$ (see Proposition 7.1). Thus, $v=W v^{\prime}=$ $W\left[I-W^{T} A^{T}\left(A W W^{T} A^{T}\right)^{-1} A W\right] W^{T} \nabla$. In the applications the matrix $W$ usually has a special structure that allows for more efficient ways to compute the search direction.

It is interesting to note that Newton's method for nonlinear optimization is not invariant under monotone transformations of the objective function. Thus, one obtains different search directions if the objective function is replaced by its logarithm or its $n$th power. On the other hand, the search directions corresponding to all possible monotone transformations of the same objective function form a two-dimensional linear space. Thus the different algorithms are closely related.

Gill, Murray, Saunders, Tomlin, and Wright [60] propose an algorithm for linear programming where they apply the Newton search method to a traditional form of a barrier function. They obtain an unconstrained optimization problem (but still with equality constraints) with an objective function of the form $F_{\mu}(x)=c^{T} x+\mu B(x)$. Here $B(x)$ is the barrier component that tends to infinity as $x$ approaches the boundary of the feasible domain, and $\mu$ is a positive scalar that is driven by the algorithm to zero. For the linear programming problem of minimizing $c^{T} x$ subject to $A x=b$ and $x \geq 0$, the proposed barrier function is $B(x)=-\sum_{k} \ln x_{k}$, so the unconstrained optimization problem with the parameter $\mu$ is to minimize $c^{T} x-\mu \sum_{k} \ln x_{k}$ subject to $A x=b$. Let us use the notation of Section 7. Thus, let $a$ denote the current point, $D=\operatorname{diag}\left(a_{k}\right)$, and $e$ is a vector of l's. The gradient of this barrier function at $a$ is $c-\mu D^{-1} e$ and the Hessian is $\mu D^{-2}$. For comparison, consider Karmarkar's potential function $F(x)=$
$n \ln c^{T} x-\Sigma_{k} \ln x_{k}$. Thus, in Karmarkar's algorithm, the gradient at the current point $a$ is equal to $\left(n / c^{T} a\right) c-D^{-1} e$ and the Hessian is equal to $D^{-2}-n\left(c^{T} a\right)^{-2} c c^{T}$. Thus, if $\mu=\left(c^{T} a\right) / n$ then the directions of the gradients in both cases are formally the same. Note that if the optimal value of $c^{T} x$ is zero then by taking $\mu=\left(c^{T} a\right) / n$ we drive $\mu$ to zero. It is shown in [60] that there is a choice of $\mu$ that yields the same search direction. The Hessian in Karmarkar's function contains an extra term, attributable to the dependence of $\mu$ on $x$. Because the Hessian in the [60] algorithm is equal to $\mu D^{-2}$, it follows that the matrix $W$ in that case equals $\sqrt{\mu} D$. The search direction is hence $D\left[I-\mu D A^{T}\left(A D^{2} A^{T}\right)^{-1} A D\right] D\left(c-\mu D^{-1} e\right)$. To compute the search direction, there is no need to invert the matrix $A D^{2} A^{T}$ or even to generate it. What we have to do is essentially solve a system of equations of the form $\left(A D^{2} A^{T}\right) \xi=\beta$. Thus, we can expand the system in the form

$$
\eta-D A^{T} \xi=0 \quad A D \eta=\beta,
$$

so that sparsity of $A$ can be exploited.
Iri and Imai [76] propose an algorithm that can also be described as a Newton search direction method applied to a barrier function. They work on the problem of minimizing $c^{T} x$ subject to inequality constraints $A x \geq b$, where the optimal value of the objective function is zero and an initial interior point is known. The barrier function is

$$
F(x)=\left(c^{T} x\right)^{m+1} / \prod_{k}\left(A_{k}^{T} x-b_{k}\right),
$$

where $m$ is the number of rows in the matrix $A$ and $A_{k}^{T}$ denotes the $k$ th row of $A$. This function is based on the ideas behind the potential function used by Karmarkar for the analysis of his algorithm. The function $F(x)$ is convex. The algorithm iterates as follows. Given an interior point $x^{i}$, it finds the minimum $x^{\prime}$ of the quadratic approximation to $F(x)$ based on the Hessian at $x^{i}$. It then searches the feasible segment of the line determined by $x^{i}$ and $x^{\prime}$ for a minimum $x^{i+1}$ of $F(x)$. It is interesting to consider an analogous algorithm for the problem in the form we have used in this chapter, namely: minimize $c^{T} x$ subject to $A x=b$ and $x \geq 0$. The barrier function of Iri and Imai would be $f(x)=\left(c^{T} x\right)^{n+1} /\left(\Pi_{k} x_{k}\right)$, where $x \in R_{+}^{n}$. The gradient $\nabla$ of $F$ at a point $a$ satisfies, for every $j, \nabla_{j}=$ $f(a)\left[(n+1)\left(c^{T} a\right)^{-1} c_{j}-a_{j}^{-1}\right]$. It follows that the Hessian $H$ of $f$ at $a$ satisfies, for every $i$ and $j$,

$$
H_{i j}=\nabla_{i} \nabla_{j}-f(a)\left[(n+1)\left(c^{T} a\right)^{-2} c_{i} c_{j}-\delta_{i j} a_{i}^{-2}\right],
$$

where $\delta_{i j}=1$ if $i=j$ and $\delta_{i j}=0$ otherwise. It follows that

$$
\begin{aligned}
\frac{H_{i j}}{f(a)} & =\left((n+1) \frac{c_{i}}{c^{T} a}-\frac{1}{a_{i}}\right)\left((n+1) \frac{c_{j}}{c^{T} a}-\frac{1}{a_{j}}\right)-(n+1) \frac{c_{i} c_{j}}{\left(c^{T} a\right)^{2}}+\frac{\delta_{i j}}{a_{i}^{2}} \\
& =n(n+1)\left(\frac{c_{i}}{c^{T} a}-\frac{1}{n a_{i}}\right)\left(\frac{c_{j}}{c^{T} a}-\frac{1}{n a_{j}}\right)+\frac{\delta_{i j}}{a_{i}^{2}}-\frac{1}{n a_{i} a_{j}}
\end{aligned}
$$

In matrix notation,

$$
\frac{1}{f(a)} H=n(n+1) u u^{T}+D^{-1}\left(I-\frac{1}{n} e e^{T}\right) D^{-1}
$$

where $u_{k}=\left(c^{T} a\right)^{-1} c_{k}-\left(n a_{k}\right)^{-1}$ and $D=\operatorname{diag}\left(a_{k}\right)$. It is now clear that $H$ is positive semidefinite at any $a \in R_{+}^{n}$ so $F$ is convex over $R_{+}^{n}$. Interestingly, Karmarkar's potential function $\left(c^{T} x\right)^{n} /\left(\prod_{k} x_{k}\right)$ is not convex. For example, let $n=2, c=(1,0)^{T}$, and $a=\left(\frac{1}{2}, \frac{1}{2}\right)^{T}$. Then the Hessian of this function at $a$ is proportional to the $2 \times 2$ matrix $I-e e^{T}$, which is indefinite. On the other hand, Karmarkar's algorithm works within the subspace $\left\{x: \sum_{k} x_{k}=1\right\}$. The restriction of Karmarkar's function to the latter subspace is convex. The proof of this claim follows by eliminating $x_{n}$. Consider the function $G(x)\left(c^{T} x\right)^{n} /\left(\left(1-\Sigma_{k} x_{k}\right) \Pi_{k} x_{k}\right)$, where $x \in R_{+}^{n-1}$. The Hessian of the latter can be represented as the sum of the Hessian of $F(x)=\left(c^{T} x\right)^{n} / \Pi_{k} x_{k}$ (also with $x \in R_{+}^{n-1}$ ) and a positive multiple of $e e^{T}$, so the Hessian of $G$ is positive definite.

The difference between the [60] and the [76] algorithms is that the former has a parameter that is updated by the algorithm, so that the Newton step is computed with respect to a different function in each iteration; the latter applies Newton's method to a fixed function. Because the rule for updating the parameter is incorporated into the barrier function in [76], the Hessian matrix is naturally a little more complicated. On the other hand, it is still amenable to sparse matrix computation. The search direction is obtained by solving (for $v$ ) an optimization problem of the form: minimize $\frac{1}{2} v^{T} H v+g^{T} v$ subject to $A v=0$. With a vector $\lambda$ of Lagrange multipliers, this amounts to the following system of equations:

$$
H v-A^{T} \lambda=-g \quad A v=0
$$

In [60], $H$ is diagonal so the sparsity of the latter system is essentially determined by the sparsity of the matrix $A$. In the algorithm analogous to [76] the matrix $H$ is dense but has a nice structure: $H=D^{-2}-w w^{T}$ for a certain vector $w$. Thus, the system of equations (in $v$ and $\lambda$ ) is

$$
D^{-2} v-A^{T} \lambda=\left(w^{T} v\right) w-g \quad A v=0
$$

The latter can be solved by taking a linear combination of solutions for two systems with a diagonal matrix in the upper left-hand corner:

$$
D^{-2} v^{1}-A^{T} \lambda^{1}=w \quad A v^{1}=0
$$

and

$$
D^{-2} v^{2}-A^{T} \lambda^{2}=-g \quad A v^{2}=0 .
$$

The solution is $(v, \lambda)=t\left(v^{1}, \lambda^{1}\right)+\left(v^{2}, \lambda^{2}\right)$, where $t$ is determined by the equation $w^{T}\left(t v^{1}+v^{2}\right)=t$.

Vanderbei, Meketon, and Freedman [156] propose an algorithm that, in a certain sense, can be derived by dropping the projective ingredient from Karmarkar's algorithm. This algorithm (which we refer to as the VMF algorithm) can be described as follows. Suppose the problem is to minimize $c^{T} x$ subject to $A x=b$ and $x \geq 0$. Let $a$ denote the current interior point. Thus, $A a=b$ and $a>0$. The direction that the VMF algorithm takes is computed as follows. It is convenient to describe this direction using an affine scaling transformation. Given $a$, any point $x$ is mapped into $x^{\prime}$ where $x_{k}^{\prime}=x_{k} / a_{k}$. In particular, the current point $a$ is mapped into the $n$-vector $e$ consisting of $n$ l's. Let $D$ denote the same diagonal matrix used above; that is, $D=\operatorname{diag}\left(a_{k}\right)$. Thus, the problem is transformed into an equivalent one: minimize $c^{T} D x^{\prime}$ subject to $A D x^{\prime}=b$ and $x^{\prime} \geq 0$.

The equivalence holds in general regardless of the vector $b$ and the optimal value of the objective function. For comparison, consider Karmarkar's transformation. The latter is applied when the problem is to minimize $c^{T} x$ subject to $A x=0, e^{T} x=1$, and $x \geq 0$. Given an interior point $a$, the projective rescaling transformation takes $x$ into $x^{\prime}=\left(D^{-1} x\right) /\left(e^{T} D^{-1} x\right)$ so the problem is transformed into the following: minimize $c^{T} D x^{\prime} / e^{T} D x^{\prime}$ subject to $A D x^{\prime} / e^{T} D x^{\prime}=0, e^{T} x_{j}^{\prime}=1$, and $x^{\prime} \geq 0$. However, because $b=0$ and the optimal value of the objective function is also equal to 0 , it follows that the latter is equivalent to minimizing $c^{\tau} x^{\prime}$ subject to $A D x^{\prime}=0$, $e^{T} x_{j}^{\prime}=1$, and $x^{\prime} \geq 0$.

In the transformed space the direction $v^{\prime}$ is obtained by projecting the direction $D c$ on the space $\left\{v^{\prime}: A D v^{\prime}=0\right\}$. Thus, in this space the VMF algorithm moves from $e$ to a point of the form $e+\alpha v^{\prime}$, where $\alpha$ is chosen so that the new point is still interior. This step can be interpreted in two ways: (i) It is a rescaled steepest descent method; the algorithm moves (in the transformed space) in the direction opposite to the projected gradient. (ii) The algorithm considers (in the transformed space) a ball, contained in the feasible region and centered at the current point. It takes a direction that passes through the point where the objective function is minimized over that ball.

The VMF direction is computed as follows. First, the projection of any vector $u$ on a subspace $\{z: M z=0\}$ is given by $\left(I-M^{T}\left(M M^{T}\right)^{-1} M\right) u$. Thus the projection of the vector $D c$ on the subspace $\left\{v^{\prime}: A D v^{\prime}=0\right\}$ is
given by $\left(I-(A D)^{T}\left(A D^{2} A^{T}\right)^{-1} A D\right) D c$. The inverse image of the latter (i.e., the VMF direction in the original space) is obtained by multiplying by $D$. Thus, this direction is $D^{2}\left(I-A^{T}\left(A D^{2} A^{T}\right)^{-1} A D^{2}\right) c$.

Interestingly, the VMF direction can be derived from the [60] algorithm as the limit of the search direction when the parameter $\mu$ tends to zero. It is instructive to consider analogous algorithms for the problem in inequality constraints form, since it seems that in this form projections on subspaces may not be needed and insight into duality may be gained. Consider the problem of minimizing $c^{T} x$ subject to $A x \geq b$ (where $A \in$ $R^{m \times n}$ is of rank $n$ ). An adequate barrier function for the problem in this form would be $F(x)=c^{T} x-\mu \Sigma_{k}\left(A_{k}^{T} x-b_{k}\right)$, where $A_{k}^{T}$ denotes the $k$ th row of the matrix $A$. Suppose that $a$ is an interior feasible point; that is, $A_{k}^{T} a>b_{k}(k=1, \ldots, m)$. Let $D=\operatorname{diag}\left(A_{k}^{T} a-b_{k}\right) \in R^{m \times m}$. The gradient of $F$ at $a$ is equal to $c-\mu A^{T} D^{-1} e$ (where $e$ is an $m$-vector of 1's). The Hessian of $F$ at $a$ is proportional to $A^{T} D^{-2} A$ so the Newton search direction at $a$ with parameter $\mu$ is equal to $\left(A^{T} D^{-2} A\right)^{-1}\left(c-\mu A^{T} D^{-1} e\right)$. When $\mu$ tends to zero this direction tends to $v=\left(A^{T} D^{-2} A\right)^{-1} c$. Note that, as in the other algorithms, $v$ is convenient for sparse matrix computation if $A$ is sparse. It can be computed as the solution of $\left(A^{T} D^{-2} A\right) v=c$, which can be solved as an expanded sparse system in the unknowns $u$ and $v$ :

$$
u-D^{-1} A v=0 \quad A^{T} D^{-1} u=c .
$$

The latter arises in the solution of a familiar least-squares problem: minimize $\|u\|$ subject to $A^{T} D^{-1} u=c$, where the nearest point to the origin in the affine subspace $\left\{u: A^{T} D^{-1} u=c\right\}$ is sought. The components of $v$ serve as Lagrange multipliers in this least-squares problem. Thus, the effort per iteration here is also dominated by a least-squares problem of the same size and structure. Interestingly, the dual linear programming problem can be represented in the form: maximize $b^{T} D^{-1} u$ subject to $A^{T} D^{-1} u=c$ and $u \geq 0$. This representation reflects a scaling transformation on the dual problem which is similar but not identical to the VMF transformation. The dual problem in the original form is to minimize $b^{T} y$ subject to $A^{T} y=c$ and $y \geq 0$. The VMF transformation would be to divide each $y_{k}$ by its current value, whereas here we multiply each $y_{i}$ by the corresponding current value of $A_{k}^{T} x-b_{k}$.

The algorithm proposed by Barnes [19] turns out to produce the same direction of movement as the VMF algorithm, even though it is stated differently. Given $a$, Barnes considers a certain ellipsoid $E$ centered at $a$ and contained in the feasible domain. He chooses as the direction of movement the one where the minimum of the linear function $c^{T} x$ over $E$ is found. The ellipsoid $E$ can be described as the intersection of the full-dimensional ellipsoid $E=\left\{x:\left\|D^{-1} x-e\right\| \leq 1\right\}$ (where $D=\operatorname{diag}\left(a_{k}\right)$, as
above) with the affine space $\{x: A x=b\}$. It is easy to verify that $\bar{E}$ is contained in the nonnegative orthant, hence $E$ is contained in the feasible domain. The equivalence to the VMF direction is by substituting $x=D x^{\prime}$. The Barnes direction in the transformed space is obtained by minimizing the function $c^{T} D x^{\prime}$ over the ball $E^{\prime}$ defined as the intersection of the fulldimensional ball $\bar{E}^{\prime}=\left\{x^{\prime}:\left\|x^{\prime}-e\right\| \leq 1\right\}$ with the subspace $\left\{x^{\prime}: A D x^{\prime}=b\right\}$. Obviously, this direction is independent of the radius of the ball. In other words, the same direction is obtained if the ellipsoid $\bar{E}$ is replaced by an ellipsoid $\bar{E}(t)=\left\{x:\left\|D^{-1} x-e\right\| \leq t\right\}$ for any positive $t$. Thus, the property that the ellipsoid $E$ is contained in the feasible domain is irrelevant.

A variation on Karmarkar's algorithm, proposed in [111], can be explained as follows. Karmarkar's algorithm is based on a projective transformation that maps the linear objective function into a fractional one. If the optimal value is zero then the function may be replaced by its numerator. However, the minima of the fractional function and its numerator over the inner ball usually do not coincide. In the original space, the inverse image of the inner ball is an ellipsoid (assuming the feasible domain is bounded, as in Karmarkar's formulation). If that ellipsoid is indeed a good approximation to the feasible domain then a good direction should be obtained by minimizing the objective function $c^{T} x$ over it. Thus, the problem of minimizing $c^{T} x$ subject to $A x=b$ and $x \geq 0$ is approximated by the problem of minimizing $c^{T} x$ subject to $A x=b$ and $x^{T} D^{-1}\left[I-(n-1)^{-1} e e^{T}\right] D^{-1} x \leq 0$. With a vector $\lambda$ of Lagrange multipliers for the linear equations and a scalar multiplier $\eta$ attributed to the boundary of the ellipsoid, we obtain the following system of equations:

$$
\begin{aligned}
& \left(D^{-2}-w w^{T}\right) x-A^{T} \lambda=\eta c \quad A x=b \\
& x^{T}\left(D^{-2}-w w^{T}\right) x=0,
\end{aligned}
$$

where $w=(n-1)^{-1 / 2} D^{-1} e$. This system can be solved using ideas already described in this section for the analogue of the [76] algorithm.

## 9 Simplex methods for network problems

The simplex algorithm has been used extensively and very successfully to solve network problems in practice. We will not review practical experience here. On the theoretical side, it was shown in [162] that exponential cases exist within the class of network problems. However, in recent years there have been identified simplex algorithms that perform only a polynomial number of pivot steps when applied to certain network problems. This direction is presumed to lead to better understanding of the simplex method. It may help finding a polynomial simplex variant or a proof that no such one exists.

Interesting work on network simplex algorithms was done by Cunningham [41, 42] (who, according to [73, 17], has done further unpublished work on polynomial simplex network algorithms). Roohy-Laleh [138] uses a primal simplex method for the assignment problem that runs in $O\left(n^{3}\right)$ pivot steps. Hung [72] obtains a number of pivots that is polynomial in the size of the problem (i.e., taking the numerical values of the costs into account). Balinski [17] develops a "signature" method that solves - in $O((n-1)(n-2) / 2)$ pivot steps - the assignment problem as a dual simplex algorithm. Additional works on this problem are [ $10,62,154]$. Ikura and Nemhauser [74] derive a dual simplex algorithm for the more general (but yet the uncapacitated) transportation problem. Their algorithm solves a sequence of scaled problems (using ideas from [54]). It is not strongly polynomial because the upper bound on the number of pivots depends on the numerical values. A polynomial dual simplex algorithm for the minimum cost-flow problem was presented in [128]. So far, it is not known whether a strongly polynomial simplex algorithm for the transportation problem exists. However, Orlin [126] claims that the original Edmonds and Karp scaling algorithm [54] can be made strongly polynomial with minor modifications. It should be noted that Tardos's algorithm for the transportation problem [147] is strongly polynomial, although it is not clear whether a strongly polynomial simplex algorithm can be derived from it.

## 10 Theory versus practice

Complexity theory in 1985 does not provide enough insight into the practical efficiency of algorithms for linear programming. Even if the issue of the distribution of inputs is resolved, the efficiency of an algorithm even on a single instance is determined by too many factors. The word "algorithm" usually refers to the underlying method and not to the detailed implementation. Thus, for example, the particular method of solving linear equations during a single iteration is not part of the algorithm. However, the efficiency of an algorithm in practice depends very heavily on the implementation. Obviously, different implementation strategies may be efficient for some inputs while others may be efficient for other inputs. Thus, when comparing different algorithms, one has to specify what part of the implementation strategy is to be considered a part of the algorithm. An interesting question at the present is whether interior-point methods will prove better for linear programming than the simplex algorithms. First, the concepts are not at all well defined. However, the answer will probably depend on the development of methods for analyzing the den-
sity structure of the matrices involved. It became apparent during the 12th International Symposium on Mathematical Programming (1985) that various interior-point methods converge in a small number of iterations. The numbers of pivot steps of simplex algorithms are also predictable to a certain extent. The potential for improvement in interior-point methods is in the reduction of the effort per iteration. Regarding the simplex method, the question of the effort per iteration seems to be better understood than the question of reducing the number of steps.

Reported computational experience is used by practitioners as an indicator for the efficiency of an algorithm. This approach suffers from many known disadvantages. Here we mention briefly only a few of them.

It is often said that there is a need for a standard set of test problems. The idea is that whenever a new algorithm is proposed for a problem, people would be able to compare it with previous methods by running it (or letting the proposer run it for them) on the test problems. However, one should be very careful to separate the research and development of the algorithm from the test problems. If there is a fixed small set of test problems, there is always the danger that we will improve the implementation by choosing the values of parameters to fit the test problems. Software packages typically have a certain degree of heuristicism involved. There are simple parameters - such as step sizes, accuracy in performing single iterations, and the like - that require some arbitrary choice of value by the designer. The choice should not depend on the test problems. Whenever sparse matrix computations are involved there is always the question of factorization and preconditioning; the performance of an implementation depends very much on the success of these operations, success that may be attributable to heuristic techniques having nothing to do with the theory of linear programming. It is natural that the person who models a real-life problem for solution as a linear programming problem understands the structure of the problem better than any heuristic computer program that must analyze this structure.

During the development of an algorithm, the designer sometimes likes to see his algorithm performing well and therefore enjoys running successful instances rather than unsuccesful ones. This distortion of proportion should not be projected to the phase of testing the final algorithm on independent test problems.

Obviously, a test of a final algorithm should be performed like any other controlled experiment. However, even this is not enough. There is a fundamental difficulty with testing algorithms that makes this field less exact than the classical exact sciences. When results of a computational experiment are reported, we usually cannot tell whether there have been
prior experiments that produced contradicting results. Thus, the reported results may be easily reproducible yet not particularly instructive if the experiment itself was selected from a larger concealed set of experiments.

An even more problematic issue is proprietary material. We may refer to [40] for recommendations:

Occasionally, the solution of a proprietary problem may shed light on some aspect of the algorithm which could not be seen otherwise. Nonetheless, we believe that these problems should be referred to in the report only under special circumstances and with adequate justification. . . . Experiments involving the use of proprietary programs should only be published because of the presentation of a new strategy or of new theoretical developments. Authors should be willing to reproduce their experiments for the referees. Where necessary, referees should exercise this right. (pp. 199, 201)
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[^0]:    The author thanks Jeffrey Lagarias, David Shmoys, and Robert Wilson for helpful comments.
    1 The topic of linear programming has been interesting to economists not only due to its applicability to practical economic systems but also because of the many economic insights provided by the theory of linear programming. However, in this chapter we discuss linear programming from a point of view of theoretical computer science.

[^1]:    ${ }^{2}$ This means that there is an algorithm that finds the convex hull in $C_{1} n \log n$ time and there is a constant $C_{2}$ such that any algorithm for the convex hull requires in the worst case at least $C_{2} n \log n$ time.
    ${ }^{3}$ We have not defined what a variant is. Clearly, the effort per pivot step must be restricted because otherwise any algorithm can be stated as a variant of the simplex method.

[^2]:    ${ }^{4}$ It remains a challenge to theoreticians to come up with models for predicting the efficiency of algorithms in practice. Results that depend on an exact probability distribution of instances are often not satisfactory. Because the distribution is not known, analysis should be done about classes of distributions characterized by weakest possible assumptions (see [7] for further discussion of this issue).

[^3]:    ${ }^{5}$ The same question can be asked with respect to real closed fields. A field $F$ is real closed if it satisties: (i) $\sum \alpha_{i}^{2} \neq 0$ unless $\alpha_{i}=0$ for all $i$, and (ii) all the nontrivial algebraic extensions of $F$ do not satisfy (i). It is known that any real closed field can be ordered uniquely.

[^4]:    - We still assume here that an "oracle" can be used to perform the field operations - that is, the arithmetic operations and comparison.
    ${ }^{7}$ The height $h(a)$ of an input element $a$ is 1 . In general, for any elements generated by the algorithm, $h(a+b)=\max (h(a), h(b))$ and $h(a b)=h(a) h(b)$; subtraction and division are handled like multiplications and divisions, respectively.
    ${ }^{8}$ The extension to rational coefficients is trivial.

[^5]:    ${ }^{9}$ We have stated earlier in this chapter that the concept of a simplex algorithm or variant is not well defined.

[^6]:    ${ }^{10}$ In the presence of degeneracy this statement is not accurate. The method actually visits bases of a linear system and may change the basis many times before moving to a new vertex. Furthermore, every linear programming problem can be reduced to a problem where all the algorithm has to do is move from the second-best vertex to the best one (but through many changes of the basis).

[^7]:    ${ }^{11}$ If one assumes that the cost of an operation depends on the magnitudes of the operands then the performance is affected by the existence of large numbers anywhere.

[^8]:    Proposition 7.1. Under the conditions of Proposition 2.1, if $H=$ $\left\{x \in F^{n}: A x=0\right\}$, where $A \in F^{m \times n}$ is of rank $m$, then the vector $v^{*}=\left[I-A^{T}\left(A A^{T}\right)^{-1} A\right] u$ minimizes the function $f$ over $H$.

    12 Interestingly, in the ellipsoid algorithm the factor depends on the smaller dimension of the system, and this allows for the nice applications to combinatorial optimization problems with exponentially many constraints. This is not so with Karmarkar's method.
    ${ }^{13}$ The parameter $L^{*}$ is usually smaller than $L$ and reflects a better estimate of the distances between basic solutions using minors of the matrix $A$.

