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GUILLERMO P. CURBERA, JOSE GARCIA-CUERVA, JOSE MARIA MARTELL,
AND CARLOS PEREZ

ABSTRACT. We present an extrapolation theory that allows us to obtain, from
weighted LP inequalities on pairs of functions for p fixed and all A, weights, es-
timates for the same pairs on very general rearrangement invariant quasi-Banach
function spaces with A., weights and also modular inequalities with A., weights.
Vector-valued inequalities are obtained automatically, without the need of a Banach-
valued theory. This provides a method to prove very fine estimates for a variety of
operators which include singular and fractional integrals and their commutators. In
particular, we obtain weighted, and vector-valued, extensions of the classical theo-
rems of Boyd and Lorentz-Shimogaki. The key is to develop appropriate versions of
Rubio de Francia’s algorithm.
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1. INTRODUCTION

There is a number of important inequalities in both Harmonic Analysis and P.D.E.
which are of the form

/Rn |Tf<x)lpw(:c>dx§0/ S f ()P w(z) da, (1.1)

where typically 7" is an operator with some degree of singularity (e.g., some singular
integral operator) and S is an operator which is easier to handle (e.g., a maximal
operator), and w is in some class of weights. As it is well known, the usual technique
for proving such results is to establish a good-\ inequality between T" and S. This
method was introduced by Burkholder and Gundy [BG]. These inequalities compare
the measure of the level sets of S and T": for every A > 0 and small € > 0,

w{y e R" [T f(y)| > 2\ [Sf(y)] SAC.} < Cew{y eR": [Tf(y)| > A}. (1.2)

Here, the weight w is usually assumed to be in the Muckenhoupt class A,. Given
inequality (1.2), it is straightforward to prove the strong-type inequality (1.1) for any
p, 0 <p<oo.

Inspired by the extrapolation theory for A, weights discovered by J.L. Rubio de
Francia in [Rub] (see also [Gal] or [GR]; [Duo] for a new and short proof, and [Ga2]
for extrapolation results on Banach lattices), another approach is presented in [CMP]
to derive inequalities like (1.1) without using the good-A technique. Namely, assume
that it is known that

[ @i <c [ (s d »

holds for some fixed exponent 0 < py < oo, for all w € A, and for all (reasonable)
functions f for which the left-hand side is finite. Then, the authors show that there
is a very general extrapolation principle that allows one to get the full range of expo-
nents 0 < p < co. This means that all the information contained in (1.1) is indeed
encoded in the corresponding estimates where the exponent is fixed, say p = 1 or
p = 2. This extrapolation method has been extensively applied in [CMP] to deal
with different examples. Also, in [MPT] this result is used to show that the classical
Hormander condition for a singular integral operator is not sufficient to guarantee
Coifman inequality, see (1.5) below and the original sources [Coi] and [CF].

As a consequence of this general extrapolation principle, in [CMP] vector-valued
inequalities are obtained in a very easy way. Namely, it is proved that (1.3) also

implies
(o), =el(Sissr)’

forall 0 < p,7 < oo and all w € A

Estimates (1.3) and (1.4) are very useful in applications. For some operators 7', a
natural choice of S is the Hardy-Littlewood maximal function M. If this is the case,
by using the well-known weighted and vector-valued inequalities for M, one can get
that 7" is bounded on LP(w) for 1 < p < oo and for w € A, and that T satisfies
the corresponding ¢"-valued weighted norm inequalities provided 1 < r < oo. This
is indeed part of the motivation of this kind of extrapolation results: the study of

(1.4)

LP(w)
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a singular operator 7' can be done through an appropriate maximal function which
turns out to be easier.

One of the most interesting examples is provided by Coifman’s estimate [Coi], see
also [CF]: Let T be any Calderén-Zygmund operator with standard kernel (see [Duo, p.
100] for the precise definition) and let M be the Hardy-Littlewood maximal operator,
then for any p, 0 < p < oo, and w € A, there is a constant C' depending on p and
w such that,

/Rn T f(x)|P w(z)dx < C M f(z)? w(z) dx, (1.5)

Rn
for any function f such that the left hand side is finite. As mentioned before, and just
by using well-known estimates for M, one can get that 7" is bounded on L?(w) for all
1 < p < oo and every w € A, as well as the corresponding vector-valued extensions.
We would like to point out that this way to get the vector-valued inequalities does
not use the Banach-valued Calderén-Zygmund theory developed in [BCP], [RRT].

We also want to call attention to the example given by the geometrical maximal
operator M, which will be considered in Section 6.5. Its behavior is unusual in
Harmonic Analysis since it is bounded on LP(w) for all 0 < p < oo and all w € A.
The interesting observation is that it is enough to prove the L'(w) case since, for
every 0 < p < oo, by definition of the operator we have Myf(x)? = My(|f[")(x).
This illustrates the fact that it is not important for which power one has the starting
estimate. This special feature occurs repeatedly in the extrapolation results that will
be proved in the present paper. Another “exotic” example is the minimal operator
which will be also considered in Section 6.5.

With the extrapolation results that we have mentioned so far, no useful estimate
is obtained at the endpoint p = 1. For example, when 7' is a Calderén-Zygmund
operator, knowing that 7 is controlled by M in L'(w) seems to be pointless since
M is not bounded in this space. Rather than the weighted Lebesgue spaces LP(w),
one should seek estimates on L»*(w). As a matter of fact, in [CMP] we can also
find a way to extrapolate from (1.3) to get inequalities in the scale of Lorentz spaces.
Namely,

||TfHLp,q(w) S C HSf”Lp,q(w) (16)

forall 0 < p<oo,0<q<ooandallwée A,. As before, vector-valued extensions of
this estimate are also obtained. When T is a Calderén-Zygmund operator as before,
focusing on the case p = 1 and ¢ = oo, one gets the control of T' by M in L“*(w)
which leads us to derive that T maps L!(w) into L%*°(w) for w € A; since M does.
Again, one can also get an ("-valued version of this inequality with no use of the
Banach-valued Calderén-Zygmund theory.

Still, there are operators for which the natural endpoint space is not L. For
instance, this is true for the commutators

[b, T (z) = b(x) T'f(x) = T(b f)(x),
where 7' is a Calderén-Zygmund operator as before and b € BMO. In this case, the
appropriate maximal operator is M? = M o M. Indeed, it is proved in [Pe3] that we
have:

[ 1)@ v de < € blo [ Mfa) wia)ds,

R
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for any 0 < p < 0o and any w € A,,. Using the extrapolation results in [CMP] we
can get a collection of estimates on LP(w) and LP4(w) for all 0 < p < 00, 0 < ¢ < 00
and w € A,. This implies, among other things, that [b, 7] is a bounded operator on
LP(w) for 1 < p < oo and w € A, and also satisfies the corresponding vector-valued
estimates. Regarding the endpoint p = 1, the estimate in LY

06, TV || ey < CIMP £l 150 )
(w)

seems to be useless. This can be seen, for instance, by taking 7" the Hilbert transform
in R, b(zr) = logz € BMO and f(z) = X()(z). In this case, [|[M>f| 1w =
1[0, T f || 100 (w) = 00. Indeed, what is behind this fact is that L' is not the suitable
endpoint space for M? (as occurs with M and L').

The goal of the present paper is to provide a more general framework in which this
kind of examples can be treated. The extrapolation results in [CMP] on Lebesgue or
Lorentz spaces seem to be insufficient to deal with some operators that appear natu-
rally on Harmonic Analysis. Our aim is to use extrapolation to derive more general
estimates that allow us to handle a wider class of operators and their correspond-
ing maximal functions. This will be done by using two different approaches, which
are independent although philosophically close. Our first idea is to change LP(w) or
LP9(w) by more general spaces of functions, and the natural class seems to be the
rearrangement invariant quasi-Banach function spaces which will be extensively con-
sidered below. The second approach is based on obtaining modular inequalities, since
they are natural for operators like M?2.

The technique we present allows us, among other things, to get vector-valued and
weighted extensions of the classical results of Boyd and Lorentz-Shimogaki (see Theo-
rem 1.1 below) for the Hilbert transform, the Hardy-Littlewood maximal function and
also for Calderon-Zygmund singular integrals. As mentioned above, our method has
its roots on the extrapolation theory of weights discovered by J.L. Rubio de Francia
in [Rub] and is flexible enough to yield results for other operators such as commuta-
tors with BMO functions, multilinear Calderén-Zygmund operators, as well as their
vector-valued extensions. We would like to emphasize that no interpolation result is
used. Roughly speaking, we only need a good knowledge of the boundedness of the
Hardy-Littlewood maximal function and some weighted version of it.

Let us start by briefly outlining the second approach, namely, the one dealing with
modular inequalities. As we observed before, the maximal operator to be used for the
commutator [b,T] is M?. For the Hardy-Littlewood maximal function, the estimate
for the measure of the set of level A has a decay of order A~! which gives that M maps
L' into LY. However, this is not the case for M? and the appropriate estimate is

{z e R”: M*f(z) > A} < C /nqs(‘f(x)') dz,

A

where ¢(t) = t (1+log™ t). It seems that this result does not fit well within the context
of reasonable function spaces. These kind of estimates are called modular inequalities
(see [KK]), they provide a good endpoint result for M? and have good interpolation
properties. As expected, [b,T] satisfies the same estimate. Indeed, in [Pel] it was
proved that

sup p(A) w{y € R" : |[b, T]f(y)| > A} < C supp(A) wiy € R: MAf(y) > A}, (L7)

A>0
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where p(\) = w € Ay and f is any nice function such that the left hand

A
1+log™ % ’
side is finite. As a consequence, one can obtain

Hy €R": Hb,T]f(y)} > )‘}‘ < Clsllemo /]ans <|f()\:1:)|) dz.

Estimates like (1.7), which are some sort of weak modular estimates, can not be
developed within the framework considered in [CMP]. Note that on both sides of the
inequality we have a functional that is not homogeneous and so it is not a norm or
quasi-norm. In the present paper we show that this estimate holds in a very general
way. Indeed, in Theorem 3.1 we prove that (1.3) implies the modular inequality (of
strong type)

| strs@h s <c [ osi@)) wle) ds

n

and its corresponding weak version, of which (1.7) is a special case, namely
sup (A wly € R": [Tf(y)] > A} < O sup o(A) wiy € R :|Sf(y)| > A},
> >

where ¢ > 0 is an increasing function satisfying some very mild condition. We will
apply this result to the commutators introduced above in Section 6.1.

As mentioned, we will also follow another approach seeking for estimates on function
spaces. Note that the previous inequalities are not associated to linear spaces in
general. The estimates on function spaces that we will be looking for are of the
following type

1Ty, < C ISl (1.8)
where w € A, and X is any rearrangement invariant quasi-Banach function space sat-
isfying certain mild geometric condition. Our model examples are given by estimates
(1.6). We would like to remark that in either the Lebesgue spaces LP(w), 0 < p < oc;
or in the scale of the Lorentz spaces LP?%(w), 0 < p < 00, 0 < g < 00, we have both
Banach and quasi-Banach spaces. Nevertheless, in both scales for p big enough the
spaces turn out to be Banach. This observation is crucial since the method origi-
nating in [CMP] is based upon some duality argument. To extend the extrapolation
principle to more general spaces one should take into account these two facts: they
can be quasi-Banach but there are Banach spaces in the same scale. This last fact
can be translated into some convexity assumption on the space. See Theorem 2.1 for
the precise statements. We would like to emphasize that an analog of this property
will also appear in the context of modular inequalities, see Theorem 3.1.

Another motivation for the present paper is the extension of the classical results of
Boyd and Lorentz-Shimogaki to a wider class of operators and also to weighted, and
vector-valued, estimates. These two theorems are basic in the theory of rearrangement
invariant Banach function spaces (RIBFS in the sequel). They characterize those
RIBFS on which the Hilbert transform, in the case of Boyd, or the Hardy-Littlewood
maximal function, in the case of Lorentz-Shimogaki, are bounded operators.

Theorem 1.1. Let X be a Rearrangement Invariant Banach Function Space associated
to (R,dx), let H be the Hilbert transform and let M be the Hardy-Littlewood maximal
function. Then,

e [Boyd, 1967] H is bounded on X if and only if 1 < px < gx < 0.
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e [Lorentz, 1955; Shimogaki, 1965| M is bounded on X if and only if px > 1.

Here px and ¢x denote the Boyd indices of X (see Section 2.1 below). The proofs
of these results (see [Bo|, [Lor], [Shi] or [BS, p. 154]) are based on the pointwise

estimates: P <O <% /Ot F(s)ds + /too f*(s)%)

o= [ res

for 0 < t < oo, where f* is the decreasing rearrangement of f. Observe that the
right hand side of the second estimate is just the classical Hardy operator acting on
f* and that in the inequality for H we have the sum of the Hardy operator and its
adjoint. Then, by using the fact that the Hardy operator is bounded on X if and only
if px > 1, we get the restrictions on the Boyd indices that guarantee the boundedness
of H and M. Both results were originally proved for Banach spaces, but they have
been extended to the quasi-Banach case in [Mon] with the same restriction on the
Boyd indices.

We recall the definition of the Muckenhoupt classes of weights. A weight w belongs
to the Muckenhoupt class A,, 1 < p < o0, if for every cube @) € R,

(i ) G o)<

When p = 1, w belongs to A; if Mw(x) < Cjw(x) for almost every x € R". We also
consider Ay, = |J,5; 4. The smallest constant C,, for which the A, condition holds
will be denoted by [w]4,. The A-constant of w € Ay is the limit (or infimum) of
[w]4, as p — oo. The reader is referred to [GR] for a complete account of the theory
of Muckenhoupt weights.

We finish this introduction by stating the main theorem from [CMP], which will be
used all throughout this paper. First we explain the notation. Although inequality
(1.1) is written in terms of two operators T" and S, the operators do not need to appear
explicitly. All that is used is that there are pairs of functions (|7f|,|Sf|) such that
(1.1) holds. Therefore, as was already done in [CMP], we are going to eliminate the
superfluous operators and work with couples of functions. In what follows, F will be
a family of ordered pairs of non-negative, measurable functions (f, g). If we say that
for some p, 0 < p < 00, and w € A,

. f@)Pw(x)de < C / g(x)? w(x) dx, (f,g9) € F, (1.9)

n

and

we always mean that (1.9) holds for any (f, g) € F such that the left hand side is finite,
and that the constant C' depends only upon p and the A, constant of w. We will
make similar abbreviated statements involving other function norms or quasi-norms,
or even modular type estimates; they will be always interpreted in the same way.

As promised above, here is the main result in [CMP].

Theorem 1.2 ([CMP]). Let 0 < py < 0o and F be a family of couples of non-negative
functions such that

(x)Pw(x)de < C / g(x)P w(x)dz, (f,g9) € F, (1.10)

n

R
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for all w € As. Then, for all 0 < p,q < oo and for all w € Ay, we have

. f@)Pwx)de < C /n g(x)Pw(x) de, (f,g9) € F, (1.11)

(S

where these estimates hold whenever the left-hand sides are finite.

1

v = CI(Z0@r)

J

{(fir9)}; CcF, (112)

LP(w)7

Remark 1.3. As it is shown in [CMP], the initial assumption (1.10) can be replaced
by the following: there is 0 < py < oo such that

faru@de<C [ g@ru@ds  (fg) €7,
]Rn n

for every 0 < p < pg and every w € A;. This implies the same conclusion and has

the advantage that the weights to be considered are in Ay, which is a class with much

better properties. Observe that the same applies to the extrapolation results obtained

in the present paper.

The plan of the paper is as follows: in Section 2 we state our main extrapola-
tion result on quasi-norm estimates, which is Theorem 2.1. Starting from Coifman’s
estimate, we apply Theorem 2.1 to Calderéon-Zygmund singular integrals. As a con-
sequence, in Theorem 2.3 we obtain weighted and vector-valued extensions of the
classical results of Boyd and Lorentz-Shimogaki. Next, we introduce the basic theory
of rearrangement invariant quasi-Banach function spaces and we discuss some exam-
ples of scales of spaces to which the main results can be applied. The proofs of the
results of Section 2 are given in Section 4. In Section 3 we give the main results we
obtain on modular inequalities, postponing their proofs until Section 5. As in the
quasi-norm case, in Theorem 3.1 we present an extrapolation result in the context
of weighted modular inequalities. Via Coifman’s estimate, in Theorem 3.7 we obtain
weighted and vector-valued modular inequalities for the Hardy-Littlewood maximal
function and, consequently, for Calderén-Zygmund operators. The last section of the
paper, Section 6, is devoted to applications. The first one deals with commutators
of Calderén-Zygmund operators with BMO functions, for which we find endpoint es-
timates, both in function spaces and also in the form of modular inequalities. Next,
we carry out the same program for multilinear commutators and for fractional inte-
grals and their corresponding commutators. In Section 6.4 we take up the theory of
multilinear Calderén-Zygmund operators developed in [GT1],[GT2] and obtain that
these operators are bounded on different examples of rearrangement invariant func-
tion spaces. Finally in Section 6.5 we discuss a couple of “exotic” maximal functions
which exhibit a rather peculiar behavior.

2. MAIN RESULTS ON QUASI-NORM ESTIMATES

Now we can state one of our main results that allows us to extrapolate from (1.9)
to rearrangement invariant quasi-Banach function spaces (RIQBFS from now on).
By means of this extrapolation technique we will be able to get the aforementioned
extension of the theorems of Boyd and Lorentz-Shimogaki. The precise definitions
and the needed background are presented below the statements of these results.
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Theorem 2.1. Let 0 < pg < oo and F be a family of couples of non-negative functions
such that

. f@)PPw(x)de < C g(x)P w(zx)de, (f,g9) € F, (2.1)

RTL

for all w € Ay. Let X be a RIQBFS such that
(1) X is p-convex for some 0 < p < 1 or, equivalently, X" is Banach for some r > 1.
(17) X has upper Boyd index gx < oo.

Then for all w € Ay, we have

1l < Cllgllyy  (fr9) € F. (2.2)

Furthermore, the following vector-valued inequalities also hold:
(S, <l(Sr)
J J

forall0 < qg< oo andw € Ay.

, {(f5,95)}; C F, (2.3)

X(w)

X(w

Recall that throughout the paper inequalities like (2.1), (2.2) and (2.3) are under-
stood in the sense that they hold whenever the left hand side is finite. Furthermore,
the constant C' depends upon the A, constant of w. We postpone the proof of this
result until Section 4.

Applying Theorem 2.1 to estimate (1.5), we can extend it to weighted rearrangement
invariant function spaces in the following way:

Theorem 2.2. Let T be a Calderon-Zygmund operator with standard kernel and let
M be the Hardy-Littlewood maximal function. Let X be a RIQBFS satisfying (i) and
(73) in Theorem 2.1. Then, for all w € Ay, we have

17 gy < C 1M Sl (2.4)

Furthermore, the following vector-valued inequality holds for any 0 < g < oo
|3 rsr)l,,, = [ (Zaesr)”
J J

Next we are going to state the desired extension of the results of Boyd and Lorentz-
Shimogaki.

X(w)

Theorem 2.3. Let T' be a Calderon-Zygmund operator with standard kernel and let
M be the Hardy-Littlewood maximal function. Let X be a RIQBFS which is p-convex
for some p > 0.

(1) If1 < px < o0, then M is bounded on X(w) for all w € A,,.
(i1) If1 <px < gx < oo, forallw € A,,, T satisfies the following weighted inequality
Il < C

In particular, T 1s bounded on X.
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(t3i) If 1 < px < gx < 0o we have that for all 1 < ¢ < oo and for allw € A,,, M
satisfies the following weighted vector-valued inequality

X(w) <CH(Z|JC] )

1

[(Sarsy)”

(2.5)

X(w

In particular,

1

(o), <el(Sisr)

Analogously, T satisﬁes the same estimates.

The first conclusion extends Lorentz-Shimogaki’s result to the case of weighted
RIQBFS. Its proof does not use the extrapolation procedure. Part (ii) generalizes
Boyd’s theorem both including more general operators and also Muckenhoupt weights.
Its proof uses (i) and Theorem 2.2. The weighted (and unweighted) vector-valued
extensions of both Lorentz-Shimogaki’s and Boyd’s classical results contained in (i)
follow by extrapolation, as we will see later, and also by Theorem 2.2. The proof will
be presented in Section 4.

2.1. Basics on RIQBFS. We collect several basic facts about rearrangement invari-
ant quasi-Banach function spaces (RIQBFS). We start with the Banach case. For a
complete account the reader is referred to [BS]. Let (€2, 3, i) be a o-finite non-atomic
measure space. We write M for the set of measurable functions and M™ for the
non-negative ones. A Banach function norm p is a mapping p : M* — [0, o] such
that the following properties hold:

e p(f) =0 f=0p-ae; p(f+g) <p(f)+plg); plaf)=ap(f),fora>0.
o If 0 < f < g pae., then p(f) < p(g).

o If fn / f p-a.e., then p(fn) / p(f)

o If E is a measurable set such that p(FE) < oo, then p(xp) < oo and [, fdu <
Cg p(f) for some constant 0 < Cg < oo, depending on E and p, but independent

of f.
By means of p, a function space X = X(p) can be defined:
X={feM:p(f]) <oo}.

If for each f € X we define || f|lx = p(|f]), then (X, | - [x) becomes a Banach space.
The associate space of X is the space X’ given by the Banach function norm p’ defined
by

o'(f) =Sup{/ﬂfgdu: geM™, plg) < 1}.

Note that, by definition, it follows that for all f € X, g € X’ the following generalized
Holder’s inequality holds:

/Q £l di < 11111 gl
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Moreover, it is an important fact that for every f € X

ke =sup {] [ radu]: g gl <1}, (2.6

see [BS, p. 10]). The distribution function ps of a measurable function f is
pr(N) = pf{z € Q: |f(z)] > A}, A > 0.

A Banach function norm is rearrangement invariant if p(f) = p(g) for every pair of
functions f, g which are equimeasurable, that is, @y = p,. This means that the norm
of a function f in X depends only on its distribution function. In this case, we say
that the Banach function space X = X(p) is rearrangement invariant. It follows that
X' is also rearrangement invariant. The decreasing rearrangement of f is the function
f* defined on [0, 00) by

fr@) =inf {A > 0: py(N) < t}, t > 0.
The main property of f* is that it is equimeasurable with f, that is,
plz € Q: |f(x) > A} =|{t eR": f*(t) > A}|.

This allows one to obtain a representation of X on the measure space (R*,dt). That
is, there exists a RIBFS X over (R*,dt) such that f € X if and only if f* € X,
and in this case ||f|lx = ||f*[lx (Luxemburg’s representation theorem, see [BS, p.
62]). Furthermore, the associate space X’ of X is represented in the same way by the

. <
associate space X of X, and so || f||x = || f*|ls

A useful tool in the study of a RIBFS X is the fundamental function defined by
¢x(t) = || X, llz: ¢ = 0. This function is increasing with ¢x(0) = 0 and quasi-

concave, that is, px(t)/t is decreasing. By renorming, if necessary, we can always
assume that ¢x is concave.

We will restrict ourselves to rearrangement invariant Banach function spaces where
the underlying measure space is (R™,dz) and we will define weighted versions of
them. Let X be a RIBFS in (R",dr) and consider X which is its corresponding
space in (R, dt) Take w an A.-weight on R". We use the standard notation

= [pw(x)dr. We consider as underlying measure space (R",w(z)dz). Note
that since w is a measurable function and 0 < w < oo a.e. (because w € Ay)
then M(R™ dz) = M(R",w(x)dz). The distribution function and the decreasing
rearrangement with respect to w are given by

wi(\) =w{z € R": |f(z)| > \}; fo@) =inf {A>0: wp(X) <t}
We define the weighted version of the space X:
={feM: |filz < oo},

and the norm associated to it || f||xw) = | fillx- By construction X(w) is a Banach
function space built over M(R", w(x)dz). By doing the same procedure with the
associate spaces we can see that the associate space X(w)’ coincides with the weighted
space X'(w).

Next, we define the Boyd indices of a RIBFS, which are closely related to some
interpolation properties, see [BS, Ch. 3| for a complete account. First we introduce
the dilation operator

Dif(s) = f(s/t), 0<t<oo feX,
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and its norm

hx(t) = [ Dl g, 0<t<oo,
where B(X) denotes the space of bounded linear operators on X. Then, the lower and
upper Boyd indices are defined respectively by
I logt — sup logt 4 = lim logt — i logt .
t—oo log hx(t)  1<t<oo loghx(t)’ t—0+ log hx(t)  o<t<1 log hx(t)

We have that 1 < px < ¢x < oo. For instance, if X = LP9 then it is very easy to see

pPx =

that hx(t) = t» and thus px = gx = p. See more examples below.

The relationship between the Boyd indices of X and X' is the following: pxs = (gx)’
and gx = (px)’, where, as usual, p and p’ are conjugate exponents.

Given a Banach function space X, for each 0 < r < oo, as in [JS], we define

X'={feM:|fI eX}

and the norm (or r-norm)

Il = |15

Let us note that this notation differs from the one used in [LT], since there, X" consists
of the r-powers of elements on X. This notation is more natural for the Lebesgue
spaces: for example, with the present definition, L" coincides with (L')", that is, the
space of measurable functions f with |f|” € L'. If X is a RIBFS and r > 1 then, X"
still is a RIBF'S but, in general, for 0 < r < 1, the space X" is not necessarily Banach.
This leads us naturally to consider the quasi-Banach case. Actually, we will impose
a convexity condition on our quasi-Banach space X in order to guarantee that X" is
indeed a Banach space for some large r.

As we have just mentioned, in this context it is natural to consider rearrangement
invariant quasi-Banach function spaces, RIQBFS; see [GK] or [Mon] for further details.
We define a quasi-Banach function norm as in the Banach case, with the difference
that the triangular inequality holds now with some constant, that is,

p(f +g) < C(p(f) +n(9)),

and that the very last condition in the definition of RIBFS is not required. The
constant in the triangular inequality forces several changes in the properties of the
space. For example, the Boyd indices satisfy now 0 < px < ¢gx < oo. As mentioned,
our RIQBFS will have the property that some large power is indeed a Banach space.
This condition can be written in terms of some convexity of the space: a quasi-Banach
function space X is said to be p-convex for some 0 < p < 1, if there exists C' such that
for all fi,..., fyv € X we have

H(i‘fﬂp); , SC(iHmr;)’l’. 27)

We may assume that C' = 1, by renorming X if necessary. In this case, (2.7) is

equivalent to the fact that X7 is a RIBFS. So we can use what we know about RIBFS
as a tool to understand the RIQBFS. Namely, due to (2.6), the norm in X can be
equivalently represented in the following way

I~ sup {( [ 15 gte)dr) < 920, gl <1} (2:8)
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where Y’ is the associate space of the RIBFS Y = X, Also, since powers commute
with f*, for a RIBFS X and w € A, we can define X(w)" for every r with 0 < r < oo,
and we have X(w)" = X"(w). It follows also that pxr = px - r and equivalently for gx.
These facts will be used throughout this paper.

There are examples of rearrangement invariant quasi-Banach function spaces which
are not p-convex for any p > 0 (see [JS]) but they are very rare, so that we can say with
Grafakos and Kalton [GK] that “all practical spaces are p-convex for some p > 07.
For a discussion of convexity in Banach function spaces see [LT] and for quasi-Banach
function spaces see [Kal.

Regarding the statement of Theorem 2.1 we have to make several remarks.

Remark 2.4. Note that in Theorem 2.1 we have restricted ourselves to the case
of X p-convex with ¢gx < oco. As we have just mentioned, this means that X" is a
Banach space (with 7 = 1/p). Thus gx < oo is equivalent to the boundedness of the
Hardy-Littlewood maximal function on (X")', see Theorem 1.1.

Remark 2.5. Theorem 2.1 can be equivalently formulated in terms of RIBFS rather
than quasi-Banach spaces. The conclusion would be as follows:
Then, for all RIBFS X such that gx < oo —or equivalently, that the
Hardy-Littlewood mazximal function is bounded on X'—, all p such that
0<p<oo, and allw € Ay, we have

||f”xp(w) S C HgHXp(w)v <f7 g) S fu

and the corresponding vector-valued inequalities also hold.

The equivalence is based on the fact that if Y = X" then ¢y = 7 - ¢x.

Remark 2.6. The formulation given in Theorem 2.1 and the equivalent one presented
in the previous remark reflect that there are two different points of view: suppose that
we want to get estimates in L2 (note that these estimates are indeed proved in [CMP],
we just want to illustrate the two different approaches). The first formulation consists
of looking at the RIQBFS X = Lz which has the property that X2 = L! is a Banach
space. This convexity allows us to apply Theorem 2.1 to X. Alternatively we can
start from X = L! which is a RIBFS and by the second formulation get estimates in
X? for all 0 < p < 00, and in particular in Xz = L3,

2.2. Examples. Next we give examples where we can apply Theorem 2.1.

e Orlicz spaces. Let ¢ be an increasing continuous function defined on [0, 00) such
that 1(0) = 0. The Orlicz space LY is generated by the functional (Luxemburg

functional):
Hf|’Lw:inf{>‘>03/n¢<@> d:c§1}. (2.9)

This functional is homogeneous but in general is not a quasi-norm. If we assume
that ¢ is convex (i.e. a Young function), then || - ||+ is a norm and LY a Banach
space. The fundamental function of L¥ is given by

(2.10)
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A particular case of interest is ¢(t) = tP(1 +log"#)%, 0 < p < o0, a € R
defining the Zygmund spaces LP(log L)* see [BR]. Regarding the Boyd indices,
if X = LP(log L)* we have px = ¢gx = p. In this case X" = LP"(log L)* for any
0 < r < oo. Note that this is a Banach space provided r is big enough, indeed
r>1/p.

Classical Lorentz spaces. The spaces L7 are defined by the function quasi-norm

e = ([ £ )",

when 0 < p,q < oo, and

0<s<oo

If X =L px = qx = p and X" = LP™4" which is a Banach space for r large
enough, r > max{1/p,1/q}.

Lorentz A-spaces. These spaces are extensively studied in [CRS]. The Lorentz
spaces A?(v) are defined by the functional

oy = ([ Fretias)”

where 0 < ¢ < oo and v is a weight on (0, 00). By choosing v(s) = s%/P~! one obtains
A(v) = LP9. If we take v(s) = s/P71(1 +log® 1) then AY(v) = LP (log L)* are
the Lorentz-Zygmund spaces, see [BR]; or if we take v(s) = sP=1 (1 4+1log™ 1) (1+
log*log® 1) then AY(v) = LP9(log L)*(loglog L)? are the generalized Lorentz-
Zygmund spaces, see [EOP].

We claim that Theorem 2.1 can be applied to the space X = AP(v) whenever
the weight v satisfies the following two conditions: There exists large enough r > 1
such that

00 t
/ v(s) — ds < — ¢ v(s)ds, t>0, (2.11)
t st Jo
and
1 t
i / v(s)ds < Cu(t) t>0. (2.12)
0

Indeed, it follows from [Saw] that condition (2.11) for 1 < r < oo, usually called the
B, condition, is equivalent to the fact that A"(v) is a Banach space. This, combined
with the observation that AP(v) = (A(v))?, implies that X" is a Banach space for
large . We now check that (2.12) implies that ¢x < oco. Taking Y = Al(v), it
suffices to show that gy < oo (since X = Y? and so ¢gx = p - gy). Observe that
gy < oo if and only if the adjoint of the Hardy operator

- [ et

is bounded on Y, see [BS, p.150] and [Mon]. Therefore, by (2.12), for 0 < f €
M(RT, dt) we obtain, as desired,

1Qfl = / (QF) (1) olt) dt = / | reSuma
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- [ [evareS<e [Tre
= Cllfl

Particular cases of Lorentz A-spaces are A, defined as A, = A'(¢’), where ¢ is an
increasing concave function on [0, 00) with ¢(0%) = 0. This space is a RIBFS with
fundamental function ¢ and appears naturally when one looks for the smallest
function space with a given fundamental function. Indeed, for a RIBFS X with
fundamental function ¢x, assumed to be concave, we have Apx — X. For example,
if X = L?, then Apx = LP!.

Marcinkiewicz spaces. Let ¢ be an increasing quasi-concave function —that is,
©(t)/t decreasing— on [0, 00) with ¢(0%) = 0. The Marcinkiewicz space M, is
defined by the function norm

PR ORY e
HfHM‘P_Ti? ; /Of()d

The space M, is a RIBFS with fundamental function ¢. If B(t) = t/¢(t), then
(M,,)" = Az and (A,) = Mg. The Marcinkiewicz space is the largest space with
a given fundamental function, since for a RIBFS X with fundamental function
we always have X — M,

We also consider another type of Marcinkiewicz space MW given by the functional

1 £ll5z, = supe(t) £*(0).

which is a RIQBFS. Note that M, C M@, since f*(t) < * fo f*(s)ds. The condition

pt) [
T/o wds <C, (2.13)

gives the equivalence of both function norms and hence in this case Mq, coincides
with M, which is a RIBFS. This estimate can be also written in the following way
that will appear later

t —
_ P(s) _ t
ot N/ ds, where, as above, (1) = . 2.14
0~ [ 7 0= (214)

Observe that if ¢ satisfies that ¢(¢)/t° is decreasing for some 0 < & < 1, then (2.13)
holds and, consequently, M., M

We claim that we can apply Theorem 2.1 to the spaces X = I\\7[[<p. Indeed, although
in general X is just a RIQBFS, X" is always a Banach space for any r > 1. To
see this, consider the quasi-concave function ¢,(t) = ¢(t ). Note that ¢, (t)/tr is
decreasing since ¢(t)/t also is. Hence, (2.13) implies M o, = M, and so I\7JI% is
a RIBFS. Direct computation shows that (M@)T = I\Nﬂ% and therefore (I\\7JLP)" is a
RIBFS. This allows us to apply Theorem 2.1 to the spaces Mw, see Section 6.1.

To illustrate the relationship between M, and MW let us consider the case of
the Lebesgue spaces. For P, 1 < p < oo, the fundamental function is ¢(t) = th.
If p=1, then 1\7[[30 = LY whereas M, = L'. Note that in this case M, C I\\]Lp and
that L' is not normable. However, (L'>)" is a Banach space for any r > 1. For
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p > 1 it is clear that (2.13) is satisfied since p(t) /t% = 1, which is decreasing. In
this case, both M, and M, coincide with LP*°, which is a Banach space for p > 1.

The Boyd indices of the spaces M, and Mw can be computed from . For this we
need to recall the lower and upper dilation indices of a positive increasing function
¢ on [0,00) which are defined respectively by

log hy(t log hy(t log hy(t log hy(t
t—0+  logt o<t<1 logt t—oo  logt 1<t<co  logt
where S(st)
st
he(t) = sup ——=, t >0,

see [KPS] and [KK]. Observe that 0 < iy < Iy < oco. If ¢x is the fundamental
function of a RIQBFS X then, Ay, (f) is the norm of the dilation operator D; over
the characteristic functions. Hence, hy, (t) < hx(t) for all¢ > 0. Thus, the following
relationship between indices hold

1 1
px < — < — < ¢gx.
ox  Yox

If we consider the space X = MW from

1Dl = supo(s) £(2) = supp(st) 1) = sup 20D (6) 1) < 1) 1l
5>0 $>0 s>0 ©(s)
for ¢ > 0, it follows that hx(t) < hy(t), for t > 0. Since ¢ = ¢x, we have
1 1
Px = E, qx = E, (2.15)

see [KPS, p. 99]. A similar computation establishes also the result for M, and A.,.
With a different argument, the same result holds also for Orlicz spaces, see [BS].

The dilation indices allow one to give a sufficient condition for (2.14), namely
0 <iz < Iz < 00. In the case of Marcinkiewicz spaces M., the function @ is concave
and so Iz < 1. Hence (2.14) holds whenever i > 0. Direct computation shows
that this is equivalent to I, < 1, see [KPS, p. 53-57].

3. MAIN RESULTS ON MODULAR ESTIMATES

As we have shown before, the extrapolation method works any time we have rea-
sonable Banach or quasi-Banach spaces. Somehow, we need to write the weighted
estimates in X as certain integrals in such a way that the inequalities in LP(w) for
some 0 < p < oo and w € A, can be used. When X is a Banach space this can be
done via the dual space. Note that for quasi-Banach spaces we have assumed that,
with some large power, there is a dual space. However, there are estimates in Har-
monic analysis which are not associated with a Banach or quasi-Banach space. This
is the case of some modular inequalities. For example, for the maximal function M
the conditions on ¢ for which we have the modular inequality

| otar@)ir<c, [ o(Colf@l i (3.1)

are well known (see for instance [KK]). In order to extend the extrapolation technique
to this context, we need to write the integrals above as estimates on weighted Lebesgue
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spaces. Note that weighted modular estimates are not necessarily associated with
Banach or quasi-Banach spaces and so the duality can not be used. As a substitute
we will use Young’s inequality with ¢ and its complementary function ¢, provided ¢
is convex. If this is not the case, we will assume that ¢(¢")* is convex for some large
exponents rg, So. Let us point out the analogy with the RIQBFS case on which one
assumes that X" is a Banach space for some large r.

Before stating our main result on modular inequalities, we need to introduce some
notation. The terminology used is taken from [KK] and [RR]. Let ® be the set
of functions ¢ : [0,00) — [0, 00) which are nonnegative, increasing and such that
»(0+) = 0 and ¢(o0) = 0. If ¢ € ® is convex we say that ¢ is a Young function. An
N-function (from nice Young function) ¢ is a Young function such that
lim @:O and lim@:oo

t—0t ¢ t—oo t
We say that ¢ € ® is quasi-convex if there exists a convex function ¢ and a; > 1 such
that B B

P(t) < o(t) < arplast), =0 (3.2)

It may be useful the following characterization (see [KK, p. 4]): ¢ is quasi-convex if
and only there is a > 1 such that

0<s<t implies ¢(SS) < a¢(?t). (3.3)
The function ¢ € ® satisfies the Ay condition, we will write ¢ € A,, if ¢ is doubling,
that is, if

¢(2t) <Co(t), t=0.
Note that if ¢ quasi-convex, then i, > 1 and that ¢ € A, if and only if I, < oo.
Given ¢ € ® we define the complementary function ¢ by

o(s) = S;EE’{” — o)}, s>0.

By definition we have Young’s inequality

st<o(s)+o(t), st>0. (3.4)
When ¢ is an N-function, then ¢ is an N-function too, and we have the following
t<ot)d () <2t, t>0. (3.5)

In [KK, p. 15] (see also the arguments given in the proof of Lemma 5.2 below) we
can find following property: if ¢ is an N-function then

there exists 0 < a < 1 such that ¢ is quasi-convex — XAYY
where ¢*(t) = ¢(t)“.
Next, we state our main result in this section that allows us to extrapolate from

estimates on weighted Lebesgue spaces to weighted modular inequalities. The proof
of this result is given in Section 5 below.

Theorem 3.1. Let 0 < pg < oo and F be a family of couples of non-negative functions
such that

[ sere@irze [ goru@a. (GRG0
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for allw € Ay. Let ¢ € ® be such that
(i) ¢ € Ao, equivalently, I, < co.
(1) There exist some exponents 0 < 1g, Sg < 00 such that ¢(t"°)*° is quasi-convex.

Then for all w € Ay,

[ st wdz<c [ ofo@) v, (.7

for any (f,g) € F such that the left-hand side is finite. Furthermore, for all RIQBFS
X, p-convex for some 0 < p < 1 —or equivalently, X" is Banach for some r > 1—
and with upper Boyd index gx < oo, and for all w € Ay we have

lo(f)] xw) =€ l#(9) HX(w)7 (3.8)

for any (f,g) € F such that the left-hand side is finite. In particular, we have the
following weak-type modular inequality: for all w € Ay,

Sl)l\p oM w{r e R": f(z) > A} <C sgp oA w{r e R" : g(z) > A}, (3.9)

for any (f,g) € F such that the left-hand side is finite.

Remark 3.2. We would like to emphasize the analogy between the hypotheses of
Theorems 2.1 and 3.1. The assumptions X is p-convex (that is, X" is Banach space),
and ¢(t™)% is quasi-convex play the same role, since in both cases they allow us
to use a duality argument: for X" there is an associate space and ¢(t")* has a
complementary function. On the other hand, note that we have the same assumptions
in the upper indices gx < oo and Iy < oo (equivalently, ¢ € Ay). These are used in
the proofs to ensure that the Hardy-Littlewood maximal function is bounded on the
dual space in the RIQBFS case, or satisfies a modular inequality with respect to the
complementary function in the second case.

Remark 3.3. Let us point out that one can reformulate the previous result replacing
¢ by the functions ¢(t) = ¢(t7)P, for all 0 < p,q < co. Both ways are equivalent since

¢ € ® satisfies (i) and (i7) if an only if ¢ does. This fact is the analog of Remark
2.5 in this modular case. Note also that the same can be done for the vector-valued
estimates that we present in the next corollary.

Remark 3.4. Note that for f > 0 we have
6011wy = SN 5 6(7(0) > A} = sup 6wl 7(2) > A}
and therefore (3.9) is a particular case of (3.8) with X = L.

Corollary 3.5. Under the same hypotheses of Theorem 3.1, we additionally have the
following vector-valued estimates: for all 0 < ¢ < 0o and all w € A,

/n@n(b((ij(x)q)é) wiz)de < C Rﬁ((zgj(x)q)‘l‘) w(z) dz, (3.10)
/Rn <Z¢(fj(x))q);w(x)dx < 0/" (Zﬁb(%(%))q);w(m)d:p, (3.11)
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for any {(f;,9;)}; C F such that the left-hand sides are finite. Moreover, both esti-
mates have their analogs on X(w) as in (3.8), and in particular they provide vector-
valued weak-type modular extensions of the estimate (3.9).

As we did for the RIQBFS we can apply Theorem 3.1 to (1.5) and get the following
weighted modular inequalities:

Theorem 3.6. Let T' be a Calderon-Zygmund operator with standard kernel and let
M be the Hardy-Littlewood maximal function. Assume that ¢ € ® satisfies (i) and
(73) in Theorem 3.1. Then for all w € Ay, we have

/n ¢(|Tf(a:)\) w(x)de < C /n ¢(Mf(x)) w(z) dz, (3.12)

Sup oM wiz: |[Tf(x)] >} < C sup oA wiz: Mf(x) > A}, (3.13)

Furthermore, one can also get estimates in X(w) and the corresponding vector-valued
inequalities arising from Corollary 3.5.

This result can be used to prove weighted modular inequalities for 7" once we know
them for M. In order to obtain such inequalities, we will need some convexity of the
function ¢ which will be given from the growth properties of ¢. Indeed, the lower and
upper dilation indices iy and /4 allow us to estimate this growth via power functions.
In particular, if 0 < 74 < oo, for any small € > 0 there is a constant C; > 0 such that

B(ts) < Ot~ ¢(s), for0 <t <1ands>0.
We have an analog of Theorem 2.3 with modular inequalities.

Theorem 3.7. Let T be a Calderon-Zygmund operator with standard kernel and let M
be the Hardy-Littlewood maximal function. Let ¢ € ® be such that ¢ is quasi-conver.

(i) Let w € A;,. If 1 < iy < 00 we have
/n (M f(z)) w(z)dz < C /n o(Cf(z)|) w(z)d,
and if iy =1
supgb Jw{z e R" : M f(z) > A} <C/ o(C|f(2)]) w(z) dz.
(4i) Let ¢ € Ay (i.e., Ig < o0) and w € A;,. If iy > 1 we have
o(ITf(@)]) w(z) de < C / o(1f(@)]) w(z) da,
Rn n
and if iy =1
suqu Jw{z e R": |Tf(z)| > A} <C /Rn o(|f(z)]) w(z) dz.

(iii) Let ¢ € Ay (i.e., [y < 00), w € A;, and 1 < q < oo. Ifig > 1 we have

1

An¢<<zj:ij(x)q)Q)w(x)dmﬁ()/ ((ij 1)) wtorae
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and if ig = 1
1

supo(n u{e: (Sosior)” > Abs /((ij 7)") wte)ds

Analogously, T satzsﬁes the same estimates.

Remark 3.8. As mentioned before, ¢ € Aj is equivalent to I, < co. So, for the
strong inequalities in (i7) and (i) the hypotheses can be written as 1 < i, < I, < 00
and this should be compared with Theorem 2.3.

Remark 3.9. When ig > 1, we will see that ¢(t¥/")® is quasi-convex for 1 < r < ig4
and for 0 < a < 1 close enough to 1 and then the assumption ¢ quasi-convex is
redundant. When ¢, = 1, this assumption is necessary since for w(z) =1 € A; the
weak type estimate in (¢) holds if and only if ¢ is quasi-convex, see [KK, p. 9].

Part (i) in Theorem 3.7 will be proved directly without using extrapolation. The
key is that i, > 1 implies some convexity of ¢, see Lemma 5.2 below. This plus ¢ € Ay
will allow us to extrapolate since (i) and (i¢) in Theorem 3.1 hold. To prove the other
conclusions we will use the extrapolation result Theorem 3.1 combined with Theorem
3.6. The proof will be presented in Section 5.

Part (i), under slightly stronger hypotheses (i.e., ¢, ¢ € Ay), was first considered
in [KT]. The proof that we give below follows the lines of [KK, p. 33]. Conclusions
(77) and (7ii) generalize some of the estimates obtained, by different methods, in [KK,
Chapters 1, 2]. The reader is referred to this book for a complete account of modular
inequalities.

4. PROOF OF THE MAIN RESULTS: RIQBFS

In this section we will present the proofs of Theorems 2.1 and 2.3

4.1. Auxiliary results. Let us recall that the Hardy-Littlewood maximal operator
M is defined as

B>z

Mi@) =swo [ IfG)la S e L@,

where the supremum is taken over all the balls B that contain x € R". It is well
known that M is of weak type (1,1) and thus bounded on LP(R™) for 1 < p < .
The lower Boyd index px characterizes the boundedness of M on RIQBFS as we can
see in Theorem 1.1 in the Banach case or also in the following result from [Mon].

Theorem 4.1 ([Mon]). Let X be a RIQBFS. Then the Hardy operator is bounded on
X if and only if px > 1. Consequently, M is bounded on X if and only if px > 1.

Next, we consider the weighted Hardy-Littlewood maximal operator M,,, given by
1
M, f(x) = sup /fy w(y)dy, [ € L (R").
@) =swp— [ [f@)]uw ho(R")

We establish a weighted version of Lorentz-Shimogaki’s theorem for M, and X(w)
where the Boyd index involved is px independently of the weight. By [AKMP] we
have that M, is of weak type (1,1) with respect to the measure w if and only if

(M f),, () < C fi7(1), >0, (4.1)
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where fi*(t) =1 fg fx(s)ds. Let us note that if w € Ay, then w(x)dz is a doubling
measure and therefore M, is of weak type (1,1) with respect to w (see [GR, p. 144]).
In this way we can use the previous estimate to get

Mo fllxw) = |(Muf)allz < Cll %

Also, observe that f:* is the Hardy operator acting over f;. Thus, by Theorem 4.1
we get

[ Mo fllxw) < C I Iz < Cllifullz = C Il flxw)-

Therefore we have the following result.

Theorem 4.2. Let X be a RIQBFS which is p-convex for some 0 < p < 1. Ifpx > 1
and w € Ay, then M, is bounded on X(w).

4.2. Proof of Theorem 2.1. Let 0 < p < 1 be such that X is p-convex, or equiva-
1
lently, that Y = X* is a Banach space. Then,

1 ey = 77 by = sup | f(@)” W) w(x) de

where the supremum is taken over all the functions 0 < h € Y'(w) with |||y < 1
—Ilet us recall that Y(w) = Y'(w)—. Fix such a function h. Since gx < oo we have
that gy = ¢x/p < oo and so py: = (gy)’ > 1. Then by Theorem 4.2, M, is bounded
on Y(w). Let us write ||M,|| for the norm of M, as a bounded operator on Y'(w).
Then we use the following version of Rubio de Francia’s algorithm: We define

[ee]

Myh(x)
Rwh(‘r) = Z ok ||MwHk7
k=0

where MF is the operator M,, iterated k times for k > 1 and for k = 0 is just the
identity. We have the following properties:

(a) h(z) < Ryh(zx).
(0) Rwhllvwy < 2[[Allvwrw) < 2.

(¢) My(Ryh)(z) < 2||My|| Ruh(x), and, consequently, R,h € Ai(w) (by this we
mean that R,h is a Aj-weight but with respect to the measure w(z) dx).

We need the following observation from [CMP].
Lemma 4.3. Ifw, € A, 1 <r < o0, and wy € Ay(wy), then wywy € A,.

We apply this lemma to R,h € Aj(w) and w € A, to get that R,hw € Ay
Besides,

g f@)P Ruh(x) w(z) de < ([ |lvw) IRwhllv @) < 2015w, < oo
Thus we can apply Theorem 1.2 to obtain

- f(@)P h(z)w(z)de < . f(@)’ Ryh(z)w(x)dr < C / g(x)P Ryh(x) w(z) dx

< Cllg°lv) IRwhllvrw) < C gl

which, after taking the supremum on h, leads to the desired estimate.
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The vector-valued inequalities arise in a very easy way. The ideas are taken from
[CMP] and we include them here for completeness. Fix 0 < ¢ < oo. By the monotone
convergence theorem it suffices to show that the vector-valued inequalities hold only
for finite sums. Fix N > 1 and set

“(gen)’ = (L)

where {(f;,9;)}/2, € F. Consider a new family F, consisting of all these couples
(far 90)- Then, for every w € As and (f,,g,) € F, we have

A Z / fi(z dx<02 / 2)dr = C gyl

by Theorem 1.2. ThlS inequality says that the hypotheses of Theorem 2.1 are fulfilled
by F, with py = ¢. Then we can apply Theorem 2.1 to get as desired

| fallx@w) < C llgqllxw)
4.3. Proof of Theorem 2.3.

4.3.1. Part (i). We first consider the case 1 < px < oco. Observe that if w € A,
1 < ¢ < oo, we have that for any ball B 5 x

1

i =i et (g o)’ Gy o)
= (o o) (o ) (i o) ]

< [l Mu(IF17) (@),

denotes the A, -constant of w € A,. Thus, this standard computation

Q-

where [w]a
shows that

q

Mf(z) < [w]}, Ma(|f17) ()", for all w € A, (4.2)

Our weight w belongs to A,,, then by the reverse Holder inequality, there exists
1 < g < px such that w € A,. Then,

I8l < Ll (M (1719) ¥y = Lo, 1M (111912

Note that P = ’% > 1 and we can use Theorem 4.2 to get

T (w)

1M fllxw) < C[w]d, [|I£1¢ H C w11 fllxw)

The case px = oo is easier, it suffices to note that w € Ay implies w € A, for some
1 < ¢ < co. Then we can repeat the argument above using that M, is bounded on

X(w) provided P> 1, which is the case since Py = pf = 0.

4.3.2. Part (i1). We just need to use part (i) and (2.4) to get that 7" is bounded on
X(w). For the unweighted estimate note that w =1 € A; C A,, since px > 1.
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4.3.3. Part (i17). We will prove an estimate better than (2.5); namely for f = {f;};,
and for all w € A, we have

-

(4.3)

HX(w)’

<o) m,)

H( (Mf;) )6 X(w)

where || f|le = (Z | f;]? > Assuming this inequality, by Part (i), if w € A, we get
(2.5) as desired:

|(Sousr)’ X(w)SCHM(HfH@)HX(w)SCHHngqHX(w)ICH(;\fj\q)é

Note that by Theorem 2.2 we get the same estimate for T'.

To prove (4.3) we first need to introduce some notation: let ¢ be a smooth function
such that X ;(¢) < () < X[pg(t), and consider the following smoothed version of
the Hardy-Littlewood maximal function

Mop) = [ o (EZ2) 1y = suptior 1))

r>0 T

Note that M f(z) ~ M, f(x) and therefore it suffices to show (4.3) for M, in place of
M. For f ={f;};, we use the notation

1
Myof = Mol = [[{Mafhill,0 = (2o (O0M5)7) "
J
Let us recall the definition of the Fefferman-Stein sharp maximal function

M#f _Sup |B|/|f fB|dyNsup1nf|B|/|f —Cld’y,

zeB reB

=

X(w)

where fp stands for the average of f over B. Given 0 < 6 < 1 we also consider

1
M g(x) = M*(|g|°) ()5
Inspired by [PTr2] we show the following pointwise estimate whose proof is given
below.

Proposition 4.4. Let 1 < g < oo and 0 < § < 1. Then there exists a constant C' > 0

such that u
ME (W0 ) (@) < Cs M(If],) (@) (4.4)
for any vector function f = {f;}; and for every x € R™.

Assuming for the moment this result, we use the well known C. Fefferman-Stein
estimate [FS2] (see also [Duo)):

- f@)Pw(z)de <C | M¥*f(z)" w(z)dz,

]Rn
for any A..-weight w, any p, 0 < p < oo and for any function f such that left hand
side is finite. Hence, if 0 < < 1,

Mpof @ w(z)dr = / (T 10 (2)")
C [ MFL ) ) () de

R

p
o

w(z) dx

RTL

VAN
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< ¢ [ M(fle)a) wlz) de
Thus, we can apply Theorem 2.1 with the pairs (M, f, M (|| f|les)) to deduce
1M Iy < 1M A Nen) 50y
for all w € A, which implies (4.3).

Proof of Proposition 4.4. We adapt the proof contained in [PTr2]. We can assume
that each f; > 0. Fix x € R" and let B be a ball centered at  of radius r. We split

f=A{fi}; as
f=+r=f XspTf XRn\5B ={fi Xspti +1/; XR”\5B}J'
Set

s 1/q
€= H(Mcpr)BHZ‘? = (Z |(waj2>3|q> .

Since 0 < 6 < 1 we have

1

(‘%' [ et -] dy)‘% < (B%' [ .10 - mf?)BH;Ldyy

1 1
1 _ 5 H 1 _ o 5 3
< & | (7 L Irwlban) + (g [ 13020 - (Tl |
1Bl Js 1B| /s
= (I +11).
For I, by Kolmogorov’s inequality, see [GR, p. 485]

IS I e < l—%”(;wﬁ)q)é

L1,00

o =1 (1)
J

1
- O / Wl < CM (1)), (4.5)

where in the third estimate we have used the C. Fefferman-Stein inequality giving
the vector-valued weak-type (1,1) for M, see [FS1]|. To estimate /I we will be using
standard techniques from the vector-valued theory of singular integrals (see [RRT]
and [GR]). Indeed, by the smoothness of ¢ we have,

|yl

= 2| > 2]yl

sup [o,(z —y) — ()| < C
r>0

and hence for any vy, z € B

D) = Mo Pl < |[{supler # £70) = 0% £,

0a

< / sup |or(y — ) — @r(z = )| || f (w)ller du < C M([| f]]ea) (),
R™\5 B 7>0
in the usual way. This estimate yields
1T < C M| fllen) (),

which, together with (4.5), completes the proof. O
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5. PROOF OF THE MAIN RESULTS: MODULAR INEQUALITIES
In this section we will prove Theorems 3.1 and 3.7.

5.1. Auxiliary results. As we mentioned before, there is a characterization of the
modular inequalities for the Hardy-Littlewood maximal function (3.1) in terms of the
function ¢. Namely, in [KK] it is shown that for ¢ € &, the modular estimate (3.1)
holds if and only if ¢* is quasi-convex for some 0 < o < 1. In order to use Rubio de
Francia’s algorithm we need modular inequalities for the weighted Hardy-Littlewood
maximal function.

Proposition 5.1. Let w € Ay, and ¢ € ® be such that there exists 0 < a < 1 for
which ¢ is a quasi-convex function. Then, there exists some constant as, depending
on ¢ and w, such that

/n o(Mof(2)) w(z) dz < as / b(as | (2)]) w(z) de. (5.1)

The proof follows the ideas in [KK].

Proof. Since ¢® is quasi-convex, there is a convex function ¢ such that the correspond-
ing inequality to (3.2) holds. Then, by Jensen’s inequality, for any cube @,

L) /Q|f(y)yw(y)dy> galw(@ /Qallf(y)lw(y)dy>

(01 1)) wlo) dy <

7 /Q 6% (ar |1 () w(y) dy

This yields
(M f(2)) = 6°(Muf(2))" < af My(6°(ar |£])) ()%,

and therefore

[ olMus@) wie)dz < of / Mo (62 (@ 111) (2) () do

n

< al C / (a1 |f(@)])* w(z) dz < as /Rn ¢(az |f(z)]) w(z) dz,

where we have used that M, is bounded on L'/(w) since 0 < o < 1 and w € Aoy, O

5.2. Proof of Corollary 3.5. We consider a new family of pairs of functions:

Fo={(6(1).0(9)) : (f.9) € F}.

By Theorem 3.1 we have (3.7), and this means that (1.10) holds for the family F,.
Then by Theorem 1.2 we have (1.12) which turns out to be (3.11). In the same way
applying Theorem 2.1 to F, we get the corresponding estimates in X(w). To get
(3.10) we define another family

1

Fr = {((Z(fj)r>i7 (Z(gjy)T) H{(f5:99)} C 5’:},

which satisfies (1.12) in Theorem 1.2. Thus we have (3.6) for F, and we can apply
Theorem 3.1. Note that (3.10) is (3.7) for F, and that (3.8) for F, provides the
corresponding estimates in X(w).
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5.3. Proof of Theorem 3.1. First of all, note that it suffices to show (3.7): once
this estimate holds, we can apply Theorem 2.1 to the family Fy4 introduced in the
previous proof and we get (3.8). As mentioned in Remark 3.4, the modular weak type
estimate (3.9) follows by taking X = L1*°. So we will focus on proving (3.7). We will
do it in several steps:

Step 1. We first prove the theorem under stronger hypotheses, namely, if v is V-
function and ¢ € Ay we will see that (3.6) implies

Aﬂ“ww@ dr<C [ (o) wi)ds, (5.2)

Rn
for all w € A, and for (f,g) € F such that the left hand-side es finite. Fix an
N-function ¢ € Ay, w € A, and let (f,g) € F such that both the left-hand side and
the right-hand side of (5.2) are finite. As we mentioned before, the fact that ¢ € A,
implies that " is quasi-convex for some 0 < o < 1. Thus, for 0 < 8 < 1 and ¢ > 0
we have X
VO =0 (0t + (1—0)0)a < af O P(ay t).
On the other hand, since w € A, and @a is quasi-convex then we can apply Propo-
sition 5.1 and we have that M, satisfies (5.1) with ¢ in place of ¢. Let ay =

1
max{ai,af,as}, and note that ag > 1, since a; > 1 by convexity. We have the
following estimates that will be used later

/n$<wa($)>w(x)dx < ap /n$(|f(x)|) w(zx)de, (5.3)

Qo
V(O1) < agb= lagt). (5.4)
Let 0 < 6 < 1 to be chosen later, and define
_0Y(f(x))
0<h(z) = w0 f@)

whenever f(z) > 0 and h(x) = 0 otherwise. We consider the following version of
Rubio de Francia’s algorithm:

200 — 1 ~~ 1  MFh(z)
h(z) = w2
Rw (x) 20,0 ; ( k

2 ao)k ag
We have the following properties:
(a) h(z) < 550 Ruwh(z).

) [ BRw) wle)de < 20— [

Qo

Y (h(z)) w(z) de.

() My(Ryuh)(z) < 2a2 Ryh(x), and, consequently, R,h € A;(w) with constant
independent of f.
Note that (a) is trivial since M? is the identity operator. For (b) we first use that i
is convex: set 0y = (2ag — 1)/(2ap 2" af) and then

D(Ruh(x)) = @(i 6 Mﬁ@%(ﬁ)) -y eka(Mi'i(”)

aq
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since y, 0 = 1. Now we iterate (5.3)

/nE(Rwh(x))w(x)dx < Z@k/ E(Mf’}%(w))w(x)dx

n ao

VAN
(]
)
o

S

o
—
<
/N

3
= L
=

&
SN—
=4
&
S

8

AN

IN
()¢
>
-
S
o
—
<
=
=
=4
&
<
S

_ 2ap - / (b)) wiz) d.

Qo

To see (¢) we only need to use the sublinearity of M,:

(e 9]

2a0 — 1 1 MELf(2) 5
< < .
My, (Ryh)(z) < S ,;0 Gag)t p < 2af Ryh(x)

Once we have shown the properties of R,, we can continue with the proof. Recall that
0 < 0 < 1is a fixed number to be chosen. By (a) we have

[ vt u@de = 5 [ s h) ue) ds

2 a?
(2 ag — 1) 0 Rn
Note that by (¢) and by Lemma 4.3 we have that the weight R, h(x) w(z) € Aw.

On the other hand, by Theorem 1.2, the hypothesis (3.6) implies (1.11) for every
0 < p < o0, and in particular for p = 1. Then we have,
2a}

/nw(f(x))w(x)dx < GaoDo F(2) Ryh(z) w(z) da

R”

f(z) Rph(z) w(x) d.

(zaj%)ec /ng(f”) Ruh(x)w(z)de,  (5.5)

provided the middle term is finite. If we use Young’s inequality (3.4) we have

- f(@) Ryh(x)w(z)de < / U(f(z)) w(z)de + /Rn@(Rwh(J:)) w(z)d.

Note that the first quantity is finite by hypothesis and we only need to work with the
second one. By (b) and by (5.4) —since 0 < # < 1— we observe that

/n Y(Ryph(z)) w(z)de < 280 — 1 /n ¢ (h(z)) w(z)dz

Qo

_ 2“0_1/n$(9¢(f(x)))w(x)dx

Qo

209 — 1 ag O / E(w(f(x))> w(x) dx.

o

n

IN
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On the other hand, (3.5) yields ¢ (¢(t)/t) < (t) and therefore

/n Y(Ruph(z)) w(z)de < (2a0 — 1) 0w / U(f(2)) w(z)dz, (5.6)

n

which is finite. Thus we conclude that the middle term in (5.5) is finite as desired.
Then, we continue with this estimate and following the same ideas we have

[ o(@) i) ds < (2;6101) C [ g Rubte) (o) dr
< (2;“_01 C’( anﬁ dx—l—/nE(Rwh(x)) w(x)dx)
2aja—01 C Rn¢ (z)dx +2a2 (C + 1))/« /n U(f(z)) w(z)de.

We chose § = (4a3 (C + 1))_a/(1_a) which satisfies 0 < 6 < 1 since a9 > 1 and
0 < a < 1. Then, we conclude that

2
2ag

| o)t e < 2o [ o) wiadet 5 [ o(f@) v de

Note that by hypothesis the last term in the right-hand side is finite, and so we can
subtract it. We eventually obtain

| st <2520 [ wiole) wieds,

Rn

which completes Step 1.

Step 2. We show that there is 1) € Ay an N-function such that
D(t) < H(t*70)* < erp(ct). (5.7)

Since ¢(t™)* is quasi-convex, there is a convex function ¢(t) with

p(t) < o(t")* < crplert).

We take 1 (t) = ¢(t?) and we have (5.7). It is clear that ¢ € A, since ¢ € A, and so is
. Besides, since @(t) is convex, then v is convex. On the other hand, for 0 < ¢ < 1,
since ¢ 1s convex,

Y(t) () -1+ (1-1)-0) _t*p(1)

For t > 1, we use again the convexity of ¢,

o) = (724 (1-1)0) < Tolt?) = Tu(t)
and hence
@2@(75)—%%, as t — oo,

since ¢(00) = co. Thus we have seen that ¢ is an N-function.
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Step 3. We finally show (3.7) in full generality. Using Step 1 and Step 2, for all
wE Ay,

/n¢(f(x)2r°)so w(x)der < ¢ /nw(cf(:r;)) w(x)de < C 1/J(f(x)) w(x) dx

R’I’L

< C/n@/)(g@)) w(a:)d:ng(]/ qb(g(x)Z”"O)Sow(x)d:v,

n

provided de third integral is finite, which is the case since by hypothesis:

[ o) utde < [ o(f@pe) wewde < o

Now we apply Theorem 1.2 to the family of pairs (¢(f2™),¢(g*")) and with p = 1
to get

/n qb(f(:v)wo) w(z)de < C /Rn gb(g(az)zm) w(x) dx. (5.8)

Note that we have obtained this inequality staring with (3.6). But, again by Theorem
1.2, we have that the pairs (f1/(270) g1/(270)) satisfy (3.6) as well. Then, we apply
(5.8) to these pairs concluding as desired

/ <;5(f(a:)) w(z)dr < C gzﬁ(g(a:)) w(x) dx.

n Rn

5.4. Proof of Theorem 3.7.

5.4.1. Part (). Some of the cases of this part are done in a different way in [KT| and
KK, p. 33]. However, we will follow the ideas already used in the RIQBFS case, see

the proof of Theorem 2.3. We start with ¢y > 1 proving that ¢ satisfies the following
convexity property.

Lemma 5.2. If iy, > 1 then for every 1 < r < i, there is some 0 < a < 1 which
depends on r and iy such that the function (/™) is quasi-convez.

We will give the proof of this result below. If iy < oo, since w € A;, there exists
1 <r <4 such that w € A,. When iy, = oo we can also find 1 < r < oo = i, such
that w € A,. So we prove these two cases together. Set ¢,(t) = ¢(t'/"). By (4.2) we
have

(M (@) < o([wlh, Mu(lf1)(@)7) = &0 (M F ()

where f(z) = [w]a, |f(z)|". Using Lemma 5.2 there exists 0 < a < 1 such that
¢, (1) = ¢p(t*/") is quasi-convex. This allows us to use Proposition 5.1 and therefore

/n p(Mf(z))w(z)de < /R" O (wa(x)) w(z)dr < as /Rn or(as f(m)) w(x) dx
= ¢ [ elClf@) v d.

Let us do now the case i, = 1. For any ball x € R" and any ball B > z, using that
w € A; we have

ﬁ/}gwy)m - (— dy_
[w] a4, My f

y)|w(

IN
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and, therefore, M f(z) < [w]a, My f(x). By hypothesis, ¢ is quasi-convex and, as we
did in the proof of Proposition 5.1, we have that

S(MF(@)) < d([ula, Muf () < C Mo (6(C11]) (@)
Hence,
Nw{z € R": M f(z) > A} = ¢(A w{xER”¢(Mf(x))>gb(>\)}
< w{xGR”.C’M((C’m) > ¢(N)}

c/¢wwmmww,
R”
where we have used that M, is bounded from L!(w) to L}*°(w) since w € A; implies

that w is a doubling measure.

Proof of Lemma 5.2. We first do the case iy < oo following the ideas of [KK, p. 40].
Let € > 0, then there is a constant C. > 0 such that

P(ts) < Cet e ¢(s), for 0 <t<1ands>0. (5.9)
Using this estimate and taking 0 < e <4 — 7, for 0 < 51 < 53 < 00 we can write

6(s7) = o ((51/52) /7 s5™) < Cu (s1/82) 7 $(s¥7).

Thus, choosing a such that r/(iy — ) < o < 1 we have

7\ & o i¢7€7 7\ & 7\ &
¢<S}/ ) S Cg (ﬂ) ' ' gb(sé/ ) < C«g ¢<S;/ ) .
59

S1 So o So

IN

This implies that qﬁ(si/ T)a is quasi-convex by the characterization given in (3.3).
For the case i, = 0o, we observe that iy — e can be replaced in (5.9) by any number
T larger than r. Then we repeat the same computations choosing r/T < a < 1. O

5.4.2. Part (ii). We just need to use Part (i) and (3.12) or (3.13). Note that ¢ satisfies
the required hypotheses since ¢ € Ay and ¢ is itself quasi-convex.

5.4.3. Part (ii7). First of all, note that one only needs to prove the vector-valued
estimates for M as we have just done in Part (i7). To get them, we observe that in
the proof of Part (¢ii) in Theorem 2.3 we showed that

|(Seusr)’

for any f = {f;} and for all w € Ay. Therefore, as we know that ¢ is quasi-convex
and satisfies the Ay condition, we can apply Theorem 3.1 to this inequality and we

get
/ (<2Mf] >;) w(z)dr < O/n¢(M(||f||eq)(9f)) w(z) dz,

supgb { (ZMfJ ) } < C'sup(b w{x M| flea) x)>)\},

< C|[M(|[£lle2)

Low) HLP(w)’

for any w € A,,. The proof will be completed by using the weighted modular inequal-
ities for M obtained in (7).
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6. APPLICATIONS

In this section we give a number of applications to show how our extrapolation
results can be used to derive estimates in RIQBFS and also of modular type.

6.1. Commutators with Calderon-Zygmund operators. In this section we ap-
ply our results to derive endpoint estimates for commutators of Calderén-Zygmund
operators with BMO functions. Let T" be any Calderén-Zygmund operator with stan-
dard kernel and let b € BMO, define the commutators Cj* by setting

Cyf(x) = b, T)f(x) = b(z) Tf (x) = T(b f)(x),
and for m > 2, C7" f(z) = [b, Cy_1] f(2), or
() —b

Cps() = [ (bo) = bw)" K(z.y) ) dy

The maximal operator that controls the commutator CJ* is M™! which is the Hardy-
Littlewood maximal function iterated m + 1-times. Namely, in [Pe3] it is shown that

/ Crf@)Pwe)de < C [ M (0P w(e) de (6.1)
R™ R™
for every 0 < p < oo and w € A,. As mentioned in the introduction, the extrapola-
tion results developed in [CMP] are not suitable to deal with the endpoint estimates
associated with this operators. Using the results that we have obtained in the present
paper we can derive endpoints estimates on RIQBFS and also of modular type.

6.1.1. Endpoint estimates: Marcinkiewicz spaces. We would like to use Theorem 2.1
to get endpoint estimates for the commutators in some appropriate RIQBFS. Namely,
we will work with the Marcinkiewicz spaces introduced in Section 2.2. We take the
function

(t) = ;
pmit) = (1 + log™ t)m

which is increasing, quasi-concave and satisfies that ¢,,(0) = 0. Let us recall the
definition of the Marcinkiewicz type spaces M, and M, which are given by the
function norm or quasi-norm

Il = s 22 [ oG5 s, 1., = sup@n(t) £(2).
t 0 t

As mentioned, M, is a Banach space. However, ¢,, does not satisfy (2.13). Therefore

M, is a RIQBFS which does not coincide with M., ., and we have M, C M,, .
As explained in Section 2.2 when we treated the Marcinkiewicz spaces, setting
X =M, we have:

e X" is a Banach space for any 1 < r < oo, since X" = M(wm)l/r = M(@m)l/r.
e gx = 1, namely, the submultiplicativity of the function (1 + log™ s) yields

SDm(St) —l—1 m
he (t) = —t(1+log™ =
om (1) P ( + log t)

This and (2.15) provides

1 ) logt
gx = — = lim

— = 1.
iy, t—0t loghy, (%)
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Remark 6.1. We would like to point out that in this case one can easily show that
px = gx = 1. Indeed, the fact that X" is a Banach space for every r > 1 implies that
1 < pxr = px - . Therefore, 1 < px < gx = 1.

Using Theorem 2.1 we prove the following estimate for the commutators C}".

t
Theorem 6.2. Let (,Dm<t) = m Then
og't)™

Cr: L(log L)™ — M,

Proof. Observe that we can use Theorem 2.1 with X = M@m and with the pairs
(|C f|, M™*1 f), which satisfy (6.1). Then,

IC7 flls, < CIM™ fllg.

where we have taken the weight w(z) = 1. Therefore, it suffices to show that M mAl
maps L(log L)™ into M, ,. We recall that

g [ reds
which implies

(M?f)*(t) ~ 1 /Ot(Mf / / ff(u)duds = / £ (s) logéds.

By iterating we get

(M™ L F)( / (s log " ds. (6.2)

The submultiplicativity of the function (1 + log™ s) yields

(M™ () < —/ (s 1—|—log+£>mds

(1+logtt)y™ [~ . L Iym
< - =2 7 Z
< C t /D £(5) (1+1og S) ds,

and hence - .
s, <0 [T (1t 1) s
PYm 0 S

This last expression defines a RIBF'S which coincides with L (log L)™ (this can be seen
repeating the computations in [BS, p. 244]). Therefore, their norms are equivalent,
see [BS, p. 7). O

Remark 6.3. As mentioned before, we have that M, C I\AA/me and it is natural to
wonder whether the target space can be replaced by M, . We can easily show that

M™* does not map L(log L)™ into M.,,. To see it, we first observe that

1., = sup 22 t/f s)ds & sup g (t) (M) (1) = [,
In R, taking f(t) = Xjo1y(t) € L(log L)™, by (6.2), we have
27 b, = 1M g, = supen(®) (U2 1)° ()
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m+1
/ (s log ds
min{1,1/t} 1\ m+1
= sup gom(t)/ (log —) ds
t 0 S

1
> sup gy (t) - (log )™ = oc.
t>1

Q

Remark 6.4. The same ideas can be applied to obtain the following weighted estimate
Cy o L(log L)™(w) — Mwm(w),

for every w € A;. As before, it suffices to show that M™*! is bounded operator

between these spaces. We repeat the computations of the unweighted case using (4.1)
and that w € A; implies that M f(z) < C M, f(x) for x € R™

1M gy < CHMﬁﬂﬂﬁww;:CSWW%@NMWHfm@)

< C sup p,(t / fo( log ds
t
1+1 t) 1\m
< C sup pn,(t) H—L / fo(s) (1 + log™ —> ds
t t 0 S

o0 . 1 m
= ¢ [ uto (141087 {) " ds < C e ncor
0 S

6.1.2. Endpoint estimates: Modular inequalities. Estimate (6.1) says that M™! con-
trols the m-order commutator. The right endpoint modular inequality for M™*! is
given by

{z e R": M™ ' f(z) > A} < C - Um (@) dx, (6.3)

where 1, (t) = t (1 + log™ ¢)™. Thus, once can expect that the same estimate holds
for C7". This is indeed the case as we can find in [Pel]. Our goal is to derive it by
extrapolation as a consequence of (6.1).

We first outline the way to prove (6.3). We introduce the maximal operator asso-
ciated to an Orlicz space. Given a Young function v, as done in Section 2.2, we can
consider the Orlicz space LY. For every cube @, a localized and averaged version of
the norm || - ||+ is given by

110 :inf{A>o;ﬁ /Q¢ (@) dz < 1}. (6.4)

Associated with 1, we define the maximal operator

My f(z) = sup || flly,q-
Q>

For instance, if 1(t) = t" then LY = L™ and the maximal operator associated with this
space is My, f(z) = M, f(z) = M(|f|")(x)"/". We remit to [Pe2] for more information
about these operators.
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Using standard arguments, namely a Vitali covering lemma, one can show the
following endpoint modular estimate for M,

{z e R": Myf(z) > A} <C / 0 (@) dz. (6.5)
The same argument can be modified in order to introduce weights: if w € A; we have
w{z € R" : Myf(z) > A} <C / Y (&;)’) w(z) dx. (6.6)

The Young function 9,,(t) = ¢ (1 + log™ ¢)™ defines the Orlicz space L (log L)™. On
the other hand, as we are going to see next My, f(z) ~ M™ f(z). Hence, (6.5)
implies (6.3) and we also have the corresponding weighted version for w € A;.

We show that M og 1y f(x) ~ M™% f(x). This estimate was already obtained
in [Pel]. However, we can get it with no much effort using what we obtained before
for (M™*1f)* and taking some ideas from [LN]. Given a cube @, we consider the
function gg(z) = (f - XQ)(J? 0(Q) + xg) where zg denotes the center of ). Note that
supp go C Qo = [—5 5] By the translation and dilation properties of the Lebesgue
measure we have that (f - X)*(s]Q|) = g5(s) since

1
{z : go(2)] > A} = @Hﬂf H|(F - X (@) > A}
Thus, as in [BS, p. 244], we conclude that

1 . I\ m
£ lbostrme = lsollaosman ~ [ (o) (s) (log )" ds
0
1 1\m
= [ xrla) (s )" ds (6.7
0
where the constants do not depend on ). This inequality and (6.2) give
Q]

L[y e [ Y (e~ ()
ol /Q M™(f - X o) (&) do < (M™(f - X)) () dt ~ (M™(f - X)) (IQ))

Q
Q]
~ 5/ <f-xQ><>(1og’Q')

To show that M™ ! f(x) < C My, qog 1ym f (), we proceed by induction. If m =1,

1
@/QMf(y)dy < |3Q|/ (f - X3y d‘y+|@| /Mf Xemso) () dy
< C|fllzogryso +CMf(x) < C Mg gy f(z).

where we have used that M(f - Xgpu\30)(¥) = M(f - Xgmz0)(2) for y,z € Q (see [GR,
p. 159]). Taking the supremum over all the cubes we get M? f(x) < C My, oz 1) f ().

Now suppose that the case m — 1 is proved and we show the estimate for m: given
() > x we observe that

@/QM fdy < 5 /3QM (F - X)Wy + 5 /QM (F Xarrsg)®) dy

1
< C|’f||L(logL)m73Q+@ /QML(logL)m—l(f'XRn\gQ)(y) dy

ds ~ ||f||L(1ogL)’",Q
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< C(]\4[/ (logL)mf(x) + CML (logL)mflf(:L‘) < C(]\4[/ (logL)mf(x)

where we have used the estimate

ML (log L)ym—1 (f : XRn\gQ)(y) ~ ML (log L)ym—1 (f : XRn\gQ)(z)a Y,z € Qa

which can be proved as for the Hardy-Littlewood maximal function, see [GR, p. 159].
Taking the supremum over all cubes @ > z we conclude as desired M™! f(x) <

C ML (logL)mf(x)-
For the converse estimate, we show that for every m > 1 and for every cube @

1Nz gogym.@ < ClIM £z og Lym—1,0 (6.8)

where C' is independent of @ and f, and for m = 1 we write L (log L)™' = L. Tter-
ating this estimate and taking the supremum on @) > x, we conclude M, (105 Ly f(7) <
C M™* f(x), as desired.

Let us show (6.8). We fix f > 0 and set A(t) = (Mqf)*(¢|Q]), where My is the
Hardy-Littlewood maximal function localized to ) and with the supremum restricted
to those cubes contained in ). Write fy = f Xonif>xt)} and f1 = fo— fXg- We

observe that || f1||z~ < A(t) and also that the Calderén-Zygmund decomposition yields
as in [GR, p. 145]

I follzr = / fl@)de < CAt) [{z € Q : Mof(z) > A1)} < CA@) Q).
QN{f>X#)}

Using the linearity of Hardy’s operator we have

VPN ol
t [ xorelapas < Ko

Thus, by (6.7) we conclude as desired

1 1\ m
fllwerme ™ [ (7 Xo)(s1QD) (1og )" ds

= [ [} [ xereienas] (osg) "

< 0/0 (M f Xl (losy) " ar
~ ML og Lym—1.0-

Once we have obtained that My, f(x) &= M™! f(z), it follows (6.3) by (6.5). Let
us prove the same estimate for the commutator C}"*. Take

1 t
onlt) =50~ Wl D7

Note that ¢, € Ay and ¢(t") is quasi-convex for r large enough. Therefore, we can
apply Theorem 3.1 with the pairs (|Ci"f], M™f) for f € C§°, which satisfy the
starting estimate (6.1). Thus, equation (3.9) with w(x) = 1 implies

{z eR" | f(z)] > 1}] < sgpgzﬁm ) [{z e R": |G ()| > A}

U fille < CAE) < COMF - Xg) (tIQD).

< C sgpqﬁm()\) {z e R" : M™ ' f(z) > A}
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On the other hand, note that by (6.3) and since v, is submultiplicative we have

A {z e R": M™ f(z) > A} < C (A )/ Urm (@) dx

< ConNin(5) [ onlf@) =0 [ vn(fe

This inequality and (6.9) yields, after using the homogeneity of the estimate,

{z eR":|C) f(x) |>A}\<C/ zpm('f( )|> dz.

Furthermore, the same argument can be repeated with w € A, since we have (6.6).
Thus, for any w € A; we obtain

w{z e R": |C}" f(x)] > A} <C/Rnwm (M) w(x) de.

6.2. Multilinear commutators. In this section we are going to consider the follow-
ing operator

110 = [ |10 = b)) | Ko 1) o
n ‘771
where K is any Calderén-Zygmund kernel and the vector symbol” b= (b1, .. bm)
is formed by locally integrable functions. Note that for b, = --- = b, b we

have Ty = C}p". These operators have been considered in [PTr1] and can be seen as
multilinear extensions of the commutators of Coifman-Rochberg-Weiss [CRW] defined
before. We define the following version of the mean oscillation of a function b by the
expression

HbHOSCexp(LT) = Sup Hb - bQ” exp L",Q

where the supremum is taken over all the cubes @ and bg = Q| [, b 0 x)dx. Note

that in the latter expression the Orlicz norm is given by the Young functlon P(t) =
exp(t") — 1. When r = 1 this corresponds to the BMO space of John-Nirenberg. We

use the notation
m
100 =TT oslose,, s,
j=1

and
1
¢r(t):t(1+log+t)1“; = Pl T > 1

In order to apply Theorem 2.1 to these operators we will be using as starting point
the following result from [PTrl]: for all w € A, and 0 < p < oo we have

/ Tof ()P w(e)de < CBP [ My f(x) w(z)d,

R R

for any function smooth f such that the left hand side is finite. This is the initial
extrapolation hypothesis from which we can derive the estimates on RIQBFS and also
modular inequalities for T3 f.
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Theorem 6.5. Let X be a RIQBFS, p-convex for some 0 < p < 1 and with upper
Boyd index qx < oo. Then for any w € Ay, T} satisfies

T3S sy < CHON 1Mo, f 1)
1

[ )|, < et (o), .

for all 0 < q < co. As a consequence, if it is also assumed that px > 1, then T} is
bounded on X(w) for everyw € A,, and it satisfies the following weighted vector-valued

inequality
1 1
), = N (050
[(mir) |, < (i),

for all1 < g < oo and all w € Ap,,.. In particular, Ty is bounded on X and satisfies
the corresponding unweighted vector-valued inequalities on X.

and also

X(w)

)

Similarly we can obtain modular inequalities:

Theorem 6.6. If ¢ € ® satisfies (i) and (ii) in Theorem 3.1, then
| smr@l uedr<c [ o(, 5@) w) ds
R” R™

and
sup ¢(A\) w{y € R™ : |T;f(y |>/\}<C’supgz5 Jw{y € R": My, f(y) > A}. (6.10)
A>0

As a consequence, if it is also assumed that i, > 1 we obtain

/Rn o(|T;f ()]) w(z)dz < C /R o(1f(x)]) w(x) d, (6.11)

Jor allw € A;,. On the other hand, it also follows that
w{y e R": [T;f(y)| > A} < C 1/)7« <|f( )|> w(x) dx. (6.12)

for all w € Ay and in particular for w(x) = 1.

In Theorem 6.5, to obtain that 7} is bounded on X(w), we observe that since r; > 1
for each 4, it follows that M, is pointwise smaller than M (105 )= Which, as mentioned
in the previous section, is equivalent to M™"!. Note that by Theorem 2.3, M™"! is
bounded on X(w) provided px > 1 and w € A,,. The last vector-valued inequality in
Theorem 6.5 follows in the same way.

In Theorem 6.6, the modular estimate (6.11) follows by using Theorem 3.7, since,
as before, My, f(z) < C M™ f(z). On the other hand, (6.12) can be proved using
(6.10) with the function ¢(t) = ,(¢7')~! and following the ideas given in Section
6.1.2.

As in the previous section we derive an endpoint estimate within the context of
Marcinkiewicz spaces:

Theorem 6.7. Let T; be the multilinear commutator as above with symbol b and

t L
. Then T maps L(log L)~ to M,

P(f) = ———7
o) (1+1logtt)~
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Proof. We set X = M which, as in the previous section, satisfies the hypotheses
of Theorem 6.5. Thus it suffices to show that M, maps L(log L)r to M Let
f € L(log L)+ which can be taken with HfHL(logL)% =1 and so

[ olir@lyde= [ (o) de=1. (6.13)

In this way we have to show that || M, f ||1\~41¢ < C. We define the following generalized
Hardy type operator

0 =15 g =i {3503 [ (E) as<af es

Taking some ideas from [BP] we next show that

(My, £)"(8) < C f2(1). (6.14)

Using a Vitali covering lemma one obtains

|EA|:|{xeR”:M¢rf(x)>/\}|g(JO/E ¢r(|f(;>’) dz.

Then, by the convexity of v, we have that for E,\ = Eycya

By < Co /E w(gféf)o dxg%/ w('f( ”) iz

Let A > f7*(t), and assume that |E\| > t. Then
) et () [
t/0¢( A d8§1§2|EA\ YA Q]EA\/ x )"
= St/lEAD 1 (f (8))
5 |E)\| / ( ds = 2t / wr d87

which yields a contradiction. Thus, |Ey| < ¢ and (Myf)"(t) < 2CyA. Since this holds
for any A > f7*(t), we obtain (6.14) as desired.
Using (6.14) we have

1My fli,, = supor(®)(My. f)"(2) < C sup (D) f5 (1)

Besides, by the submultiplicativity of ¢, and using (6.13)

i [t ey as< 2 Lo reyas < [Ture) <t

since ¥, 0 p,(t) < t —indeed, the inverse of v, is (essentially) ¢,—. This shows that
for(t) < 1/p,(t), which implies that ||M¢Tf||MW <C. O
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6.3. Fractional integrals and commutators. We define the potential operators
by

Kf@) = [ Kw.)f) dy
where the kernel satisfies the following size estimate
|k(z,y)] < Cle—y|*" (6.15)

where 0 < o < m. Note that |K f(z)| < C I,(|f])(z) where I, is the classical fractional
integral of order a. We also define the closely related fractional maximal operator by

1
Maf (@) =swp e [ 17wl dy
Q= Q' Jo
The following inequality holds: for every 0 < p < oo and w € Ay,

|K f(x)|Pw(x)de < C (Mo f(x))P w(zx)de. (6.16)
R™ R™
In the classical situation K = I, this inequality is due to Muckenhoupt and Wheeden
[MW]. Their proof is based on a good-A inequality relating I, and M, and the fact
that I, is of the weak type (1, -“—) plays a key role. However, it is pointed out in
[CMP] that it is possible to avoid such good-A inequality using ideas from [Pe3|. The
key is to get (6.16) with p = 1 and then to extrapolate to recover the full range of
exponents 0 < p < oco. The fact that p = 1 is basic to get such an inequality, since
the method relies in some discretization of I,. We would like to point out that no
boundedness of the operator is used to derive (6.16) by that discretization technique.
Combining (6.16) with our extrapolation result we get estimates in RIQBFS.

Theorem 6.8. Let X be a RIQBFS, p-convex for some 0 < p < 1 and with upper
Boyd index gx < oo. Then for any w € A, we have

1K fllxw) < C | Mafllxw),
as well as the corresponding vector-valued inequalities.

We can also get estimates for commutators of fractional integrals. Let K be an
operator as above with kernel % satisfying the size condition (6.15) and let be b any
measurable function. We define the commutator

[b, K]f () = b(x) Kf(x) = K(b f)(x) = / k(x, y)(b(z) — b(y)) f(y) dy.

n

These commutators are intimately related to following fractional Orlicz maximal op-
erator defined similarly as above: given a Young function 1, let

My of(x) = up Q1™ || fll .-

where || - |ly.0 is defined in (6.4). Let 0 < a < n, b € BMO, w € Ay and 9(t) =
t(1+1log* t). Then,

/n b, K] f(x)|w(z)de < C | Myof(z)w(z)de.

R
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The proof of this estimate was given in [CMP] by means of a discretization argument
that avoids again the good-A method and does not use any boundedness of the com-
mutator. As above, the fact that the exponent is one plays an important role in the
proof. Then, Theorem 2.1 and Theorem 3.1 yield the following result.

Theorem 6.9. Given 0 < a < n and b € BMO, let X be a RIQBFS, p-convex for
some 0 < p <1 and with upper Boyd index qx < oo. Then, for all w € Ay

H[b7 K]fHX(w) <C ||M1/17af||x(w)' (617)
Similarly, if ¢ satisfies (i) and (ii) in Theorem 3.1, then

[ ol rr@)e@ar<c [ o(an@)ued  (©613)
and

sup o(N) w{y € R" : |[b, K]f(y)| > A} < C sup p(N) wly € R™ : My o(f)(y) > A}

A>0

Next, we show how to derive the main result in [CUF] using our modular extrapo-
lation result. Indeed, it is proved in that paper that the following estimate holds:

{z € R" - |[b, L (2)| > A} < Cp </R¢ (@) dx) . (6.19)

where () =t (1 +log™ t) and (t) = ¥(t)==.
In order to apply the later result to this example we define ¢(t) = ﬁ(l)' Observe
t
that both 1 and ¢ are submultiplicative (with constant one) and so ¢ is doubling.
Also, observe that ¢ is quasi-convex since 1) and ¢ are. Therefore, we can apply
Theorem 3.1, obtaining

sup ¢(A) wiy € R" - b, Klf(y)| > A} <C sup $(A) wiy € R" : Mya(f)(y) > A}
Since (6.19) is homogeneous in f, we can assume that A = 1. Hence
{z e R": |[b, K]f(x)| > 1} < sup $(4) |{y € R" - b, K1f(y)] > A}
< C sup o) {y € R™ : My of(y) > A}.

Since ¢ and ¢ are submultiplicative, by means of a covering lemma, one can show
that

{y R Myof(y) > M| < Co </¢ (@) dx)

coou(3)e ([ visa) i)

C

- e ([t a).

IA

and thus
o e B K1) > 1} < 0o ([ v s ar).

Note that this generalizes (6.19) to more general potential operators K.
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Besides the classical fractional integrals, an example of such an operator K is given
as follows. Let L be a linear operator on L?(R™) such that (—L) generates an analytic
semigroup e 'L, We suppose that this semigroup has a kernel p;(z,y) which satisfies

C |z—y|?
Ipe(z,y)] < o P for all x,y € R™; ¢t > 0.
2

We consider the generalized fractional integrals,

_a 1 > —t g
I = g [ et

and the corresponding commutator
b, L=2)f(x) =b(x) L"2 f(x) — L2 (b f)(x), b€ BMO.

Note that if L = —A in R”, then L™2 is the classical fractional integral I,. It is
easy to show that the bound on the kernel of the semigroup implies that |k, (z,y)| <
C |z — y|*™", where k, is the kernel of L=2. In particular, |L=2 f(z)| < C I(|f])(z),
and thus estimates for I, also yield similar results for L=2. We can apply Theorem 6.9
to get inequalities in weighted RIQBFS for [b, L=2]. These commutators have been
previously studied in [DY] by a different method. Namely, the authors use a new
sharp maximal function introduced in [Mar] and obtain the boundedness of [b, L™ 2]
on unweighted Lebesgue spaces. Compare to [DY], we establish weighted and vector-
valued inequalities. Note also that our only requirement is the size estimate of the
kernel, and so we do not use any other property of the semigroup e **.

dt
t?

6.4. Multilinear Calderén-Zygmund operators. Let 7" be a multilinear Calde-
ron-Zygmund operator, that is, 7" is an m-linear operator mapping continuously L? x

coe X L9 to L1, where 1 < qq,...,¢m < 00, 0 < ¢ < oo and
1 1 1
—= =+ —. (6.20)
q q1 qm

The operator T is associated with a Calderén-Zygmund kernel K by

T(fl,‘..,fmxx):/n--- [ B0 - ) il

whenever fi,..., f,, are in C§° and z ¢ ﬂ;n:l supp fj. We assume that K satisfies the
appropriate decay and smoothness conditions (see [GT1] and [GT2] for full details).
Such an operator T turns out to be bounded on any other product of Lebesgue spaces
with exponents 1 < ¢p,...,¢, < 00, 0 < g < oo satisfying (6.20). Further, it
verifies weak endpoint estimates when some of the ¢;’s are equal to one. There are
also weighted norm inequalities for multilinear Calderén-Zygmund, these were first
proved in [GT2] using a good-\ inequality, and later in [PTo] using the sharp maximal
function. They showed that for 0 < p < oo and for all w € A,

Lr(w)

ITCis s Sy < € | f[ij

The same inequality also holds with T replaced by T, which is the supremum of the
truncated integrals. We apply Theorem 2.1 with (2.1) given by the latter inequality
with the pairs (T(fl, ey fm), H;nzl ij), or analogously for T, replacing 7'
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Theorem 6.10. Consider a multilinear Calderon-Zygmund operator T and let X be
a RIQBFS, p-convex for some 0 < p <1 and with upper Boyd index qx < co. Then,

T bl < O TTMS
j=1

for every 0 < p < oo and all w € As. Moreover, vector-valued inequalities as (2.3)
also hold in the same manner and T, can be placed in place of T at any of the previous
inequalities.

We define the m-product operator

Po(f1, for- - fm Hﬁ

As a consequence of both the latter result and Theorem 2.3 we can prove that T is

bounded on some RIQBFS.

Corollary 6.11. Consider a multilinear Calderon-Zygmund operator T and let X be
a RIQBFS, p-convex for some 0 < p < 1 and with upper Boyd inder qx < oo. Let
X1, Xy, ..., X, be RIQBFS such that each of them is p-convex for some 0 < p < 1.
Assume that P,, maps continuously X; x --- x X,, to X. If min{px,,...,px,,} > 1
and w € Amin{py

11111

HT(flﬂ"'?fm)HX(w) <C HHfJHXj(w)> (6'21)
j=1

and in particular T maps continuously Xy X - - - x X, to X. Additionally, the following
weighted vector-valued inequalities hold:

1

|(Z et more)|,.

whenever1<q1,...,qm<ooand%—qu+...

<oTI|(Zwr)*l,,

Next, we are going to present a collection of examples on which this result can be
used.

e Spaces in the same scale: Let X be a RIQBFS, p-convex for some 0 < p <1
and with upper Boyd index ¢gx < oo. Consider 1 < py,...,p, < oo such that
1= pil + 1% and set pg = min{py,...,pm}t. If po-px > 1, we have that T is
bounded from XP!(w) x --- x XPm(w) to X(w) for all w € A, ., and in particular
for w = 1. The only thing to be shown is the boundedness of P,,. Namely, taking
1 < r < oo such that Y = X" is Banach, and for hq, ..., h,, non-negative functions

we have
rati ool = [|(I) [ =sue ([ TL0 0 )
ji

< supH(/Ooohj % ht dt)”3<H||h||Xp7,
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where the supremum is taken over all 0 < h € Y with norm equal to 1. Some
examples of spaces in the same scale on which 7" is bounded are:

- T : P (w) X -+ X LP(w) — LP(w) with 1 < py,...,pm < oo such that

1 _ 1 1
p = o T Ty a0d W E Aningpyp)-

- T : LP(log L)*(w) x -+ x LP™(log L)*(w) — LP(log L)*(w) with o € R, 1 <
D1, ... Pm < 00 such that 117 = pil 4+ -4 ]ﬁ and w € Amin{p,...pm}-

— T : (LY (w)x - x (LY)P(w) — (LY)P(w) where X = LY is any Orlicz space
(t hat is Banach by definition); ¢x < o0; 0 < p,p1,...,pm < oo are such that

% = —1 4+ 4 p}n, min{pi,...,pm} - px > 1 and w € Awingpy,...pm}-px-

e Lorentz spaces: For 1 < py,....,p, < © such that = pil + o+ L' 0 <
rTr1,...Tm < 00 such that % = % + -+ — and w G Amm{ph pm} We have
T : L, (w) X oo X LPmTm(w) — LPT ( ). We only have to check that P, is
bounded. We do the case rq,...,r, > 0o, leaving the other cases to the reader:

1Pn(hrs .o b o < (/ H (1 (5) 517 ds>
H(/O (ki) ) )

j=1
m

=TT Wnsllesns
j=1

Let us observe that although in this computations the underlying measure space
s (R™,dz), the same can be done in general measure spaces, and in particular
n (Rf,dt). Since L7 (R™ dx) = LP"(RT,dt), we conclude that P, is bounded
between LP171 X «.. x LPmm and LP".

IN

e Orlicz Spaces: Let Wy, ¥y,..., ¥, be Young functions such that
Uo(awy - xpy) <WUi(xy) + -+ VUp(zn,), 0<a,..., 2, < 0.
This condition is implied, for example, by
U)W () < BN (e), w2 >0.
Then || f1- fullwe < Clfillper - || fillpwm (see [RR, p. 179] or [PTrl]), and

as before the same holds for the corresponding spaces in (R, dt). Assume that
qrwvo < oo and set pg = min{p;w,,...,prw.}. Note that py > 1 since all of these
spaces are Banach. If 0 < p < oo is such that p-py > 1 then

T (LV)(w) x - x (DY) (w) — (L) (w)
for all w € A,,,.

e Lorentz and Marcinkiewicz spaces: Let X;,X,,...,X,, be RIBFS with fun-
damental functions @1, s, ..., ¢m. Then ¢(t) = [[iL, ¢;(t) is increasing and
©(0) = 0. We will assume that ¢ is concave, hence we can consider the Lorentz
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space A,. Then
X N, — Ay

©1 Pm

P,: A

This follows from:

[t sy @) < [T RGBT dots
ZZ/O [15:65) () £ 5) dis(s)

i#]
> (TT0flse,,) 1550, < m T,
j=1 i) i=1
since f7(s) pi(s) < || fillw,, < [lfilla,,-
If we assume an extra condition namely, there exists jo with iy, > 0, which
implies (2.14), that is @, (t) ~ [ £ ) ds, then

0 s
P M, x - x M X Ay, x M

IN

- X M, — M.

Pjo—1 Pjo+1 Pm

This follows from:

@/Ot(flf?..fm)*(s)ds < /0%0 H%

J#Jo
< (IT0sl.) / %—()fm(S) *
J#Jo
< (H||fJIIM%)HfJOHA% oy

where 3, (s) = s/@j,(s) and we have used that ¢(t)/t is decreasing as ¢ is concave.
To end the proof we just have to check that 1/9; € (A, ) = Mg, , but this is so,
precisely by the assumption we have made on ¢j,.

Furthermore, if we assume that I, < 1 we have (2.14), that is p(t) ~ fg Eis) ds,
and then

Py Mg, x---xM, — M,

since we observe that
o) [ Uil Wl

pt) [ .
) < 52 [ S

= (T, )y | Z2s

and this last quantity is bounded due to our assumption on . In this case, since
X; — M,,, we also have

Pt Xy % - x X — M,

The above computations hold for general measure spaces, hence for (R™, dt), so
the continuity of P, is also established when substituting the spaces A, and M,
by A, and M,,. Since the spaces involved are all RIBF'S ~hence 1-convex—, the only
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condition needed in order to fulfill the conditions of Corollary 6.11 is that gx < oo
when X = A, or X = M, (in this later case the condition is precisely i, > 0).

Once we have shown that P, is bounded we can obtain estimates for a multilinear
Calderén-Zygmund operator 1. Under the corresponding hypothesis for each case
we have

T:Ag (w) x - x Ay (w) — Ay (w)
M, (w) - pio (W) X - X Mg, (w) — My (w)
M, (w) - om (W) — My (w)

T.Xl( ) X ~~><Xm( ) — M, (w)

provided min{py,,...,py,,} > 1 and w € Apingpy,
on the case, A, M, or X;.

pv,.}» Where Y; is, depending

,,,,,,

6.5. Exotic maximal operators. We mentioned in the introduction that there are
examples in Harmonic Analysis whose behavior is unusual since they are bounded
on LP(w) for any 0 < p < oo and any w € A,. The first example is the so called
geometric maximal operator defined by

M) =swesp (7 [ el ] )

Qo
This operator has been studied in the literature and we refer to [CUN2] and the
references therein. Also, in this paper it is shown the relationship with the following
operator:

M 7 ) = lim M (1) (2)".
Observe that pointwise My f(z) < M{f(z) and it is shown in [CUN2] that for many
functions they coincide. The observation is that for any 0 < p < oo and any w € A

M f(z)Pw(z)de < C |f(z)]P w(z) dx, (6.22)
R™ R™

To prove such inequalities we first observe that it suffices to deal with the case p =1,
since for any 0 < p < oo by definition of the operators: (Myf)? = My(|f|P) and
(MG f)? = MG(]f|P). Besides, using that w € A, implies w € A, for some 1 < ¢ < o0
and that M f(z) < M(\fﬁ) ()7, the case p = 1 follows since M is bounded on L9 (w).
Note that, as a consequence, M, satisfies the same estimate. However, this can be
seen in a different way using the ideas of Section 5. As before, it suffices to consider
the case p = 1. We set ¢(t) = ¢’ and fi(z) = [f(2)] X{p|f()>1)(*). Unfortunately,
¢ ¢ ® so we can not use Theorem 3.7. Nevertheless, the proof can be adapted in the
following way. Take 0 < v < 1 such that w € A/, and notice that ¢*(t) = ¢(t)* = e
is convex. Then as in the proof of Proposition 5.1 we have

Mof(x) < Mofi(x) < ¢(M(log f1)(x)) < M (¢*(log f1))(x)= = M(f7)(x)=.
Therefore, as M is bounded on L'/(w),
. Mo f(z) w(z) de < C - fiz)w(x)de < C - | (@) w(z) d.

Once we know that both M and M satisfy (6.22) we can apply Theorem 2.1 and
Theorem 3.1 with the (M f,|f]) and (Mof,|f])

Q=
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Theorem 6.12. Let X be a RIQBFS, p-convex for some 0 < p < 1 and with upper
Boyd index gx < 0o. Then for any w € Ay and 0 < q < 00,

. < CH(zjzlfﬂq)q ‘o)

1

M F e < C 1 o, H( (M3 1;)7)"

w

Similarly, if ¢ € ® satisfies (i) and (zz) in Theorem 3.1, then
[ o wedr<c [ o(lf@) v
and
ililggb Jw{z € R : M f(x |>)\}<C’sup¢ Jw{z € R : |f(z)] > A}
The same estimates hold with My in place of M.

Another related and more interesting operator is the minimal operator introduced
in [CUN1]:

i) = gl gy f Vol

The L? behavior of this operator is very surprising, since it satisfies the following: for
any 0 < p < oo and any w € A,

1 1
Rngﬁf(g:)pw(a:)dac<C’/Rn P w(z)de.

The proof of this estimate is given in [CUN1]. We present here a slightly different
approach, which establishes a two-weight inequality for 9t implying the desired esti-
mate by Remark 1.3. Let 0 < p < oo and 0 < w € L{_(R") be an arbitrary weight,
by this mean that w is not necessarily in A,,. For any 1 < ¢ < oo we consider the
function ¢(t) = #~4 which is convex. Then, by Jensen’s inequality for any () we have

|@\/ i) ” 1@\/ 7 (@) de

and therefore M (| f \7)(23)7% < Mf(x). Thus, we obtain the following two-weight
inequality for the minimal operator

: a Tw(x)dx L w(x) dz
anf(x)pw(x)de/nM(!f! «)(x)Tw(z)d gC/Rn |f@’pM (z) dz.

If we assume that w € Ay, which means Mw(x) < C'w(z), we conclude that

1 1
o (VA= /. TP )

for every w € Ay, and every 0 < p < oo. Therefore, by Remark 1.3, we can use the
extrapolation results in [CMP] to establish the same estimate for every wE A.

1
In this way we can apply Theorems 2.1 and 3.1 with the pairs <9ﬁ_f m)
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Theorem 6.13. Let X be a RIQBFS, p-convex for some 0 < p < 1 and with upper
Boyd index gx < 0o. Then for any w € Ay, and all 0 < g < o0,

Ex —O‘l H( amf;)) H( w)

Similarly, if ¢ € ® satzsﬁes (i) and ( zz) in Theorem 3.1, then
1 1
[ g ) v =e ¢(m) He

sup gb()\)w{x eR":

A>0

Q=

and

7 > M S O smoufe R )
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