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Abstract—Radial basis function (RBF) networks have advan-
tages of easy design, good generalization, strong tolerance to input
noise, and online learning ability. The properties of RBF networks
make it very suitable to design flexible control systems. This paper
presents a review on different approaches of designing and train-
ing RBF networks. The recently developed algorithm is introduced
for designing compact RBF networks and performing efficient
training process. At last, several problems are applied to test the
main properties of RBF networks, including their generalization
ability, tolerance to input noise, and online learning ability. RBF
networks are also compared with traditional neural networks and
fuzzy inference systems.

Index Terms—Adaptive control, fuzzy inference systems, neural
networks, online learning, radial basis function (RBF) networks.

I. BACKGROUND

THE Proportional-Integral-Differential (PID) algorithm

dominates the design of controllers in industrial appli-

cations [1]–[5]. It is maturely developed and can be easily

implemented in both software and hardware. The drawback of

a PID controller is that it only works well for linear systems

which are seldom appear in the real world.

For nonlinear controller design, one method is to approxi-

mate the system linearly around equilibrium points. With this

linear approximation, in limited input range, PID algorithm can

still be applied for nonlinear controller design.

An alternative method is to compensate the system nonlinear-

ity by introducing an opposite adaptive signal, so as to linearize

the input–output relationship.

Fuzzy inference systems are often adopted for the nonlinear

compensation. Li and Lee [6] presented the dynamic fuzzy

controller combined with two synergic PID controllers to si-

multaneously control both fluid- and radiation-based cooling

mechanisms, to dissipate exhaust heat of onboard electronic

components inside spacecraft to the outer space environment.

Suetake et al. [7] implemented the fuzzy controller on a digital
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signal processor, used to adjust the scalar speed of three-phase

induction motor. Abiyev and Kaynak [8] presented a type 2

TSK fuzzy neural system for identification and control of time-

varying plants. The advantage of fuzzy inference systems is

that the fuzzy models can be very easily designed using the

given data set without parameter adjustment. However, the

tradeoff of the very simple design process is the accuracy of

approximation. The control surfaces (input–output relationship)

obtained by fuzzy inference systems are often very raw, which

may lead to raw control and instabilities [9]. Therefore, for

nonlinear compensation, fuzzy inference systems are often not

directly applied in the control loop, instead, they are used to

adjust the control parameters, such as proportional, integral, and

differential factors in PID control. Another main disadvantage

of fuzzy inference systems is that both the computation cost

and response time are increased exponentially proportional to

the size of inputs.

Another way of nonlinear compensation is to use neural

networks as approximator. Bhattacharya and Chakraborty [10]

designed an adaptive controller based on the “adaline” net-

work to improve the dynamic performance of a shunt-type

active power filter. Cotton et al. [11] implemented neuron-by-

neuron algorithm which is used to train arbitrarily connected

neural networks on an inexpensive microcontroller. The sys-

tem was applied to compensate the nonlinearity in forward

kinematics. Comparing with fuzzy inference systems, neural

networks can achieve more accurate approximation and re-

sponse much faster. However, because of the improper selection

network architectures and training algorithms [12], engineers

often feel frustrated on the generalization ability of neural

networks.

Like neural networks and fuzzy inference systems, radial

basis function (RBF) networks [13] were also proven to be

universal approximator [14]. Because of the simple and fixed

three-layer architecture (Fig. 1), RBF networks are much easier

to be designed and trained than neural networks. From the point

of generalization, RBF networks can respond well for patterns

which are not used for training. RBF networks have strong

tolerance to input noise, which enhances the stability of the

designed systems. Therefore, it is reasonable to consider RBF

network as a competitive method of nonlinear controller design.

Lin and Lian [15] merged RBF networks with self-organizing

fuzzy controller, to optimize the parameter selection. The hy-

brid controller was applied to manipulate an active suspension

system. Tsai et al. [16] presented an adaptive controller using

RBF networks to perform self-balancing and yaw control for a

two-wheeled self-balancing scooter.
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Fig. 1. RBF network with H RBF units and a single output unit.

Control systems become more complicated if the nonlinear

behaviors change with the time, since unpredictable observation

data may be added or removed from the previous data set. In

this case, the traditional offline design of neural networks is

not capable to satisfy the dynamical design. Instead, approxi-

mation models with online learning ability, which can handle

dynamically changing data set, become attractive. Pucci and

Cirrincione [17] developed a wind generator based on induction

machines, and the growing neural gas network was applied

in the control loop as a virtual anemometer to replace the

speed sensors. Le and Jeon [18] presented a neural network

based low-speed-damping controller implemented on FPGA,

to remove nonlinear disturbance of the stepper motor at low

speeds. Online backpropagation learning algorithm was ap-

plied to avoid identification process for network parameters.

Xia et al. [19] introduced a fuzzy controller combined with an

online learning neural network identifier, to perform dynamic

decoupling control of permanent-magnet spherical motor.

Cai et al. [20] proposed a hybrid controller using fuzzy logic

and RBF networks, for intelligent cruise control of semiau-

tonomous vehicles. The network parameters are adjusted online

via gradient-based algorithm. Orlowska-Kowalska et al. [21]

developed an adaptive speed controller based on a fuzzy neural

network model with online parameter tuning ability. The neu-

rofuzzy controller is applied for speed estimation, so as to

remove mechanical speed sensors in the two-mass induction

motor drive.

The recently developed error correction (ErrCor) algorithm

with online training ability is introduced to design compact

RBF networks. The very efficient improved second-order gra-

dient algorithm is described for parameter adjustment in RBF

networks. By comparing with neural networks and fuzzy infer-

ence systems, the paper is purposed to present the advantages

of RBF networks for dynamic system design.

The paper is organized as follow. In Section II of the pa-

per, the fundamentals of RBF networks are introduced briefly.

Section III presents the relationships between RBF networks,

neural networks, and fuzzy inference systems. Section IV in-

troduces the ErrCor algorithm, as a hierarchical method of

constructing the hidden layer of RBF networks. Section V

derives the second-order gradient method for training RBF

networks. Section VI gives experiments to test the properties

of RBF networks, comparing with neural networks and fuzzy

inference systems; experiments also prove the online behaviors

of RBF networks.

II. FUNDAMENTALS OF RBF NETWORKS

Fig. 1 shows the three-layer architecture of the RBF network

consisting of I inputs, H RBF units, and a single output unit.

Notice that, for problems with multiple outputs, they can be

analyzed as the combination of several subproblems, each of

which has a single output unit.

Applying the data set xp = {xp,1, xp,2, xp,3, . . . , xp,i, . . . ,

xp,I}, the basic computations of the RBF network in Fig. 1

consist of three steps:

1) Input Layer Computation: At the input layer, each input

xp,i is scaled by the input weights ui,h which presents the

weight connection between the ith input and RBF unit h

yp,h,i = xp,iui,h (1)

where vector yp,h = {yp,h,1, yp,h,2 . . . yp,h,i . . . yp,h,I} is the

scaled inputs. h is the index of RBF units, from 1 to H; i is the

index of inputs, from 1 to I; p is the index of training patterns,

from 1 to P . In simplest approach, all the input weights u are

set as “1.”

2) Hidden Layer Computation: The output of RBF unit h is

calculated by

ϕh(xp) = exp

(

−
‖yp,h − ch‖

2

σh

)

(2)

where ϕh(•) is the activation function of RBF unit h. ch and

σh are the center and width, respectively, which are the key

properties to describe the RBF unit h. ‖ • ‖ represents the

computation of Euclidean norm of two vectors.

3) Output Layer Computation: The network output for pat-

tern xp is calculated as the sum of weighted outputs from RBF

units

op =
H

∑

h=1

ϕh(xp)wh + w0 (3)

Where: wh represents the weight value on the connection

between RBF unit h and network output. w0 is the bias weight.

III. RELATIONSHIPS BETWEEN RBF NETWORKS, NEURAL

NETWORKS, AND FUZZY INFERENCE SYSTEMS

A. RBF Networks and Neural Networks

Because of the similar layer-by-layer topology, it is of-

ten considered that RBF networks belong to multilayer per-

ceptron (MLP) networks. It was proved that RBF networks

can be implemented by MLP networks with increased input

dimensions [22].

Except the similarity of network topologies, RBF networks

and MLP networks have different properties. First, RBF net-

works are simpler than MLP networks which usually have

more complex architectures. Second, RBF networks are often

easier to be trained than MLP networks because of the simple
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Fig. 2. Different classification mechanisms for pattern classification in two-dimension space. (a) RBF network. (b) Separation result of RBF network. (b) MLP
network. (c) Separation result of MLP network.

and fixed three-layer architecture. Third, RBF networks act

as local approximation networks and the network outputs are

determined by specified hidden units in certain local receptive

fields, while MLP networks work globally and the network

outputs are decides by all the neurons. Fourth, it is essential to

set correct initial states for RBF networks, while MLP networks

use randomly generated parameters initially. Last and most

importantly, the mechanisms of classification for RBF networks

and MLP networks are different: RBF clusters are separated

by hyper spheres, while in neural networks, arbitrarily shaped

hyper surfaces are used for separation. In the simple two-

dimension case as shown in Fig. 2, the RBF network in Fig. 2(a)

separates the four clusters by circles or ellipses [Fig. 2(b)],

while the neural network in Fig. 2(c) does the separation by

lines [Fig. 2(d)].

B. RBF Networks and Fuzzy Inference Systems

The original design of RBF networks was somehow similar

to TSK fuzzy inference systems [23], as shown in Fig. 3.

• Both models have weighted sum or weighted average as

network outputs

• The number of hidden units of RBF networks can be the

same as the number of IF-THEN fuzzy rules in fuzzy

inference systems

• The receptive filed functions of RBF networks perform the

similar mapping like the membership functions do in fuzzy

inference systems

Fig. 3. Similar architectures of fuzzy inference systems and RBF networks.
(a) TSK fuzzy system. (b) RBF networks.

Like fuzzy inference systems, the original RBF networks can

be directly designed based on a given data set.

• The number of RBF units is equal to the number of

patterns or clusters

• Each pattern is applied as the center of related RBF unit

• No training process is required
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With this approach, RBF networks can be considered as di-

rect replacement of TSK fuzzy inference systems with Gaussian

membership functions. In both TSK fuzzy inference systems

and RBF networks, better approximation accuracy can be ob-

tained if systems are tuned with learning process. Similarities

between RBF networks and fuzzy inference systems were pre-

sented in literatures: Roger and Sun [24] proved the equivalence

between RBF networks and fuzzy inference systems; Jin and

Sendhoff [25] proposed a method to extract interpretable fuzzy

rules from RBF networks; Li and Hori [26] developed an

algorithm using RBF networks to interpret the fuzzy rules.

C. Improved RBF Networks

To design more compact and efficient RBF networks, the

approach described above was further improved by several

methods of RBF network constructions. Moody and Darken

[27] applied self-organized selection to determine the centers

and widths of receptive fields. Wu and Chow [28] proposed

an extended self-organizing map to optimize the number of

RBF units. Chen et al. [29] presented an orthogonal least

square (LS) algorithm to evaluate the optimal number of hidden

units. Hwang and Bang [30] constructed the hidden layer

of RBF networks by an improved adaptive pattern classifier.

Orr [31] introduced a regularized forward selection method,

as the combination of forward subset selection and zero-order

regularization, to select the centers of RBF networks.

Further improvements were possible by introducing learning

algorithms to adjust parameters of RBF networks. The simplest

learning algorithm is the linear LS method, which works only

for output weights adjusting and performs poorly for nonlinear

cases. Iterative regression [32] and singular value decomposi-

tion [33] enhance the nonlinear performance of output layer.

Based on gradient decent concept, lots of methods [34], [35]

have developed to perform “deeper” training on RBF networks

because, besides output weights, more parameters, such as

centers and widths of RBF units, are adjusted during the learn-

ing process. First-order gradient methods have very limited

search ability and take a long time for convergence. Kalman

filter training algorithm provides similar performance with first-

order gradient descent method, but it significantly improves the

training speed [36]. Genetic algorithm [37] is very robust for

training RBF networks. Since it performs global search, genetic

algorithm does not suffer from local minima problem, but it

is very time and computation expensive, particularly when the

search space is huge.

In conclusion, the design of RBF networks consists of two

important parts: (1) network construction; (2) parameter ad-

justment. In the following two sections, we will introduce our

recently developed ErrCor algorithm for network construction

and improved second-order (ISO) algorithm for parameter

adjustment.

IV. RBF NETWORK CONSTRUCTION

Like other nonlinear networks, RBF networks face the same

controversy to choose the number of RBF units: too few RBF

units cannot get acceptable approximations, while too many

Fig. 4. Desired surface.

RBF units lead to expensive computation and may cause over-

fitting problem [9], [12], [38]. In this section, we will introduce

a recently developed ErrCor method, purposed to find proper

size of RBF networks and initial centers of RBF units. Then,

two examples are presented to test the efficiency of ErrCor

algorithm by comparing with other algorithms.

A. Error Correction Algorithm

To illustrate the basic idea of the ErrCor algorithm, let us

have an example to approximate the simple surface shown in

Fig. 4, obtained by

z(x, y) = sin x + cos y. (4)

As shown in Fig. 4, there are three main peaks and valleys

in the surface. Considering the peak shape of the output of

RBF unit with kernel function (2), at least three RBF units are

required for approximation. In the following steps, let us build

the RBF network from scratch using the ErrCor algorithm.

1) Consider the initial outputs of the RBF network as 0. In

this case, Fig. 4 not only presents the desired surface, but

also describes the error surface between desired outputs

and actual outputs. By going through the data set of

current error surface in Fig. 4, the lowest valley marked

as point A can be found.

2) Add the first RBF unit and set its initial center as the

coordinate of point A. Initial width and weight are “1,”

as shown in Fig. 8(a).

3) Train the RBF network until convergence [Fig. 8(b)].

Fig. 5 shows the approximation result of the network with

one RBF unit. By comparing with the error surface in

Fig. 5(b), one may notice that the lowest valley in Fig. 4

(point A) is eliminated.

4) Go through the data set of error surface in Fig. 5(b) and

find the location of the lowest valley marked as point B.

5) Add the second RBF unit and set its initial center equal

to the coordinate of point B; also using “1” as its initial

width and weight. Keep the rest of the RBF network

the same as it was constructed in step 3), as shown in

Fig. 8(c).
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Fig. 5. Approximation results with 1 RBF unit. (a) Approximated surface. (b) Error surface.

Fig. 6. Approximation results with 2 RBF units. (a) Approximated surface. (b) Error surface.

Fig. 7. Approximation results with 3 RBF units. (a) Approximated surface. (b) Error surface.

6) Train the increased RBF network until convergence

[Fig. 8(d)]. Fig. 6 presents the approximation result.

Again, the lowest valley in the previous error surface

[point B in Fig. 5(b)] has disappeared.

7) Repeat the process from steps 4) to 6), the lowest valley in

current error surface [point C in Fig. 6(b)] is corrected, by

adding the third RBF unit. The result is shown in Fig. 7.

Fig. 8 shows the building process of RBF networks, based on

the procedure described in step 1) to step 7).

One may notice that the ErrCor algorithm described from

steps 1) to 7) can find the locations of the three peaks and

valleys in the desired surface in Fig. 4 with 3 RBF units.

More accurate results can be obtained by furthering the ErrCor

computation above with more RBF units.
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Fig. 8. Network constructions according to the procedure described from step
1) to step 7): (a) step 2); (b) step 3); (c) step 5); (d) step 6); (e) and (f) step 7).
Blue RBF unit is newly added and initialed by ErrCor algorithm. All the input
weights are set as “1” and not adjusted during learning process.

B. Comparison With Other Algorithms

To illustrate the efficiency of the ErrCor algorithm for

RBF network construction, let us have two examples to make

comparison between different algorithms for designing RBF

networks. The training process used in the two examples will

be discussed in the next section.

The first example is aimed to solve the Boston Housing

problem [39]. The problem consists of 506 observations. In

the experiment, for each trial, 481 observations are randomly

selected (without duplication) as training data and the remain-

ing 25 observations are used to test the trained RBF networks.

The training/testing results are averaged by ten trials. In this

example, the proposed ErrCor algorithm is compared with an-

other hierarchical growing/pruning strategy (GGAP algorithm)

for network construction presented in a well-cited paper [40].

In addition, other three algorithms, MRAN algorithm [41],

RANEKF algorithm [42], and RAN algorithm [43], are also

taken into comparison.

Fig. 9 presents the average training/testing root mean square

errors, as the increasing of the number of RBF units.

From Fig. 9, one may notice that ErrCor algorithm can reach

the better training/testing accuracy with much less number RBF

units than other four algorithms.

The second example is the two-spiral classification problem,

which is purposed to separate the two groups of twisted points

(blue star points and red circle points) as shown in Fig. 10(a).

Fig. 9. Relationship between training/testing root mean square errors and the
number of RBF units.

With ErrCor algorithm, to reach the training average sum

square error, 0.0001, at least 30 RBF units are required for

network construction, and the classification result is presented

in Fig. 10(b).

In addition to the ErrCor algorithm, the experimental results

of other three algorithms are extracted from literature [44]–[46]

for comparison, as presented in Table I.

With the comparison results of the two examples, it is rea-

sonable to recommend the proposed ErrCor algorithm as a very

efficient algorithm for design compact RBF networks.

V. LEARNING ALGORITHMS

In this section, we will introduce a newly developed ISO al-

gorithm, which is capable of adjusting not only output weights

w, widths σ, and centers c, but also the input weights u, as

shown in Fig. 1.

By incorporating the second-order computation procedure

presented in [47], the update rule of the ISO algorithm is

∆k+1 = ∆k − (Qk + µkI)
−1gk (5)

where k is the index of iteration, ∆ is the parameter vector, µ

is the combination coefficient, I is the identity matrix, Q is the

quasi Hessian matrix, and g is the gradient vector.

Quasi Hessian matrix Q is calculated as the sum of sub-

matrices qp

Q =

P
∑

p=1

qp (6)

where submatrix qp is calculated by

qp = jTp jp (7)

where jp is the Jacobian row calculated as

jp =

[

∂ep

∂∆1

∂ep

∂∆2

. . .
∂ep

∂∆n

· · ·
∂ep

∂∆N

]

(8)

where n is the index of parameters, from 1 to N , where N is

the number of parameters. ep is the error calculated by

ep = dp − op (9)
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Fig. 10. Two-spiral problem (a) and the generalization result (b) obtained by the ErrCor algorithm with 30 RBF units.

TABLE I
COMPARISON OF NETWORK SIZES REQUIRED FOR SOLVING TWO-SPIRAL

PROBLEM USING DIFFERENT ALGORITHMS

where d is the desired outputs obtained from data set and o is

the actual output calculated by (3).

Gradient vector g is calculated as the sum of subvectors ηp

g =

P
∑

p=1

ηp (10)

where subgradient vector ηp is calculated by

ηp = jTp ep. (11)

Considering the four types of parameters, including input

weights u, output weights w, centers c, and widths σ, the

elements of Jacobian row jp in (8) can be rewritten as

jp =

[

∂ep

∂ui,h

· · ·
∂ep

∂w0

· · ·
∂ep

∂wh

· · ·
∂ep

∂ch,i

· · ·
∂ep

∂σh

]

. (12)

By combining (1)–(3) and (9), and using the differential

chain rule, elements of Jacobian row jp are calculated by

∂ep

∂ui,h

=
2whϕh(xp)xp,i(xp,iui,h − ch,i)

σh

(13)

∂ep

∂w0

= −1 (14)

∂ep

∂wh

= −ϕh(xp) (15)

∂ep

∂ch,i

= −
2whϕh(xp)(xp,iui,h − ch,i)

σh

(16)

∂ep

∂σh

= −
whϕh(xp)‖xp × uh − ch‖

2

σ2
h

. (17)

With (13)–(17), all the Jacobian row elements in (12) for

pattern p can be obtained. Then, the related sub quasi Hessian

matrix qp and subgradient vector ηp can be computed by (7)

and (11), respectively.

Being different from traditional Levenberg Marquardt algo-

rithm [48], the ISO algorithm does not require Jacobian matrix

storage and multiplication. All elements of quasi Hessian ma-

trix Q and gradient vector g are computed directly using (6)

and (10). This computation routine can be applied to handle

problems with basically unlimited number of training patterns.

VI. EXPERIMENTAL RESULTS

To design the dynamic systems with good performance, it is

important to choose the network models with:

• Good generalization ability: the generalization ability

evaluates the quality of responses to the new patterns

which are not used for system design. For a given network

model, as the increasing of network size, the generaliza-

tion ability often becomes better firstly; when the network

size reaches certain point, the generalization ability gets

saturated or unpredictably worse [12].

• Strong tolerance to input noise: in really system design,

input signals are often not completely clean; instead, they

consist of original signals and noises. The tolerance to in-

put noise represents the difference of responses when both

original signals and noised signals are applied as inputs.

The stronger the tolerance is, the smaller the difference

will be.

• Online learning ability: the online process is an opposite

concept of traditional offline design. For offline design,

the whole systems have to be redesigned from scratch

when new data set are introduced. Differently, for online

process, the systems can be updated based on the previous

design parameters: if the previous data set are not impor-

tant any more (in some time various systems), only the

new data set take part in system updating; otherwise, the

whole data set should be considered (in the experiment C

followed).

Three problems are applied to test the abilities of RBF

networks from the point of the three requirements above for

dynamic system design. In all the problems, ErrCor algorithm
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Fig. 11. Peak surface with different number of points. (a) 10 × 10 points. (b) 100 × 100 points.

Fig. 12. Approximation results of three methods: for FCC networks,
x-coordinate is the number of hidden neurons; for fuzzy inference systems,
x-coordinate is equal to 20, as the number of membership functions; for RBF
networks, x-coordinate is the number of RBF units.

combined with the ISO computation is applied for constructing

and training RBF networks.

A. Generalization Ability

Peak problem comes from the MATLAB function peaks.

The surface in Fig. 11(a) consists of 10 × 10 points. The

purpose of peak problem is to use the 100 point in Fig. 11(a)

to approximate the surface with 100 × 100 points in the same

range [Fig. 11(b)].

For traditional neural networks, fully connected cascade

(FCC) networks [49] and neuron-by-neuron algorithm [50] are

applied to training. For each neural network topology, the train-

ing process is repeated for 10 times with randomly generated

initial weights, and the results are obtained as the average values

of the ten trials. For fuzzy inference systems, TSK architecture

[23] and ten triangular membership functions in each direction

(20 totally) are used for the approximation. Fig. 12 presents the

approximation results of the three methods. Notice that there is

no training process for fuzzy systems.

Fig. 13. Approximation result of fully connected cascade (FCC) neural
network with 20 bipolar sigmoidal activation functions: ETrain = 1.920×
10
−10 and ETest = 2.922× 10

−3.

Based on the experimental results presented in Fig. 12, there

could be several observations as follows.

1) As the increase of hidden units, the training errors of both

FCC networks and RBF networks are decreasing.

2) As the increase of hidden units, the testing errors of both

FCC networks and RBF network are decreasing at first,

and then get saturated. It is possible that, for a single

trial, the generalization ability of FCC networks is better

than RBF networks (Figs. 13 and 14), but for the average

results shown in Fig. 12, the generalization ability of FCC

networks is worse than RBF networks.

3) The TSK fuzzy architecture gets the smallest error for

fitting the sampling points, but it requires 20 membership

functions, and its generalization result is worse than both

FCC networks and RBF networks with much less number

of hidden units (Fig. 15).

Figs. 13–15, respectively show the generalization results of

FCC networks (best one in ten trials), RBF networks, and TSK

fuzzy systems, each of which has 20 activation/membership

functions.

One may conclude that RBF networks get the much more

stable generalization ability than traditional neural networks

and better generalization than TSK fuzzy systems.



5446 IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 58, NO. 12, DECEMBER 2011

Fig. 14. Approximation result of RBF network with 20 RBF units: ETrain =

2.241× 10
−10 and ETest = 3.271× 10

−3.

Fig. 15. Approximation result of TSK fuzzy system with ten member-
ship functions in each direction (20 totally): ETrain = 1.688× 10

−30 and
ETest = 1.761× 10

−1.

B. Input Noise Rejection

Character image recognition problem is applied to test the

input noise rejection ability of both RBF networks and tra-

ditional neural networks. As shown in Fig. 16, there are ten

character images from “K” to “T” in each of the eight columns.

Each character image consists of 8 × 7 = 56 pixels which are

normalized in Jet degree between −1 to 1 (−1 for blue and

1 for red). The first column (from left) is the original character

image data without noise and used as training patterns; while

the remaining 7 seven columns are noised and used as testing

patterns. The strength of noise is calculated by

NPi = P0 + i × δ (18)

where P0 is the original character image data in the 1st column

(from left); NPi is the image data with ith level noise and i is

the noise level from 1 to 7, related with the noised images from

the second column to the eighth column (left to right) in Fig. 16.

δ is the randomly generated noise between [−0.5, 0.5].

Fig. 16. Character images with different noise levels from 0 to 7 in left-to-
right order (one data set in 100 groups).

In this experiment, both traditional networks and RBF net-

works will be built based on the training patterns (first column),

and then tested by noised patterns (from second column to

eighth column). For each noise level, the testing will be re-

peated for 100 times with randomly regenerated noise.

Using traditional neural networks, the MLP network, 56-10,

is applied for training. Table II below shows the testing results

of the trained MLP network. One may notice that incorrect

recognition happens when images with second level noise are

tested.

The RBF network used for solving this problem consists

of ten RBF units with initial centers corresponding to the ten

images without noise (first column), respectively. After training

process, noised images are applied to test the trained RBF

network. The performance of trained RBF network is shown in

Table III below. One may notice that recognition error appears

when fourth level noised patterns are tested.

Fig. 17 shows the average success rates of two types of net-

work architectures in the character image recognition problem.

One may notice that RBF networks (red solid line) perform

more robust and have better input noise rejection ability than

traditional neural networks (blue dash line).

C. Online Training

For problems where training data change dynamically, online

training is necessary. Algorithm has the online training ability

if it is designed hierarchically. In the experiment, the online

updating of the designed RBF networks for new patterns is

illustrated by the forward kinematics problem [51].
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TABLE II
SUCCESS RATES OF THE TRAINED MLP NETWORK FOR CHARACTER IMAGE RECOGNITION

TABLE III
SUCCESS RATES OF THE TRAINED RBF NETWORK FOR CHARACTER IMAGE RECOGNITION

Fig. 17. Average recognition success rates of the trained MLP network and
RBF network under different levels of noised inputs.

Fig. 18. Tow-link planar manipulator.

The forward kinematics problem is purposed to simulate

the movement of robot’s end effectors and locate the position

when joint angles changes. Fig. 18 shows the two-link planar

manipulator.

As shown in Fig. 18, for 2-D forward kinematics problem,

the coordinates of end effector are calculated by

x =L1 cos α + L2 cos(α + β) (19)

y =L1 sin α + L2 sin(α + β) (20)

where (x, y) is the coordinate of the end effector marked in the

Fig. 18. α and β are joint angles. L1 and L2 are the lengths

of arms. In this experiment, let us set L1 = L2 = 1 and all

training/testing data are generated by (20).

To emphasize the online learning ability of RBF networks,

the experiment is organized in two steps: (1) Generate 49

training patterns and 961 testing patterns, with parameters α

and β uniformly distributed in range [0, 3]; (2) Extend the

range of parameters α and β from [0, 3] to [0, 6], so that 120

new training patterns and 2760 testing patterns are generated

(uniformly distributed) and combined with the original training

patterns and testing patterns, respectively.

All the training and testing patterns are visualized in

Figs. 19 and 20 below. Only y-dimension is considered in the

experiment.

First, by applying the ErrCor algorithm, the training/testing

average sum square error trajectories of step 1 are obtained as

shown in Fig. 21.

From Fig. 21, it can be seen that, when the number of RBF

units increases to 3 (point C in Fig. 21), the RBF network can

reach the desired accuracy approximation, 0.01.

For the step (2) of the experiment, two training procedures

are performed. The one is the online training process, starting

from the trained network with 3 RBF units in step (1), marked

as point C in Fig. 21; the other is the offline training process,

starting from scratch. The error trajectories of both online and

offline training processes are presented in Fig. 22.
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Fig. 19. Forward kinematics, step (1). (a) Training data set, 49 points. (b) Testing data set, 961 points. Parameters α and β are uniformly distributed in
range [0, 3].

Fig. 20. Forward kinematics, step (2). (a) Training data set, 169 points. (b) Testing data set, 3721 points. Parameters α and β are uniformly distributed in
range [0, 6].

Fig. 21. Step (1): error trajectories as the increase of RBF units. The marked
point C is the convergent result of step (1) and the trained RBF network at this
point will be used as the initial condition of step (2) for online training.

As the experimental results shown in Fig. 22, it can be

noticed that, for step (2), the online training process works

quite well, and it reaches the desired accuracy (0.01) when the

fifth RBF unit is added (point A in Fig. 22). For the offline

Fig. 22. Step (2): blue circles and stars present the error trajectories of the
online training process, while red squares and marks show the error trajectories
of the offline training process.

training process, 8 RBF units are required for convergence

(point B in Fig. 22). Notice that, even though totally 8 RBF

units are required for both training procedures, the special
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TABLE IV
COMPARISON OF NEURAL NETWORKS, RBF NETWORKS,

AND FUZZY INFERENCE SYSTEMS

online expertise makes the ErrCor algorithm quite suitable for

building dynamic systems [18]–[21].

VII. CONCLUSION

For nonlinear compensation in dynamic systems, networks

should have good generalization ability and strong tolerance

to input noise. Furthermore, according to the study on the

recent literatures, the online learning behavior is attracting more

and more attentions in designing time-variant adaptive control

systems. The paper is aimed to recommend RBF networks for

dynamic system design, by comparing with traditional neural

networks and fuzzy inference systems.

In this paper, the recently developed ErrCor algorithm was

introduced as a robust method to build very compact RBF

networks. Combining with the ISO computation, the design

procedure becomes more efficient.

Based on the comparison in Section III and experimental

results in Section VI, Table IV concludes the properties of

neural networks, fuzzy inference systems, and RBF networks.

With the advantages of easy design, stable and good gen-

eralization ability, good tolerance to input noise, and online

learning ability, RBF networks are strongly recommended as

an efficient and reliable way of designing dynamic systems.

The ErrCor algorithm is implemented in the training tool

which can be downloaded freely from the following website:

http://www.eng.auburn.edu/~wilambm/nnt/index.htm.
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