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Learning Xiang Zhang, Lina Yao, Feng Yuan University of New South Wales, Sydney, Australia xiang.zhang3@student.unsw.edu.au,lina.yao@unsw.edu.au,feng.yuan@student.unsw.edu.au ABSTRACT Semi-supervised learning is sought for leveraging the unlabelled data when labelled data is difficult or expensive to acquire. Deep generative models (e.g., Variational Autoencoder (VAE)) and semisupervised Generative Adversarial Networks (GANs) have recently shown promising performance in semi-supervised classification for the excellent discriminative representing ability. However, the latent code learned by the traditional VAE is not exclusive (repeatable) for a specific input sample, which prevents it from excellent classification performance. In particular, the learned latent representation depends on a non-exclusive component which is stochastically sampled from the prior distribution. Moreover, the semi-supervised GAN models generate data from pre-defined distribution (e.g., Gaussian noises) which is independent of the input data distribution and may obstruct the convergence and is difficult to control the distribution of the generated data. To address the aforementioned issues, we propose a novel Adversarial Variational Embedding (AVAE) framework for robust and effective semi-supervised learning to leverage both the advantage of GAN as a high quality generative model and VAE as a posterior distribution learner. The proposed approach first produces an exclusive latent code by the model which we call VAE++, and meanwhile, provides a meaningful prior distribution for the generator of GAN. The proposed approach is evaluated over four different real-world applications and we show that our method outperforms the stateof-the-art models, which confirms that the combination ofVAE++ and GAN can provide significant improvements in semi-supervised classification. KEYWORDS Variational Autoencoder, Generative Adversarial Networks, Representation Learning, Semi-supervised Classification ACM Reference Format: Xiang Zhang, Lina Yao, Feng Yuan. 2019. Adversarial Variational Embedding for Robust Semi-supervised Learning. In The 25th ACM SIGKDD Conference on Knowledge Discovery and Data Mining (KDD '19), August 4-8, 2019, Anchorage, AK, USA. ACM, New York, NY, USA, 9 pages. https:/ /doi.org/1 0. l 145/3292500.3330966 Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. 

KDD '19, August 4-8, 2019, Anchorage, AK, USA © 2019 Association for Computing Machinery. ACM ISBN 978-1-4503-6201-6/19/08 ... $15.00 https:/ /doi.org/10. l 145/3292500.3330966 (a) Standard VAE (b)VAE++Figure 1: Comparison of the standard VAE and the proposed VAE++. x: and x:' denote the input and the reconstructed data. µ and a denote the learned expectation and standard deviation, Zs denotes the stochastically sampled latent representation which is composed byµ, a, and E, where Eis randomly sampled from N(O, 1). In standard VAE, Zs is regarded as the learned representation while, in VAE++, ZJ denotes the proposed exclusive latent representation which can be used for classification. 1 INTRODUCTION Semi-supervised learning from data is one of the fundamental challenges in artificial intelligence, which considers the problem when only a subset of the observations has corresponding class labels [6]. This issue is of immense practical interest in a broad range of application scenarios, such as abnormal activity detection [32], neurological diagnosis [24], and computer vision [7]. In these scenarios, it is easy to obtain abundant observations but expensive to gather the corresponding class labels. Among existing approaches, Variational Autoencoders (VAEs) [12, 28] have recently achieved state-of-the-art performance in semi-supervised learning. VAE models provide a general framework for learning latent representations: a model is specified by a joint probability distribution both over the data and over latent random variables, and a representation can be found by considering the posterior on latent variables given specific data [20]. The learned representations can not only be used for generation but also for classification. For instance, VAE provides a latent feature representation of the input observations, where a separate classifier can be thereafter trained using these representations. The high quality of latent representations enables accurate classification, even with a limited number of labels. A number of studies have applied VAE in semi-supervised classification in the computer vision area [12, 17, 20]. 1.1 Motivation Why we propose the VAE++ . One major challenge faced by the existing VAE-based semi-supervised methods is that the latent representations are stochastically sampled from the prior distribution instead of being directly rendered from the explicit observations. Inparticular, as shown in Figure la, the learned latent representations 
Zs are randomly sampled from a multivariate Gaussian distribution Research Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA

139



Research Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA

140



Research Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA

141



Research Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA

142



Research Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA

143



Research Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA

144



Research Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA

145



Research Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA

146



Research Track Paper KDD ’19, August 4–8, 2019, Anchorage, AK, USA

147


