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Abstract

In the current era of social media, the popularity of smartphones and social media platforms has increased exponentially.

Through these electronic media, fake news has been rising rapidly with the advent of new sources of information, which

are highly unreliable. Checking off a particular news article is genuine or fake is not easy for any end user. Search engines

like Google are also not capable of telling about the fakeness of any news article due to its restriction with limited query

keywords. In this paper, our end goal is to design an efficient deep learning model to detect the degree of fakeness in a

news statement. We propose a simple network architecture that combines the use of contextual embedding as word

embedding and uses attention mechanisms with relevant metadata available. The efficacy and efficiency of our models are

demonstrated on several real-world datasets. Our model achieved 46.36% accuracy on the LIAR dataset, which outper-

forms the current state of the art by 1.49%.

Keywords Fake News � Social Media � Contextualized Features � Deep learning � Neural Network

1 Introduction

Fake news has seen steep growth since the onset of the

digital age. Every year, the ratio of Internet users [1] to the

population of the world is increasing, currently standing at

as high as 57%. With this increasing ratio, the reliability of

any piece of news decreases, demeaning the credibility of

the press and media. In the course of recent years, the

popularity of smartphones and social networking websites

has also increased at an exponential rate. Any end user can

deceive hundreds of people in a short period and cause

harm to individuals or society using the social media

platforms available online. In recent times, fake news has

also been responsible for increasing political polarization

among different cohorts. A few examples include the

controversy created during the 2017-Trump visit with pope

Francis and the 2016 presidential election campaign in the

USA [1–3].

Sharing and publishing counterfeit content over any

social media platform are always questionable in terms of

security perspective. Few well-known examples of fake

news that had been trending during the 2016 US Presi-

dential General Election [3] and COVID-19 (corona-virus)

have been shown with the help of Fig. 1. Because of our

inability in distinguishing real from false news, these news

items lead to a negative impact [3, 5] in society. Maligned

facts are mostly promoted to support a cause, as it hap-

pened in the UK, where the public was misinformed about

the UK immigration policies to follow after Brexit to

influence the referendum. They might also overshadow the

more critical issues that must be known to the public [3].

The problem of fake news has been addressed quite

extensively by researchers, which is not only challenging

but also requires checking the facts [1]. Many datasets
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(e.g., LIAR [4], FakeNewsCorpus [2], Fake or Real news

[6]) have been made available to the public for accurate

fake news detection. In this paper, experiments have been

conducted using the LIAR dataset, which contains news

statements collected from debates, Facebook posts, etc.,

along with the information about the speaker having six

class annotations that decide the degree of the fakeness of a

statement where a lengthy analysis report grounds each

judgment.

With recent advances [1, 3, 5, 26], fake news has been

investigated by utilizing supervised and unsupervised

methods [1, 7, 8, 27, 28]. Another notable model which is

based on word vectors for pre-training the classification

models is Global Vectors (GloVe) [11, 12]. These methods

are widely used in the natural language processing (NLP)

domain for classifying fake news [16]. In the NLP domain,

for fake news detection, it has become imperative to

develop deep neural architectures that are capable to learn

hierarchical representations [9, 13, 14] of complete

sentences.

1.1 Motivation and research goal

Fake news detection is one of the most active research

areas with a focus of attention from various researchers

across the world. A huge scope of improvement exists in

the field of fake news detection due to insufficient context-

specific news data for training. Employing deep learning

techniques for detecting fake news gives a particular

advantage over classical approaches because of its ability

to engineer high-level features from the data. The above-

mentioned issues motivate us to build an effective deep

learning model for fake news detection.

Research Goal: Utilizing our proposed Neural Archi-

tecture using contextual features to improve fake news

detection.

1.2 Our contribution

Deep neural architecture [2, 10, 33–35] has gathered huge

attention from researchers due to its automatic feature

extraction capability and demonstrated successful results

Fig. 1 Examples of some Fake News spread over social media (Source: Facebook and Twitter)
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[8, 15, 31, 32]. The progress of NLP [2, 3, 13, 17] has

motivated us to design of our proposed model for

improving fake news detection. We propose a model

architecture relying on the attention mechanisms to draw

dependencies between metadata attributes and news state-

ments and contextualized embedding to capture the

semantic meaning of the sentence. The model is evaluated

on the dataset provided by Wang [4]. The results of our

experiment show that the use of contextual embedding and

incorporating attention improves performance on the

dataset. Our accuracy reaches 46.36% on the LIAR dataset,

which is 1.49% higher than the current state-of-the-art

methods. Our proposed model has shown an improvement

in the classification results on real-world fake news data-

sets, which makes it effective in detecting fake news

accurately.

The research paper is organized in the following man-

ner. Section 2 describes the many existing approaches used

in the field of fake news detection. Section 3 introduces the

model architecture used. Section 4 specifies the experiment

design and training details. Section 5 shows the compar-

ison results with our proposed model. Section 6 evaluates

the proposed model and presents experimental results with

analysis. Section 7 shows the conclusion and future

directions.

2 Related work

The goal of detecting fake news and classifying news

statements into one of the six classes denoting the degree of

fakeness has mostly been done using a word embedding

such as Google word2Vec [8] or GloVe embedding [11] to

capture the semantic meanings of words followed by

adding metadata information to the model by either con-

catenating their fixed representations to the sentence or

using attention mechanisms. However, in this model,

instead of just capturing the meaning of the news state-

ments at the word level, contextualized word representation

[18] was used to model complex characteristics of word

use across various linguistic contexts.

In one of the investigation, the authors [6] proposed a

hybrid LSTM model in their research, where the LSTM

layer is used for obtaining the representation of news

articles on which attention is applied. Two attention factors

are constructed; one used only the speaker information,

whereas the other used topic information of the news

articles. These speaker profiles are passed through a second

LSTM to obtain vector representation of speakers which

are concatenated and fed through a dense layer to obtain a

prediction.

In one of the research [19], the authors proposed a deep

ensemble model that used bi-directional long short-term

memory (Bi-LSTM) to capture sequential information and

convolutional neural networks (CNN) to capture the hidden

features efficiently. These combined representations are

used to capture the relations among the various attributes,

which are all merged by a six-neuron dense layer at the

end.

In one of the investigation [37], the authors proposed a

novel attention mechanism for effective fake news detec-

tion. In their model, the authors have utilized an active

learning framework to enhance learning performance in the

case of labeled data. The authors have used two real-world

datasets to validate the results. In another similar research

[38], the authors proposed a novel knowledge-driven

graph-CNN for fake news detection. The authors have

utilized the concept of jointly modeling the different fea-

tures (visual, textual, knowledge-based features) into a

unified framework. The authors have used two real-world

social media datasets, PHEME and WEIBO, for their

investigations. They have achieved improved classification

results. In one of the exploration [39], the authors proposed

a deep face clustering method using residual graph con-

volutional network. In their network, the authors consid-

ered more hidden layers. For each node in the network, the

authors used k-nearest neighbor algorithm to construct its

sub-graphs. The authors have achieved more efficient and

better clustering results in the experiments. Authors uti-

lized different real-world datasets to validate the results.

However, in this model, instead of just capturing the

meaning of the news statements at the word level, con-

textualized word representation [11] was also used to

model complex characteristics. Attention mechanisms are

used to emphasize important words in the sentence by

computing a representation of the sequence using some

additional information such as metadata or the sentence

itself, in which case, it is referred to as self-attention. These

have been very useful in tasks like question answering

system, text summarization, etc. In the following sections,

we will describe contextualized embedding, attention

function, and network architecture.

Existing state-of-the-art work is given in Table 1. Most

published works treat fake news detection as a binary

Table 1 Existing results using LIAR dataset

Authors Models Accuracy(%)

William Yang Wang [4] Hybrid CNN 27.40

Long et al. [6] Hybrid LSTM 41.50

Bi-LSTM Model Bi-LSTM 42.65

CNN Model CNN Model 42.89

Roy et al. [19] A Deep Ensemble Model 44.87

Neural Computing and Applications (2022) 34:771–782 773

123



classification problem, but it is vital to know how true a

statement is. William Y Wang proposed a convolutional

neural network approach for the six-way classification and

achieved an accuracy of 0.27. Long et al. [6] proposed a

hybrid attention-based LSTM model, which bettered the

results by 14.5%. Roy et al. [19] established a new state of

the art accuracy of 44.87% by using deep learning

ensemble architecture based on CNN and Bi-LSTM to

capture hidden features and information in both directions,

respectively.

3 Model architecture

In order to proceed, we must formally define the notations

required for understanding the architecture.

Given n news items X ¼ fx1; x2; :::; xng, our model has

to predict the degree of fakeness of each news item,

denoted by Y ¼ fy1; y2; :::; yng, yi 2 Y where Y ¼ {pants

fire, false, barely true, half true, mostly true, true}. The true

labels l ¼ fl1; l2; :::; lng, li 2 Y are given at the time of

training.

3.1 Pre-trained word embedding

Pre-trained word embedding is an essential step

[12, 13, 20, 21] obtained by training a model in an unsu-

pervised fashion on a context-specific dataset. Figure 2

shows the current state-of-the-art word embedding models

for pre-training. These models are capable enough for pre-

training with large-sized context-related datasets. Logi-

cally, it represents geometrical encoding [19] of words

based on their frequency in the text corpus. Training and

classification time are reduced to a great extent using these

pre-trained models. They can also be categorized as both

context-free and contextual-based. We can further divide

the contextual-based models as unidirectional, as well as

bidirectional [22–24], for pre-training.

3.2 Contextualized embedding

Contextualized embedding models typically consist of

multiple stacked layers of representations (e.g., recurrent

layers or transformer outputs). More context is incorpo-

rated with increasing layers added to the network. We can

divide the contextual embedding (refer Fig. 4) into two

forms (unidirectional and bi-directional).

3.2.1 ELMo

Contextualized embedding like ELMo (Embedding from

Language Models) is used to learn context-dependent word

embedding [18] from character level embedding (refer

Fig. 3 for more details). ELMo has proven itself in pre-

training in natural language processing by outperforming

existing word embedding techniques. ELMo is trained on a

massive dataset in the language of our dataset and then

used as a component in other models to accomplish tasks in

that particular language. Given a sequence consisting of N

tokens, in our case, the news statement si ¼ ðs1; s2; :::; sNÞ,
a context-independent token representation xij; is computed

using convolution over characters.

The sequence is passed through L layers of forward and

backward LSTMs which output a context-dependent rep-

resentation at each level. For the forward LSTMs, the

model is trained so as to maximize the probability of token

si given tokens h1; h2; :::; hi�1 at the topmost layer. Simi-

larly, the probability of token si is maximized with tokens

hiþ1; hiþ2; :::; hN at the topmost layer in case of backward

LSTMs. Since ith layer tokens are dependent on ði� 1Þth
layer tokens, all L layers end up getting trained.

Fig. 2 Word Embedding State-

of-the-Art Models

774 Neural Computing and Applications (2022) 34:771–782

123



ELMO(s) collapses the output representations at each

layer along with the initial context-independent represen-

tations into a single vector by either their concatenation or

softmax-normalized averaging of vectors.

3.2.2 GloVe

GloVe is a static word embedding technique that combines

two of the most successful techniques in capturing word

information [36]. First is the Continuous Bag of Words

model, which is trained by predicting the center word in a

particular window size. This approach is scalable with

corpus size because of its window size limitation. The

other model is the Count-based Co-occurrence matrix

method, which tries to capture the global statistics of the

words in the corpus but is high dimensional because the

word embedding is directly proportional to the vocabulary

size. GloVe combines the loss functions of both approaches

in such a way that it outperforms both approaches. These

word vectors encode similarity between two words, the

similarity being their distance in n-dimensional vector

space.

3.3 Attention mechanism

The attention mechanism used here is ‘‘Scaled Dot-Product

Attention’’ [25]. The inputs consist of queries Q and key-

value pairs K and V. Q is calculated by adding a fully

connected layer (in our case) or a convolutional layer on

top of the fixed vector with whom attention is to be taken.

If the number of tokens is variable, mean pooling is done

over sequence length to get a fixed vector. Then, attention

is calculated by computing the dot product of the query

with the key followed by the softmax function to obtain

weights on the values.

AttentionðQ;K;VÞ ¼ softmaxðQK
T

ffiffiffiffiffi

dk
p ÞV ð1Þ

In our case, queries are the different metadata information

compressed into a fixed vector, whereas the keys and val-

ues are the same news statement representations. Dot-

Product Attention is space-efficient and much faster than

other attention mechanisms since they all mostly work in

conjunction with recurrent networks.

Fig. 4 Natural Language Models for Pre-training

Fig. 3 Contextualized Embedding Model Architecture
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3.4 Proposed model

We propose a model architecture for classifying a news

statement into one of the six classes (false, half-true, true,

barely true, mostly true, pants-fire) of fake news. In this

research, we have used a combination of word embedding

and sentence embedding because of the sequential nature

of the data. The architecture of our proposed model is

shown with the help of Fig. 5. This architecture allows us

to utilize the semantic meaning of the words obtained from

word embedding and context-dependent meaning obtained

from contextualized word embedding.

3.4.1 Pre-processing

Before transforming the input into vectors, certain stan-

dardized NLP pre-processing techniques had to be used on

the news statement, to reduce the noise of data and make

the model robust. This involved lowercasing the sentences,

tokenizing them and performing lemmatization using spacy

for efficient GloVe embedding lookup. Stop words were

also removed from the sentences to give more focus to

words that can contribute toward better news classification.

3.4.2 Embeddings

Deep contextualized word representations have been pro-

ven effective in various natural language processing tasks

to provide embedding as a function of the whole sentence’s

character embedding, whereas GloVe representations

assign a unique vector for each word that captures the

semantic meaning of that word. The Elmo embedding is

obtained from a three-layer trainable bi-directional LSTM

network with dropout in between layers. This network is

run on pre-trained character embedding with the output of

each layer being concatenated to get the final Elmo

Fig. 5 Proposed model
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embedding of the sentence. In the case of GloVe, the pre-

trained embedding (trained on 6 billion words) was directly

used. So, the news statement is embedded using both Elmo

embedding and 300-dimensional GloVe embedding, and

the results are concatenated to form (Elmo-size?300)-di-

mensional embedding.

The vectors of all attributes are embedded using

300-dimensional GloVe representations only and not Elmo

embedding since these attributes are very short in nature

and not actual sentences. Hence, using contextualized

embedding is not propitious for attributes. These vectors

are then passed through a fully connected layer to get the

same dimensionality as the sentence vector for attention,

followed by mean pooling over the sequence length to get a

fixed-length vector. Mean pooling was preferred over

LSTMs to remove the variability of the attributes because

they are computationally less expensive and more efficient

in this case. Also, the length of the metadata is not very

long, making Mean Pooling a better method since there are

no long dependencies to capture. In the case of multiple

attributes, instead of passing through a fully connected

layer of dimensionality (Elmo-size?300) neurons, all

attributes are passed through a dense layer of 100 neurons.

Then, these attribute vectors are made of constant dimen-

sionality by the Mean Pooling layer of sequence length

wherever necessary. These constant length vectors are

concatenated and finally passed through a fully connected

layer of (Elmo-size?300) neurons to get the same dimen-

sionality as the sentence vector obtained. Leaky ReLU is

used as activation functions after fully connected layers

because of its faster convergence and not suffering from

vanishing gradients in the future.

3.4.3 Attention

The method of ‘‘Scaled Dot-Product Attention’’ [25] is

mostly preferred over other attention mechanisms because

of its time and space efficiency. However, in the case of

higher dimensionality, additive attention performs better

where a one-layer feed-forward network is used to calcu-

late the attention alignment. In our model, we decided to

leverage the benefits of both the attention mechanisms,

using the feed-forward layer on attributes and doing a

scalar product instead of the usual dot product with the

sentence vector ðsk ¼ wk1wk2:::wkNÞ to get attention scores

at the feature level instead of word level. In this mecha-

nism, the complexity of the algorithm remains the same as

the two models, and under-fitting is avoided despite the

higher dimensionality of GloVe vectors being used. A

softmax layer is applied to the calculated attention align-

ment, and a dot product is taken of this output with the

sentence vector to get the final vector with attention.

Attention weights are calculated for every word in the news

sentence in the following manner.

ai ¼
expððWxX þ bxÞ:siÞ

PN
j¼1 expððWxX þ bxÞ:sjÞ

ð2Þ

si ¼ai:si ð3Þ

where X is the attribute vector with whom attention is to be

applied, Wx is a 300� ðelmo� sizeþ 300Þ weight matrix

and bx is a ðelmo� sizeþ 300Þ-dimensional bias. This is

the most important step in the model is all the metadata

information decides the importance of each and every word

in the statement to the meaning of the news.

3.4.4 Final output

After applying attention to attributes to the sentence, which

helped in assigning higher weights to all the relevant

information, the credit history of the speaker is concate-

nated to the highly important sentence vector, as it con-

tributes the most toward the accuracy of the model and is

the most significant indicator of the credibility of the

speaker and, hence, the news item. This vector is passed

through two fully connected layers, first having 300 neu-

rons and tanh activation function applied to it, followed by

a six neuron layer and a softmax function to calculate the

probabilities of each category for the given news statement.

4 Experiment design and training

We trained on the standard LIAR dataset consisting of

10240 rows of news statement along with their metadata

and labels embedded using deep contextualized embedding

and GloVe embedding consisting of 6 billion words map-

ped to their corresponding 300-dimensional vector. The

model was trained on NVIDIA P100 GPU. The model was

trained for a total of 3000 steps or half an hour with a batch

size of 16.

4.1 Dataset description

In this research, we have conducted several experiments

using context-related fake news dataset1. It consists of

three files (i) train.tsv (ii) test.tsv: It contains 1267 news

statements along with their metadata, and (iii) valida-

tion.csv. This dataset includes 12.8K human-labeled short

statements from PolitiFact.com’s. In this dataset, (LIAR)

six class labels exist for the truthfulness ratings: mostly

true, barely true, pants-fire, false,half-true, and true. From

1 The dataset can be downloaded from https://www.cs.ucsb.edu/

william/data/liar_dataset.zip.
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the perspective of class distribution, the LIAR dataset is

well balanced: except for 839 pants-fire cases. Distribution

of all separate classes, as well as a single dataset, is shown

with the help of Figs. 6 and 7. An increase in the number of

features can be seen after pre-processing (refer to Table 4)

since we have added GloVe vectors and the length of

sentences (statements, subject, venue, and job) in the input

itself in order to avoid re-computation of GloVe embed-

ding sentences for each iteration.

4.2 Optimizer

We used the Adam optimizer with b1 ¼ 0:9, b2 ¼ 0:999

and � ¼ 10�8. The learning rate varied according to the

following formula:

learningrate ¼ maxð0:9epochnumber � 0:001; 5� 10�5Þ
ð4Þ

This corresponds to the exponential decay of 0.9 every

epoch with an initial learning rate of 0.001 and a saturation

learning rate 5� 10�5.

4.3 Regularization

Two types of regularization were used during training: 1)

Residual Dropout of Pdrop ¼ 0:1 is applied in between the

forward and backward LSTM layers of ELMo for efficient

training. 2) L2 Regularization is applied with coefficient

a ¼ 3� 10�7 to avoid over-fitting.

5 Comparative analysis with existing results

Since last few years, fake news detection has become an

active research topic among researchers (Table 1 for

detailed description). Detailed analysis of our proposed

model is given in Table 3 with the existing state-of-the-art

methods using the LIAR dataset. Authors [19] have used a

combination of the LSTM and CNN model and reported an

accuracy of 44.87% using the LIAR dataset. Before this

hybrid model, the best classification results were tabulated

with an accuracy of 42.89 %. Several experiments have

been conducted to evaluate the performance of our pro-

posed model. Using our Elmo-enabled deep learning

model, we achieved an accuracy of 46.36%. We motivate

the researchers to use our model for future research in the

area of fake news detection.

6 Analysis and results

In this section, detailed description of experiments results

is explained. The selection of optimal hyperparameters is

also explained in this section.

6.1 Hyperparameter tuning

In our research, we set the values of hyperparameters in

such a way that we should get optimal results. In deep

learning, the main functionality of selecting hyperparam-

eters is related to use optimal memory and less cost of

execution. In our approach, the selection of optimal

hyperparameters is shown with the help of Table 2. The

selection of optimal parameters is different for each clas-

sification task, as well as a context-dependent dataset. For

Fig. 6 Distribution of classes of LIAR dataset (Complete dataset-

12791 Instances)

Fig. 7 Distribution of classes of LIAR dataset (Training samples-

10240 Instances)

Table 2 Hyperparameters for our Proposed Model

Hyperparameter Description or Value

Batch Size 16

Emb_dim 300

max_sub_len 1000

max_sub_len 1000

max_job_len 1000

max_job_len 1000

Learning Rate 0.001

Number of epochs 60

Optimizer Adam

Attention-size 100

Elmo-size 1024

LSTM_output-size 64
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selecting optimal hyperparameters, there exist two basic

selection techniques: manual and automatic selection. In

the case of automatic selection, a high computational cost

is required, while a deep understanding of the classification

model is required for manual selection.

6.2 Performance parameters

Evaluations are performed on the test set of the LIAR

dataset. The labels take discrete values from 0 to 5 corre-

sponding to pants-fire, false, barely true, half-true, mostly

true, and true. Classification results are outlined in Table 7.

The results show that the speaker profile information

improves fake news detection significantly. Apart from the

speaker’s credit history, which gives an improvement of

11% as should have been the case, the five major attributes

are the speaker’s job, subject of news statement, venue of

the speech, the party of the speaker and the state in which

speech took place. The experiments were conducted with

all attributes present in the dataset, but we did not see any

improvement of accuracy from the model without attention

for attributes other than the five listed in Table 7, and

concluded that those attributes had no correlation with the

degree of fakeness of the news. As evident by the results,

applying self-attention or attention to the job provides the

best improvement in the case of individual attributes.

However, the best accuracy of 46.46% is seen when

attention is applied to the concatenation of job, subject,

venue, and the statement itself. Even without attention, our

model outperforms Roy et al. [19] by nearly 1%.

To validate the performance of our model, different

performance parameters (Precision, Recall, and F1-Score)

have been taken into consideration. From Table 6, we can

observe the values of these performance parameters. Our

proposed model has shown an improvement in the fake

Table 3 Existing classification

results with our proposed model

using LIAR dataset

Authors Models Accuracy(%)

William Yang Wang [4] Hybrid CNN 27.40

Long et al. [6] Hybrid LSTM 41.50

Bi-LSTM Model Bi-LSTM 42.65

CNN Model CNN Model 42.89

Roy et al. [19] A Deep Ensemble Model 44.87

Our Proposed model ELMo-enabled Attention-based Model 46.36%

Table 5 Representation of

Confusion Matrix using our

proposed model

Predicted-1 Predicted-2 Predicted-3 Predicted-4 Predicted-5 Predicted-6

Actual-1 53 14 8 1 2 5

Actual-2 21 143 43 40 33 37

Actual-3 7 21 70 12 6 15

Actual-4 10 33 60 153 58 1

Actual-5 1 35 29 58 135 66

Actual-6 0 2 0 1 0 32

Table 4 Shape of Input Data before and after pre-processing

Data Shape

Training Data 10240x14

Testing Data 1267x14

Training Data after pre-processing 10240x22

Testing Data after pre-processing 1267x22

Table 6 Classification results

using our proposed model
Class n(truth) n(classified) Precision(%) Recall(%) F1-Score(%)

1 92 83 63.85 57.61 60.57

2 248 317 45.11 57.66 50.62

3 210 131 53.44 33.33 41.05

4 265 374 48.57 57.74 52.76

5 241 324 41.67 57.69 48.39

6 208 35 91.43 20.51 33.50
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news classification. We have achieved an accuracy of

46.36% which is 1.49% higher than the state-of-the-art

models. In our investigation and analysis (refer Fig. 8 for

more details), the cross-entropy loss decays rapidly with

our attention-enabled deep learning-based model in com-

parison with the standard embedding-layer-based model

with testing samples. Cross-entropy loss measures the

performance of a classification model whose output is a

probability value between 0 and 1. So predicting a proba-

bility of .015 when the actual observation label is 1 would

be wrong and result in a high loss value in the prediction.

6.3 Results

It has been shown that the best accuracy is achieved via our

proposed model. From Table 7, we can observe the values

of different performance parameters (Precision, Recall, and

F1-Score). These results validate the performance of our

proposed model with other classification models. From the

above analysis (refer Fig. 8), it can be seen that the cross-

entropy loss decays rapidly with the attention-enabled

model in comparison with the standard embedding-layer-

based model. Cross-entropy loss measures the performance

of a classification model whose output is a probability

value between 0 and 1. Cross-entropy loss increases as the

predicted probabilities diverge from the actual label. So

predicting a probability of .015 when the actual observation

label is 1 would be wrong and result in a high loss value in

the prediction. The training loss for pre-trained embedding-

based models decays relatively fast and without any fluc-

tuations. Cross-entropy loss reduces significantly using our

model, and it achieved the highest accuracy in comparison

with traditional learning-based models, as well as other

deep learning-based models, with minimal losses.

7 Conclusion

In this research, we propose an attention-based model for

fake news detection. To compute the attention weights, the

main attributes of the speaker were used. These attributes

are the job of the speaker, the subject of the speech, etc. An

Fig. 8 Accuracy of our proposed model with Testing samples

Table 7 Evaluation Results
Models Accuracy

William Yang Wang [4]- Hybrid CNN 0.2740

Long et al. [6]- Hybrid LSTM 0.4150

Roy et al. [19]- Deep ensemble model 0.4487

Elmo?No attention 0.4514

Elmo?GloVe?No attention 0.4565

GloVe?No attention 0.4525

Elmo?GloVe?Subject-attention 0.4573

Elmo?GloVe?Venue-attention 0.4517

Elmo?GloVe?State-attention 0.4509

Elmo?GloVe?Party-attention 0.4509

Elmo?GloVe?Self-attention 0.4597

Elmo?GloVe?Job-attention 0.4612

Elmo1GloVe1(Job1Subject1Venue1Self)-attention(our proposed model) 0.4636

780 Neural Computing and Applications (2022) 34:771–782

123



intermediate layer is added with the credit history. These

techniques contribute to the improvement of the model.

Our model was able to reach an accuracy of 46.36%, which

outperforms the state-of-the-art model by 1.49%. In the

future, we plan to use multi-model based approaches for

fake news detection with BERT-Score also. Our further

plan would be to utilize a hybrid approach (using content,

context, and graph-based information of news) for

classification.

In future, we can explore multiple parallel channel-

based deep neural networks with different kernel sizes.

These neural networks would be a milestone to learn from

different feature vectors of word length for more accurate

classification. Beyond the text information, visual infor-

mation-based analysis can be more helpful to build a real-

time detection system for video and image investigation.

Future directions to explore the knowledge of domain

experts and fact-check techniques are promising.
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