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Abstract. Emotional semantic image retrieval systems aim at incorpo-
rating the user’s affective states for responding adequately to the user’s
interests. One challenge is to select features specific to image affect de-
tection. Another challenge is to build effective learning models or clas-
sifiers to bridge the so-called “affective gap”. In this work, we study
the affective classification and retrieval of abstract images by applying
multiple kernel learning framework. An image can be represented by dif-
ferent feature spaces and multiple kernel learning can utilize all these
feature representations simultaneously (i.e., multiview learning), such
that it jointly learns the feature representation weights and correspond-
ing classifier in an intelligent manner. Our experimental results on two
abstract image datasets demonstrate the advantage of the multiple ker-
nel learning framework for image affect detection in terms of feature
selection, classification performance, and interpretation.

Keywords: Image affect, multiple kernel learning, group lasso, low-level
image features, image classification and retrieval.

1 Introduction

Multimedia contents such as audio, image, and video contain information that
can trigger people’s affective feelings or emotions. Such information can be used
by search engines for better modeling the user’s preferences. Affective image
classification and retrieval has attracted increasing research attention in recent
years, due to the rapid expansion of the digital visual libraries on the Web.
While most of the current content-based image retrieval (CBIR) systems [6] are
designed for recognizing objects and scenes such as plants, animals, outdoor
places etc., an emotional semantic image retrieval (ESIR) system [17] aims at
incorporating the user’s affective states to enable queries like “beautiful flowers”,
“cute dogs”, “exciting games”, etc.

Though emotions are highly subjective human factors, still they have certain
stability and generality across different people and cultures [12]. As an example,
Figure 1 shows four pictures taken from an abstract art image collection [19]. The
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(a) Exciting (b) Boring (c) Relaxing (d) Irritating

Fig. 1. Example images from the abstract art image data set [19] with the ground
truth labels of Exciting, Boring, Relaxing, and Irritating

ground truth labels are determined by the emotion that has received the most
votes from people. Intuitively, the “Exciting” and “Relaxing” pictures usually
make people feel pleasant or evoke a positive feeling, whereas the “Boring” and
“Irritating” pictures may evoke a negative feeling to the viewer.

In analogy to the concept of “semantic gap” that implies the limitations of
image content description, the “affective gap” can be defined as “the lack of
coincidence between the measurable signal properties, commonly referred to as
features, and the expected affective state in which the user is brought by per-
ceiving the signal” [8]. Among the challenges from image affect detection, one is
to select suitable image features to reflect people’s affective states, and another
one is to build effective learning models or classifiers to bridge the “affective
gap”.

Many works (e.g., [5,11]) have focused on designing features specific to im-
age affect detection, while others (e.g., [14,19]) simply utilized the traditional
low-level color, shape, and texture features. Concerning the classifiers, support
vector machines (SVM) [4] have been adopted in most of the works. However,
one usually has to spend much time and effort in picking up the most suitable
feature representation that can best reflect the viewer’s emotions. For exam-
ple, the authors in [14,19] utilized Fisher score to first rank and then select the
most descriptive features, without considering the classifier at all. The authors
in [5,11] picked each feature one by one with respectively an SVM and a naive
Bayes classifier as the base learner to boost the performance, which requires ex-
plicit cross-validation steps for selecting features while optimizing the classifier
parameters, and thus suffers from heavy computational complexities.

An image can be represented by different feature spaces. Multiple kernel learn-
ing (MKL) [2] can utilize all these feature representations simultaneously, such
that it jointly learns the feature representation weights and the corresponding
classifier for selecting automatically the most suitable feature representation or a
combination of them. This can improve the classification performance and makes
the interpretation of the results straightforward. MKL has earlier been applied
for object detection in [16], and we are the first to introduce it into image affect
detection. Our experimental results demonstrate the advantages of the MKL
framework in affective classification and retrieval of abstract images.
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Section 2 introduces the image features used in this paper. Section 3 intro-
duces the MKL framework and an efficient algorithm that implements MKL. In
Section 4, the experimental results on affective abstract image classification and
retrieval are reported. Finally, the conclusions and future work are presented in
Section 5.

2 Image Features

We have utilized a set of ten generic low-level color, shape, and texture features
to represent each image. Table 1 gives a summary of these features. The features
are extracted both globally and locally. For local features, a five-zone tiling mask
is employed, where the image area is divided into four tiles by the two diagonals
of the image, on top of which a circular center tile is overlaid [15]. All the features
are extracted using the PicSOM system [10].

Table 1. The set of low-level image features used

Index Feature Type Zoning Dims.

F1 Scalable Color Color Global 256

F2 Dominant Color Color Global 6

F3 Color Layout Color 8× 8 12

F4 5Zone-Color Color 5 15

F5 5Zone-Colm Color 5 45

F6 Edge Histogram Shape 4× 4 80

F7 Edge Fourier Shape Global 128

F8 5Zone-Edgehist Shape 5 20

F9 5Zone-Edgecoocc Shape 5 80

F10 5Zone-Texture Texture 5 40

Four of the features are standard MPEG-7 descriptors: Scalable Color, Dom-
inant Color, Color Layout, and Edge Histogram. 5Zone-Color is defined as the
average RGB values of all the pixels within the zone. 5Zone-Colm denotes the
three central moments of HSV color distribution. Edge Fourier is calculated as
the magnitude of the 16 × 16 FFT of Sobel edge image. 5Zone-Edgehist is the
histogram of four Sobel edge directions. 5Zone-Edgecoocc is the co-occurrence
matrix of four Sobel edge directions. Finally, 5Zone-Texture is defined as the
histogram of the relative brightness of the neighboring pixels. More information
about the features can be found in [15].

3 Multiple Kernel Learning

We can represent an image with different feature representations or views. How-
ever, the most suitable representation for a given task is generally not known a
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priori. Instead of using a single representation (i.e., single-view learning), we can
also make use of different representations simultaneously (i.e., multiview learn-
ing). Multiview learning with kernel-based methods is known as multiple kernel
learning, which is a principled way of combining kernels calculated on different
views to obtain a better prediction performance than single-view learning meth-
ods (see [7] for an extensive survey). In addition, MKL can learn the feature
representation weights by itself according to the data and task at hand during
the training stage without an explicit feature selection step, which makes the
interpretation easy and straightforward.

Among the MKL algorithms, we use the group Lasso MKL [1] as our learning
framework in that it is simple and efficient [18]. Both studies [1,18] have formu-
lated an alternating optimization method that solves an SVM at each iteration
and updates the kernel or feature representation weights ηm as follows:
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‖wm‖

2
p+1

2
(

P
∑

h=1

‖wh‖
2p

p+1

2

)

1
p

(1)

where ‖wm‖22 = η2m
∑N

i=1

∑N

j=1 αiαjyiyjkm(xm
i , xm

j ) is from the duality condi-
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∑P

m=1 ηm = 1.
After updating the kernel weights in equation (1), the algorithm then solves a

classical SVM problem by maximizing SVM dual formulation with the combined
kernel k =

∑P

m=1 ηmkm as follows:
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subject to the constraints: 0 ≤ αi ≤ C for all i = 1, ..., N , and
∑N

i=1 αiyi = 0,
where C is the regularization parameter and yi is the label (±1) of training
sample xi. The two steps alternate until convergence.

4 Experiments

In this section, we present the experimental results using the MKL framework
in the classification and retrieval of abstract images. We implemented the group
Lasso MKL in MATLAB and took 20 alternating iterations for inference. We
chose the LIBSVM [3] package for solving the classical SVM problem. For the
group Lasso MKL, We set C = 1 and calculated the standard Gaussian kernel on
each feature representation separately with the kernel width s = 2

√
Dm, where

Dm is the dimensionality of corresponding feature representation. Therefore, no
cross-validation steps are needed for learning the feature representation weights
or the parameters of SVM classifier in group Lasso MKL.
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4.1 Datasets

We have chosen abstract art images as our learning target instead of the pho-
tographic images since the latter contain contextual information that may af-
fect the viewer’s emotional assessment, which in turn would bias the learn-
ing results. Two abstract image datasets have been used in the experiments,
Abstract100

1 [19] and Abstract280
2 [11].

The Abstract100 dataset contains 100 images of abstract art paintings with
different sizes and qualities through Google image search. These paintings were
originally created by artists with various origins and periods. Each image has
been evaluated by 20 college students (10 females and 10 males) including Asians
and Europeans for two descriptive/adjective pairs “Exciting vs. Boring” and
“Relaxing vs. Irritating” from the ratings of {−2,−1, 0, 1, 2}.

The Abstract280 dataset contains 280 abstract art images that were peer-
rated from a Web survey. Each image was labeled as the single emotion that had
received the most votes from the eight affective categories: Amusement, Anger,
Awe, Contentment, Disgust, Excitement, Fear, and Sad(ness). The 280 images
were rated by nearly 230 people, where each image was rated about 14 times.

4.2 Affective Abstract Image Classification

Experimental Setup. We use only the Abstract100 dataset in this task, as
SVM is optimized for binary classification problems. To obtain the ground truth
labels for the classifier, we adopt a heuristic thresholding strategy: the image
samples with ratings ≥ 0 in each descriptive pair are treated as the positive
class, whereas those with ratings < 0 are treated as the negative class. For ex-
ample, if an image receives an average rating of (0.2, 1.5), then it is thresholded
as (+1,+1), which can be interpreted as both “Exciting” and “Relaxing”. This
results in roughly equal numbers of positive and negative samples. For training
and testing, we use 5-fold cross-validation and calculate the average classification
accuracy for each adjective pair. For comparisons, SVM all uses the concatena-
tion of all the 10 feature representations of an image as a single input, while
SVM best uses each of the 10 feature representations individually (as in [5,11])
and reports the one that has obtained the highest accuracy. Note that meth-
ods in both papers [5,11] require explicit cross-validation steps to select features
and to optimize parameters (C and s), whereas no cross-validation procedures
are involved in learning the adopted group Lasso MKL. The baseline result is
calculated as the proportion of the majority class in each case.

Results. Figure 2 shows the average feature representation weights (i.e., kernel
weights) in the range [0, 1] based on 5-fold cross-validation using group Lasso
MKL algorithm. We clearly see that, for the “Exciting vs. Boring” pair, Scalable
Color (F1) ranks first, followed by Zone5-Color (F4), Edge-Histogram (F6), and

1 An updated version: http://research.ics.aalto.fi/cbir/abstract100
2 http://www.imageemotion.org

http://research.ics.aalto.fi/cbir/abstract100
http://www.imageemotion.org
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Fig. 2. The average feature representation weights over 5-fold cross-validation by using
group Lasso MKL for two adjective pairs: Exciting-Boring and Relaxing-Irritating

Zone5-Colm (F5) etc. For the “Relaxing vs. Irritating” pair, Zone5-Color (F4)
ranks first, followed by Edge Fourier (F7), Zone5-Edgecoocc (F9), and Zone5-
Colm (F5) etc. This also confirms most of the studies (e.g., [11]) that colors
and edges of an image are the most informative features for affect detection.
Thus, multiple kernel learning serves as a natural testbed to identify the relative
importance of feature representations automatically. Table 2 shows classifica-
tion results on Abstract100 dataset. It is clear that the group Lasso MKL

Table 2. The classification performances on Abstract100 dataset. For
SVM all/SVM best, we conducted grid search to choose the best (C, s) pair, with
C ∈ (0.5, 1, 2, 4, 8) and s ∈ (0.0078, 0.0156, 0.0312, 0.0625, 0.1250, 0.25, 0.5, 1, 2).

Cases/Adjective Pair Baseline SVM all SVM best group Lasso MKL

Exciting-Boring 0.55 0.62 0.61 0.67

Relaxing-Irritating 0.55 0.55 0.72 0.73

Table 3. The computation time (s) of the comparison methods. All the methods were
implemented in MATLAB on a Macintosh computer with an Intel Core i5 processor.

Cases/Adjective Pair Baseline SVM (all) SVM (best) group Lasso MKL

Exciting-Boring – 6.10 9.70 0.20

Relaxing-Irritating – 6.01 9.70 0.20
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(a) Excit. (0238) (b) Exc. (097) (c) Exc. (009) (d) Exc. (035)

(a) Amuse. (0200) (b) Exc. (097) (c) Exc. (072) (d) Bor. (081)

(a) Contt. (0256) (b) Exc. (055) (c) Exc. (097) (d) Exc. (009)

(a) Contt. (0142) (b) Rel. (064) (c) Rel. (002) (d) Rel. (070)

(a) Anger (0172) (b) Irr. (074) (c) Irr. (046) (d) Irr. (026)

(a) Disgt. (0164) (b) Irr. (074) (c) Irr. (046) (d) Irr. (019)

Fig. 3. The image retrieval results (displayed in “Groundtruth (index)” form) using
the Abstract280 images as queries shown in the first column, whereas the last three
columns correspond to the top three retrieved images from the Abstract100 dataset
ranked by distance. The first three rows correspond to the query-retrieval results with
kernel weights learned from Exciting-Boring adjective pair, whereas the last three rows
correspond to the kernel weights of Relaxing-Irritating pair. Excit. = Excitement,
Amuse. = Amusement, Contt. = Contentment, Disgt. = Disgust; Exc. = Exciting,
Bor. = Boring, Rel. = Relaxing, Irr. = Irritating.
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algorithm has achieved better classification performances than the other com-
parison methods in both cases. Table 3 gives the computation time of the com-
pared methods. In either of the two cases, the computation time of group Lasso
MKL is only about 1/30 of the SVM (all) and around 1/50 of the SVM (best).

4.3 Affective Abstract Image Retrieval

Experimental Setup. Both Abstract100 and Abstract280 datasets are used
in this task. Firstly, we define the dissimilarity measure (the Euclidean distance
in the implicit feature space) between a query image (q) and a retrieved image
(r) as:

de(q, r) =
√

ke(q, q) + ke(r, r)− 2ke(q, r)

ke(q, q) =

P
∑

m=1

ηmkm(q, q)

ke(r, r) =

P
∑

m=1

ηmkm(r, r)

ke(q, r) =

P
∑

m=1

ηmkm(q, r)

where km(·, ·) denotes the kernel function calculated on the mth feature rep-
resentation and ηm is the weight for the corresponding kernel learned by the
group Lasso MKL method. Therefore, given a query image q, our aim is to find
those images with the smallest de(q, r) values. In essence, the smaller de(q, r) is,
the more probable that the retrieved image r evokes similar affective feelings in
people. We use the Abstract280 images as query images and let the MKL algo-
rithm find the most relevant images from the Abstract100 dataset. The kernel
weights are selected on the complete set of Abstract100 images (without split-
ting), either based on the “Exciting vs. Boring” or the “Relaxing vs. Irritating”
adjective pair.

Results. Figure 3 shows the image retrieval results of certain query images for
both cases. For the first case “Exciting vs. Boring”, the “Excitement” image
(0238) from Abstract280 dataset successfully finds the other three “Exciting”
images from Abstract100 dataset as the first three returns. Similar results (ex-
cept the “Boring” image (081)) can be observed for the “Amusement” image
(0200) and the “Contentment” image (0256), due to the fact that the three emo-
tional categories conceptually correlate with each other in the affective space [9].
For the second case “Relaxing vs. Irritating”, the “Contentment” image (0142)
also finds the other three “Relaxing” images as its top matches, which shows
that an “Exciting” image often makes people feel “Relaxing” as well and vice
versa. Both the “Anger” image (0172) and the “Disgust” image (0164) have re-
trieved “Irritating” images as their most relevant candidates. According to the
Oxford Dictionary, the adjective word “Irritating” is defined as causing (some-
one) annoyance, impatience, anger, or irritation to a body part.
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5 Conclusions and Future Work

In this paper, we have applied multiple kernel learning framework for affective
classification and retrieval of abstract art images. MKL can make use of dif-
ferent feature representations or views of an image simultaneouly such that it
jointly learns the feature representation weights and the corresponding classi-
fier, which seeks for maximizing the classification performance without explicit
feature selection steps. The group Lasso MKL algorithm has been adopted in
the framework in that it is simple and efficient. The experimental results on two
abstract image datasets have demonstrated the advantages of the group Lasso
MKL in terms of feature selection, classification performance, and interpretation,
for the affective abstract image classification and retrieval task.

It is worth emphasizing that MKL framework is not confined to detecting
affect on abstract art images, but can be easily extended to other artistic (pho-
tographic) images and other affective stimuli such as audio and video data,
given that the features and labels are available. Due to the varying subjectiv-
ity in humans and the limit of the available affective databases, it is of course
not guaranteed that the MKL algorithm can make a perfect classification or re-
trieval for every single image. Methods such as zero-shot learning [13] may help
to relieve the subjectivity and annotation issues. Eventually, the development in
this interdisciplinary area relies on the joint efforts from, for instance, artificial
intelligence, computer vision, cognitive science, psychology, and art theory.
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