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In northern Italy in 1997, two earthquakes of magnitudes 5.7 and
6 (separated by nine hours) marked the beginning of a sequence
that lasted more than 30 days, with thousands of aftershocks
including four additional events with magnitudes between 5 and
6. This normal-faulting sequence is not well explained with
models of elastic stress transfer1,2, particularly the persistence of
hanging-wall seismicity3 that included two events with magni-
tudes greater than 5. Here we show that this sequence may have
been driven by a fluid pressure pulse generated from the coseis-
mic release of a known deep source4 of trapped high-pressure
carbon dioxide (CO2). We find a strong correlation between the
high-pressure front and the aftershock hypocentres over a two-
week period, using precise hypocentre locations5 and a simple
model of nonlinear diffusion. The triggering amplitude (10–
20MPa) of the pressure pulse overwhelms the typical (0.1–
0.2MPa) range from stress changes in the usual stress triggering
models1,6. We propose that aftershocks of large earthquakes in
such geologic environments may be driven by the coseismic
release of trapped, high-pressure fluids propagating through
damaged zones created by the mainshock. This may provide a
link between earthquakes, aftershocks, crust/mantle degassing
and earthquake-triggered large-scale fluid flow.
The 1997 Umbria–Marche seismic sequence in the Northern

Apennines, Italy (Fig. 1a), occurred on shallow-dipping (,408)
normal faults, migrating from north-northwest (NNW) to south-
southeast (SSE) along an area of about 40 km in length and 15 km in
width. Structural geology studies showed that the earthquakes
nucleated close to the deeper portion of a thrust, and that the faults
were not optimally oriented relative to the regional stress field7.
Non-optimally oriented faults become seismically active either
because of lower friction coefficients or the presence of fluid
pressures in excess of hydrostatic8–11.
A geologic cross-section integrating surface geology with seismic

reflection profiles12,13 (Fig. 1b) shows that the first two mainshocks
nucleated in the Triassic evaporites (made up of alternating an-
hydrites and dolomites). All earthquakes of moment magnitude
Mw . 5 nucleated in the evaporites, the same lithologic unit where
CO2 at near-lithostatic pressure was encountered in the San Donato
borehole at a depth of 4.8 km about 50 km northwest of Colfiorito4.
The tectonic environment of the Northern Apennines is suitable for
trapping high-pressure fluids derived from CO2 mantle degas-
sing14,15, and in particular, the Rasiglia spring in the epicentral
region shows an area-averaged deep CO2 production rate12 of
approximately 6 £ 105molm22 yr21.
We show that the driving mechanism for this earthquake and

aftershock sequence is the coseismic release and propagation of the
trapped high-pressure source into the overlying carbonates at
hydrostatic pore pressure. Coseismic fracturing of the seal sepa-
rating these two distinct pressure states initiates the rapid propa-
gation of a pressure pulse along the newly formed, highly permeable
fault zone and into the adjacent damage zone. The newly fractured
crust provides high-permeability channels to propagate the pulse

and trigger seismicity by significantly reducing the effective normal
stress acting on incipient slip planes. In addition, the earthquakes
and aftershocks themselves create new fractures, resulting in a large-
scale permeability structure that increases significantly as the
sequence evolves. This is shown by recasting the epicentres
(Fig. 1a) as the approximate slipped area of the sequence (Fig. 2a),
demonstrating how the entire region evolves to a complex system of
fractures that provide conduits for propagating the pressure pulse.

There are two regions of interest for this study. The first is the
largest event of the entire sequence (event 3), and its associated

Figure 1 Geologic setting of the study area. a, Seismicity and major structures of the

Colfiorito region of the Northern Apennines, Italy. The region consists of a complex pattern

of thrusts, folds and normal faults reflecting two main tectonic phases: a Miocene–

Pliocene compressional phase forming east-northeast (ENE)–verging thrusts and folds;

and a superimposed upper Pliocene–Quaternary extensional phase forming basins

bounded by NNW–SSE-trending normal faults12,13. Near-lithostatic pore pressure (CO2)

measured in the San Donato borehole (see inset) was encountered in the evaporates and

just below the seal of a sub-horizontal thrust. All M w . 5 earthquakes nucleated in the

evaporates. b, Geologic cross-section calibrated from geology and seismic profiles13, with

the simplified model shown superposed (see also Fig. 3). U., Upper; L., Lower.
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aftershocks (Fig. 2a). We can approximate and model this sequence
by projecting the aftershocks onto a two-dimensional profile
(A–A 0) that also corresponds to the geologic cross-section in
Fig. 1b. The second region of interest is the sequence propagating
to the SSE, where the observed propagation velocity (Fig. 2b) can be
used to estimate the structural permeability of the system, and to
show supporting evidence for the high permeability used in the
model. Figure 2b shows that this sequence propagated at a relatively
constant velocity of about 1 kmd21, similar to the velocity of CO2-
driven seismicity inferred from a swarm system16, and for induced
seismicity in a deep borehole17. A fluid-pressure-induced sequence
with a constant propagation velocity is consistent with the wave-like
solutions of a pressure pulse found for flow problems where
permeability is a strong nonlinear function of the effective normal
stress �jn acting on the fracture18,19. Assuming that the observed

propagation velocity reflects the velocity of a wave-like pulse, we can
roughly estimate the large-scale permeability of the system using the
relationship18 V ¼ kg/(nf), where V is the pulse velocity, k is the
intrinsic permeability, g is the weight density difference between the
rock and fluid, h is the viscosity, and f is the porosity. Taking
g ¼ 1.7MPam21, h ¼ 1023 Pa s, f ¼ 0.05, and using the observed
V, then k ¼ 4 £ 10211m2. This is a very large permeability com-
pared to the 10216m2 inferred for crustal permeability in tectonic-
ally stable environments20, but lower than the permeability inferred
for the Dobi extensional earthquake sequence in Central Afar21, and
consistent with permeability measurements on rough fractures in
granite and marble at low effective normal stress22.

Figure 3 Comparison of model results with initial conditions (top) to the hypocentres of

aftershocks (bottom) shown in yellow in Fig. 2a. a–g, Model results plotted as the rate of

pore pressure increase to highlight propagation of the pressure front (left column), and the

corresponding evolution of the entire fluid pressure field (right column). The left column

compares the evolution of the pore pressure front to the aftershocks occurring during the

times indicated. The overall fluid pressure field is superposed with the cumulative

aftershock catalogue. The largest event in the sequence (event 3) and subsequent large

aftershocks in the hanging wall (events 4 and 5) are indicated in a, c and e.

 

Figure 2 Map view of the seismicity and the rate of propagation. a, The seismicity in

Fig. 1a recast as the approximate area fractured in the earthquake or aftershock to

illustrate how the earthquake or aftershock themselves drastically alter the structural

permeability of the system. Patches show the slipped area using the relation M ¼ GAū,

whereM is the scalar seismic moment, G is the shear modulus (30 GPa), Dj is the stress

drop (assumed to be 1.5MPa), and slip ū is calculated from Dj ¼ (2G/p)(ū/W ). The

events are colour-coded to show the events (yellow) compared to the model results, and

include all events with M w . 2.4 between the hypocentre of event 3 and about 7 km to

the NW. Section A–A
0
corresponds to the cross-section in Fig. 1b, and represents an

approximate two-dimensional profile onto which the hypocentres of events shown in

yellow are projected. Events shown in blue are plotted in b as the distance from the

hypocentre of event 3 versus time to estimate the structural permeability of the system. It

is the length of the vector between hypocentres, and therefore includes both the horizontal

and up-dip migration of the sequence. The linear correlation implies that the propagation

velocity is faster than the t 1/2 diffusion timescale, and a least-squares fit shows that this

sequence propagates at ,1 km d21 (that is, ,1022m s21).
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Modelling the three-dimensional flow field is beyond the scope of
this Letter, but we can simplify the analysis by considering the two-
dimensional profile perpendicular to the strike of event 3. All
aftershocks with Mw . 2.4 in the volume surrounding event 3 are
projected onto the two-dimensional profile (A–A 0) for comparison
withmodel results.Wemodel this sequence by numerically solving a
nonlinear diffusion equation with an effective-stress-dependent
permeability (see Methods). In the initial conditions, an imperme-
able seal separates the upper region at hydrostatic fluid pressure
from the high-pressure source regionwhere the initial fluid pressure
was taken at 85% of lithostatic4 (for example, 70MPa) at the upper
boundary of the source region. A hydrostatic pressure gradient is
imposed below the seal, corresponding to no-flow conditions before
the earthquake. Flow initiates at t ¼ 0, when a model fault and
damage zone approximately 400m in width (field observations
show damage zones from 200 to 600m) cuts the high-pressure
region and extends to about 1 km below the surface. This simulates
the coseismic fracturing of the pore pressure seal. The sudden
communication between the high-pressure source and low-pressure
surroundings initiates a pressure pulse that propagates along the
fault and into the hanging and footwalls.
The evolution of the propagating pressure front and the fluid

pressure field (Fig. 3) are superposed with the hypocentres of
aftershocks for the period indicated in each panel. The steep front
is a consequence of the wave-like solution for pressure-dependent
permeability, in contrast to a more diffuse front resulting from
linear diffusion. At early times (Fig. 3a, b), the pulse propagates
rapidly up the fault zone, leaving in its wake a slower-moving pulse
into the matrix material of the hanging and footwalls. The faster
propagation into the hanging wall relative to the footwall is a result
of the decreasing jn (thus increasing permeability) as the pulse

propagates to shallower depths. As the pulse reaches the hydrostatic
boundary condition imposed at the surface, the pressure is reduced
but the pulse continues to propagate. The high-pressure front
arrives and triggers event 4 (Fig. 3d), which we model by introdu-
cing a second fault (with the same properties as the original fault)
extending into the source region (dotted line). Because this new
high-permeability fault extends into the source region, the system is
recharged and generates additional aftershocks (Fig. 3e). The
subsequent pulse propagates to the location of event 5 (Fig. 3f),
triggering additional seismicity (Fig. 3g). Aftershocks for events 4
and 5 correlate with the rapid propagation of a pulse into the already
highly pressurized footwalls of these events.

The evolution of the total fluid pressure in the system (right
column of Fig. 3) shows that the data are matched in space and
through time, and follow the structure of the evolving fluid pressure
field. The aftershocks in the high-pressure source region appear to
correlate with contours of reduced fluid pressure. In this case, the
mechanism of triggering is probably the transition from aseismic
slip at high pore pressures to seismic slip as fluid pressure is
reduced23, or alternatively, a complex source region.

Our model presents an alternative interpretation of the physical
processes controlling earthquake triggering in the neighbourhood
of the causative fault. Several studies have shown correlations with
stressing rate changes6,24, static stress transfer1, or poro-elastic
effects25,26. These models rely on extremely small stress changes
(,0.1MPa) and therefore have not unequivocally demonstrated
that simple static stress changes or poro-elastic effects are the
dominant mechanism of earthquake triggering or driving after-
shocks. The change in Coulomb failure stress (DCFS) is defined as
DCFS ¼ Dt þ m(Djn þ DP f), where Dt and Djn are the shear and
normal stress changes (positive in extension), and DP f is the change
in pore pressure. Attempts to relate this earthquake sequence to
DCFS from shear stress changes failed to explain this sequence2,
particularly for the persistence of aftershocks in the hanging wall3.
Figure 4a shows the aftershock data with the DCFS (for stress
changes only) for event 3, and Fig. 4b compares the same aftershock
data with the calculated pressure field.

In most DCFS formulations, the focus is primarily on changes in
t and jn, and it was found to be difficult to properly include poro-
elastic effects27. For event 3, DCFS from shear and normal stress
changes are on the order of a few tenths of anMPa. Significantly, our
results show that the effect from a 10–20MPa direct fluid pressure
loading (for example, DP f) overwhelms static stress transfer.

The structural, seismic and post-seismic response of this
sequence support a scenario where high-pressure CO2 infiltrated
the incipient seismic fault before the large earthquakes, followed by
a large-scale change in the hydraulic properties of the system. The
coseismic fracture generated a high-amplitude pressure pulse initi-
ating at the high-pressure/low-pressure boundary, propagating into
the damaged region caused by the mainshock. The increased fluid
pressure triggered subsequent earthquakes and aftershocks by
significantly reducing the effective normal stress. The results also
suggest that the aftershocks in regions of increasing pore pressure
occur along contours of constant �jn, implying that earthquakes
occurred at the same shear stress (assuming a constant friction
coefficient) independently of depth. As the effect on DCFS due only
to pore pressure changes is orders of magnitude greater than the
contribution of elastic stress transfer, we propose that this mech-
anism dominates some triggering phenomena and aftershock
sequences. Although this sequence was driven by CO2 out-gassing,
the processes of fracture and coseismic hydraulic property changes
are general, suggesting this is an important general mechanism of
aftershock generation. That is, earthquakes provide the trigger to
hydraulically connect the upper crust at hydrostatic pore pressure
with the lower crust at near-lithostatic pore pressure. The sub-
sequent flow will be fast, high-pressured, and will propagate readily
into the new fractures created by the main event. A

Figure 4 Comparison of aftershock data to stress changes in the DCFS formulation and

pore pressure changes. a, There is no correlation between positive or negative DCFS

regions and the aftershock locations. In contrast, b, the same aftershock data compared

to the calculated fluid pressure state after 11 days, shows a very strong correlation with

the entire aftershock sequence (see also Fig. 3.)
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Methods
We adopt the model of Rice18 where permeability is a strongly decreasing function of
effective normal stress, k ¼ f(j̄n). Specifically, k ¼ k0exp(2j̄n/j*), where k0 is the
permeability at zero effective stress, and j* is a constant with lower values of j*
corresponding to highly cracked rocks. Using this form for the permeability, we solve the
diffusion equation with a spatially variable permeability28:

›P

›t
¼

1

fðbf þbfÞ
7
k0exp 2

�jn
j*

� �

h
7Pþ _GðP;TÞ


 �

ð1Þ

where P is the fluid pressure above hydrostatic, b f and bf are the fluid and pore (crack)
compressibility, and _G is a source term. The source term is assumed to be zero here, but is
included in equation (1) to show that the pressure dependence of the dehydration (or
de-carbonization) kinetics could provide an additional direct fluid source from coseismic
fluid pressure reductions29. The effective normal stress used in equation (1) and acting on
fault planes is calculated as30:

�jn ¼
j1 þ j3 2 2Pf

2
þ
j1 2 j3

2
cos2v ð2Þ

where j1 and j3 are the maximum and minimum principal stress, P f is the total fluid
pressure (for example, P þ rwgz), v is the dip angle, rw is the density of water, g is the
acceleration of gravity, and z is the depth.We take v ¼ 408 (determined from the earthquake
focal mechanisms), j1 as the weight of the overburden (for example, r rgz), where r r is the
rock density, and we assume j3 ¼ 0.7j1 to reflect this extension tectonic environment.

We solve equation (1) with an implicit finite difference scheme, using the simplified
model geometry and initial conditions shown at the top of Fig. 3. A no-flow boundary
condition is imposed on all boundaries except the upper surface, where a constant head
(for example, hydrostatic pore pressure) boundary condition is imposed. We use crack
compressibility bf ¼ 1028MPa21, fluid compressibility b f ¼ 10210MPa21, and a
temperature-dependent viscosity for water (assuming a temperature gradient of
25 8Ckm21). We assume that the flow properties of supercritical CO2 (the phase of CO2 at
the source depth) are the same as for water because CO2 at this P–T condition is ten times
more compressible than water, but it is of the same order less viscous, resulting in similar
flow properties. Note that the model can be made much more complicated by considering
two-phase flow, dual porosity, anisotropic permeability, and other complexities. However,
we find this simple model sufficient to show a very strong correlation between the
calculated pressure field and the precise locations of aftershock hypocentres.
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16. Bräuer, K., Kämpf, H., Strauch, G. & Weise, S. M. Isotopic evidence (3He/4He, 13CCO2
) of fluid-

triggered intraplate seismicity. J. Geophys. Res. 108, 10.1029/2002JB002077 (2003).

17. Baisch, S. & Harjes, H.-P. A model for fluid-injection-induced seismicity at the KTB, Germany.

Geophys. J. Int. 152, 160–170 (2003).

18. Rice, J. R. in Fault Mechanics and Transport Properties of Rock (eds Evans, B. & Wong, T.-f.) 476–503

(Academic, San Diego, 1992).

19. Revil, A. & Cathles, L. M. III Fluid transport by solitary waves along growing faults. A field example

from the South Eugene Island Basin, Gulf of Mexico. Earth Planet. Sci. Lett. 202, 321–335 (2002).

20. Manning, C. E. & Ingebritsen, S. E. Permeability of the continental crust: Implications of geothermal

data and metamorphic systems. Rev. Geophys. 37, 127–150 (1999).
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It is clear that discards from commercial fisheries are a key food
resource for many seabird species around the world1–8. But
predicting the response of seabird communities to changes in
discard rates is problematic and requires historical data to
elucidate the confounding effects of other, more ‘natural’ eco-
logical processes. In the North Sea, declining stocks, changes in
technical measures, changes in population structure9 and the
establishment of a recovery programme for cod (Gadus mor-
hua10) will alter the amount of fish discarded. This region also
supports internationally important populations of seabirds11,
some of which feed extensively, but facultatively, on discards, in
particular on undersized haddock (Melanogrammus aeglefinus)
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