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In recent years, the research on age estimation based on face images has drawn more and more attention, which includes two
processes: feature extraction and estimation function learning. In the aspect of face feature extraction, this paper leverages excellent
characteristics of convolution neural network in the �eld of image application, by using deep learning method to extract face
features, and adopts factor analysis model to extract robust features. In terms of age estimation function learning, age-based
and sequential study of rank-based age estimation learning methods is utilized and then a divide-and-rule face age estimator is
proposed. Experiments in FG-NET, MORPH Album 2, and IMDB-WIKI show that the feature extraction method is more robust
than traditional age feature extraction method and the performance of divide-and-rule estimator is superior to classical SVM and
SVR.

1. Introduction

In the medical profession, people rely mainly on the analysis
of cholesterol, high density cholesterol, albumin, and other
blood test indicators to determine a person’s “physiological
age” and to study the degree of human aging. Unfortunately,
this set of indicators is still very imperfect and of great incon-
venience to use. If we can use computer and image processing
technology to analyze facial images to accurately predict a
person’s “physiological age” and compare “physiological age”
and “actual age”, we can knowwhether you are in “Youth Per-
manent” or “Premature Aging”. �en it will greatly improve
research e	ciency and reduce research costs. By looking at
the “face” to estimate the age, it can not only be used to
quantify the aging, but also be applied to smart city and
safe city construction. In everyday language conversation, the
content and manner of conversation are o
en a�ected by
other factors such as gender and age. For example, when faced
with the elderly, the language of conversation will obviously
be formal. More generally, humans quickly estimate each
other’s gender, age, and identity through the appearance of
the other person’s face in order to select di�erent social
styles.

2. Related Work

Compared with face recognition, age analysis has received
much less attention. However, it does not mean that age
analysis is not as important as face identi�cation. �e use
of face age analysis is always involved in the application in
face recognition [1, 2] and forensic science [3, 4]. In recent
years, face age analysis has attractedmore interests and atten-
tion from psychology, aesthetics, forensic science, computer
graphics, computer vision [5–7], and so on.�ere is no doubt
that the coming applications of automatic age analysis will not
just include face recognition, but will be widely used in intel-
ligent ad delivery, bioassays science, biostatistics, electronic
customer relationship management, recognition, beauty, law
enforcement, security controls demographic census, human-
computer interaction, and other �elds.

�e two main issues in age estimation are “how face
images are represented and how ages are estimated?” Namely,
they are face representation and estimation function learning.
Most of the current estimation functions learning methods
are regarded as multiclass classi�cation [8, 9] or regression
problems [10, 11] to learn the classi�er. �e multiclass clas-
si�cation method takes the age value as a separate category
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and then learns a classi�er for age classi�cation. �erefore, a
number of standard classicmethods such asK-NN,multilevel
perception, AdaBoost, and SVM can be used to perform
accurate age prediction and age grouping. �e regression
method �ts the mapping of feature space to age space
mainly by regularization method to get the best regression
function. Typical nonlinear regressionmethods are quadratic
regression, Gaussian Process, and Support Vector Regression
(SVR), which are used for age estimation problems. �e
classi�cation method only considers the independence of
di�erent age categories, but ignores the internal relations
between them. In fact, it has a strong internal order between
the ages. For example, for a 15-year-old sample, the age is
more likely to be 14 or 16 years, rather than 10 or 20 years.
Although the regression method considers the connection
between di�erent age categories, it views age category as
a linearly increasing relationship and does not re�ect the
diversity of the aging process. For example, in infancy age,
aging is mainly re�ected in the changes of bones, while in
adults it is mainly the changes in texture.

Since the classi�cation method naively treats the age
category as an independent label, the regression method
simply regards the age category as equilibrium. �erefore, as
alternatives to classi�cation and regression methods, recent
rank-based (or ordinal regression) methods have been used
for age estimation [12, 13]. �is approach uses the age-axis
strategy for age-class estimation, which is suitable for age
estimation because the relative order of age is properly used.

As people of di�erent ages have di�erent age growth, we
can divide the training data according to age and use di�erent
submodels to predict the age data of di�erent ages. �en,
the penalty parameters are weighted to solve the problem
of classi�cation bias caused by the imbalance of the sample
number, which can make the accuracy of age estimation
further improved. In this paper, we will study the rank-based
age estimation learning method and propose a divide-and-
rule age estimation framework.

Face features extraction is another important problem in
image age estimation. In order to extract features of human
face, early research is mainly focused on the face geome-
try ratio feature extraction [14]. In order to extract more
detailed features of facial features, active appearance model
(AAM) combined with principal component analysis (PCA)
gradually replaces the face geometry characteristics of main
features for age estimation [15, 16]. Since each test face image
has been labelled as a speci�c age value, this AAM-based
age estimation method is more suitable for higher-precision
age estimation system. However, the AAMmethod has some
shortcomings because AAM is mainly based on shape and
gray scale, in which the average global feature of the training
image is extracted, and the characterization of some texture
information is not e�ective for some faces.

All of the above methods require accurate key feature
point detection and location technology. However, it is dif-
�cult to meet the requirements in practical application.
�erefore, with reference to the feature extraction method
in face recognition, the current mainstreammethods directly
extract the face feature vector from human face. For example,
Ahonen et al. [17] and Zhou et al. [18] used local binary

model (LBP) and Haar-like wavelet transform to extract
face features for age estimation, respectively. In addition,
important features such as �ow-type learning [19, 20] feature-
based dimensionality reduction methods in face recognition
are also used to construct face age features. One of the most
e�ective methods for face feature extraction is Bioinspired
Features (BIF) [21]. �is method imitates the single cell
acceptability information domain of the primary visual cor-
tex of vertebrate brain. Firstly, the Gabor �lter with di�erent
scales and directions is used to convolute the face to extract
face features. �en, the extracted feature vector in �rst step
is merged. However, this method tends to generate local
transform invariance and reduce texture detail information
when combining Gabor convolution coe	cients in second
step [22].

More recently, CNN-based methods [23–30] have been
widely adopted for age estimation due to its superior per-
formance over existing methods. Yi et al. [26] introduced
a multitask learning method with a relatively shallow CNN
and achieved good results; however, its multiscale network
relies on accurate feature point positioning technology, which
limits its application. Rothe et al. [25] crawled a largest public
dataset (IMDB-WIKI dataset) for age prediction and tackled
the estimation of apparent age with CNN using the VGG-16
architecture. In [27], a six-layer CNN was used for gender
and age grouping, but it did not address the problem of age
estimation. In [24], the six-layer CNN is used to extract the
age feature of face, and the manifold learning method is used
to estimate the age. Instead of multiclass classi�cation and
regression methods, ranking techniques were introduced to
the problem of age estimation. In [29], Niu et al. proposed
to formulate age estimation as an ordinal regression problem
with the use of multiple outputs CNN. In [30], Chen et al.
proposed a Convolutional Neural Network- (CNN-) based
framework, ranking-CNN, for age estimation. In this paper,
we will extract age feature fromAgeNet network according to
[23] and then use the age-classifying strategy of divide-and-
rule to estimate age.

3. Face Age Feature Extraction

3.1. Face Age Description Based on Deep Learning. Since deep
CNN has been proved to be rich in scene and target repre-
sentation ability, it has intelligent and automatic performance
compared with the traditional manual feature extraction
method. In this paper, the age network (AgeNet) in [23] is
used to extract the face age descriptor and then the age esti-
mation is carried out by using the divide-and-rule strategy.

�e AgeNet uses an approach based on regression and
classi�cation to construct an age-estimated deep CNN. In
order to reduce the complexity of the network and training
time, we only use the regression-based age estimation deep
CNN. �erefore, the following Euclidean loss function can
be de�ned:

� (�) = 12�
�∑
�=1

�����̃� − ������22 (1)

where � is the parameter of deep convolution network, �̃�
is the age prediction value by the deep convolution network,
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Figure 1: GoogLeNet’s Deep CNN Hierarchy.

�� is the actual age value, and � is the batch number. �e
deepnetworkmodel is based onGoogLeNet [22], designed by
Google et al. [31], which can improve the performance under
the same computing cost. It is a very e�ective network design
model, as shown in Figure 1.

In order to further speed up the convergence rate, before
the ReLU (activation function) operation, we add the layer
of scale normalization (Batch Normalization, BN), while
removing all the dropout operation. In order to reduce the
risk of over�tting, the training of deep CNN is carried out
by means of network migration learning. �us, the network
training consists of two stages: pretrain based on the face
identity data set and �ne-tune based on the age data set.

Pretrain stage: Although face identity and age are two
di�erent concepts, they are related. In addition, there are
many public large-scale face identity databases. �erefore,
we use the large-scale face database CASIA-WebFace [32] to
pretrain the network. Experiments show that the method of
network pretraining in face database is better than that of
random network initialization.

Fine-tune phase: �is stage uses the CACD [33], Morph-
II [34], and WebFaceAge [35] face age libraries to �ne-tune
the networkmodel generated by the pretrain stage to produce
a robust age-deep network.

All training and test face images are normalized to
256×256 sizes. In the training stage, the data is augmented.
�at is, images of 227×227 size are randomly cut out from
the images of 256×256 size, and the images are enlarged. In
the test, for the input image of 256×256 size, according to
the four corners and center point of the image, we cut out
�ve images of 227×227 size; then, all the cropped images are
horizontally inverted to generate the corresponding image,
a total of 10 images, respectively, into the depth of network
learning. Finally, the output of last layer of GoogLeNet is used
as the face age descriptor, and features of the 10 images are
concatenated to form the �nal face feature vector.

3.2. Feature Reduction Based on Factor Analysis. Since the
facial feature vectors obtained by deepCNNnetwork learning
have high dimensionality (10 ∗ 100 = 1000 dimensions),
both redundancy and noise are inevitable in this process. In
order to extract the essence of the discriminative compact
feature subset, we regard each age value as a class and use

factor analysis model to deal with original feature dimension
reduction.

In the factor analysis model (FAM) [36, 37], it is desirable
to �nd the optimal projection matrix to minimize the
di�erence in style between homogeneous (same age) samples
and to maximize the di�erence in content between di�erent
classes (di�erent ages). We consider the features re�ecting
face of the characteristics of age changes as a content factor,
which is de�ned as follows:


� = �−1∑
�=1

�∑
�=�+1

����� (�, �) (�� − ��) (�� − ��)� (2)

where � is the total number of classes, �� is the prior
probability of classes �, �� is the average of the original feature
vectors of the class �th, and �(�, �) = 1/(��)2 (�� is Euclidean
distance between two classes) are the weights of the �th and
the �th class.We consider the change of face illumination and
expression as a style factor, which is de�ned as follows:


	 = �∑
�=1

�� ��−1∑
�=1

��∑

=�+1

� (�, �) (�(�)� − �(�)
 ) (�(�)� − �(�)
 )� (3)

where�(�)� ,�(�)
 are the �-th and �-th feature vectors of class�, respectively, and �(�, �) is the weight of the �-th and �-th
vector de�ned as

� (�, �) = exp(−������� − �
�����22�2 ) (4)

where � is the experience parameter.
Given theweighted
�,
	, for FAM, the objective function

of the linear factors analysis model is represented as follows:

�� (�) = argmax�

�� (��
��)�� (��
�) (5)

where � is the unresolved linear mapping transformation,
which can be obtained by solving the generalized eigenvalue
problem:


�� = �
	�. (6)
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�en, we can extract low-dimensional, simpli�ed, and dis-
criminative features �̂ from the high-dimensional, redun-
dant, disturbed, and distorted original feature �:

�̂ = ���. (7)

By FAM, we �nally get the 200 dimensional eigenvectors.

4. Divide-and-Rule Age Estimation
Function Learning

A
er obtaining the feature vector of face image age, the age
estimation function can be learned and the corresponding
age estimator can be trained. When we compare the two face
ages, it is easy for humans to identify which is older, but
to accurately guess the age of the face is not so easy. When
inferring a person’s exact age, we may compare the input
face with the faces of many people whose ages are known,
resulting in a series of comparisons, and then estimate the
person’s age by integrating the results. �is process involves
numerous pairwise preferences, each of which is obtained by
comparing the input face to the faces in the dataset. Based on
this, we propose a divide-and- rule age estimation function
learning scheme.

4.1. Divide. Given the training set of images  = [ 1,  2,⋅ ⋅ ⋅  �, ⋅ ⋅ ⋅  �], suppose �� ∈ #� is a face feature vector
(obtained by the method of the previous section) and $
is the total number of categories (age tags) for which the
corresponding age category �� ∈ {1, 2, ⋅ ⋅ ⋅ ,K} is to be treated
as order ranks. Suppose, for a given age �, % can be divided
into the following two subsets%+
 and%−
 :

%+
 = {(��, +1) | �� > �}
%−
 = {(��, −1) | �� < �} . (8)

Based on the above two subsets, we can train two-class
classi�er that only answers the problem of “whether this face
is older than �”. Because it only needs to make a yes or no
answer in the classi�cation process, the complexity of the
problem is reduced. In addition, because %+
 ∪ %−
 = %,
su	cient training samples are ensured for each classi�cation,
which overcomes the problem of lack of training samples
in classi�ers such as parallel-hyperplanes or one-versus-one
classi�ers (this problem is more prominent in age estima-
tion).

4.2. Rule. Once more than one classi�er has been trained,
the results of all the two-class classi�ers can be aggregated to
estimate the age rank as with the multiple hyperplane clas-
si�cation methods. Since there is an inconsistency in all of
the two-class classi�ers, a classi�cation function -
(�) with
discriminating performance is de�ned for each of the two-
class classi�ers.�e age rank estimation problem (i.e., the age
estimate) becomes

� (�) = 1 + �−1∑

=1

⟨-
 (�) > 0⟩ . (9)

In this case, a logical decision is made by ⟨∙⟩, and if the
internal condition is satis�ed, it returns 1 and vice versa. Since
each classi�cation function uses its own feature space, it is
easier to obtain the optimal solution than the method using
uniform feature space.

4.3. Categorical Function Learning Based on the Sensitive Cost
Function. �e estimation of the �nal age rank in the divide-
and-rule age estimation scheme relies on a series of easily
classi�able two-class classi�ers.�erefore, it is very important
to design an appropriate cost function ofmissed classi�cation
for each classi�er. In the case of age estimation, the error rate
based on 0-1 loss is not of interest. In the 0-1 loss scheme,
all missed classi�cations are given the same price, which is
clearly not in line with the reality of the age estimates. For
example, when a person’s age is �, the 0-1 loss does not identify
the miss classi�cation between � + 1 and � + 20 classes.
Obviously, the latter is more serious. �erefore, we study the
classi�cation function based on the sensitive cost function.

Given the training set %+
 and %−
 of the �th class, we
denote the cost function cos�
(8) of the missed classi�cation
of the age category 8th in the subclass of the �th class. And�(��) : #+ ∪ {0} → #+ ∪ {0} is recorded as the cost that

has occurred, in which �� = ‖8̃� − 8�‖ indicates the absolute
error denoted between the estimated age and the real age.�e
two most commonly used evaluation criteria in the synthetic
age estimation are the mean absolute error (MAE) and the
cumulative integral (Cumulative Score, CS) of the absolute
error. We de�ne the costs that have already occurred as
follows:

� (��) = ⟨�� > ?⟩ ⋅ (�� − ?) (10)

where? is the acceptable tolerance for the age of the error;
you can take 3-5.�erefore, the cost function of the �th sample�� in the �th subproblem in missed classi�cation is expressed
as

cost�
 (��) = {{{
� (� − �� + 1) , �� ≤ �
� (�� − �) , �� > �. (11)

With themissed classi�cation cost function, it can be used
as an important weight to adjust the data for training of the
two-class classi�er. In this paper, SVM is used to train the
two-class classi�er in the subproblems, and the hinge loss is
adjusted by using themissed classi�ed cost function as weight
item:

min
�� ,��,�

12 ⟨�
, D
⟩ + �[∑
�
cos�
 (�
) F�]

H.� . . . H
 (�) (��
 I
 (��) + D
) ≥ 1 − F�,
F� ≥ 0, ∀�

(12)

where H
(�) = +1 if �� ∈ %+
 and H
(�) = -1 if �� ∈ X-
k,I
 denotes the mapping from feature space to Hilbert space,

and ⟨�
, D
⟩ is hyperplane parameters of the hidden space.
For age estimation problems, a single kernel does not apply to
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all subproblems. And (12) selects di�erent cores according to
the characteristics of the feature space in each subproblem, so
that each subproblem can be well projected.�e discriminant
classi�cation function based on the sensitive cost function
eventually becomes

-
 (�) = ⟨�
, I
 (�)⟩ + D
. (13)

5. Experiments and Analysis

In this section, three common age groups, FG-NET [38],
MORPH Album 2 [34], and IMDB-WIKI [39], are used
to test the validity of the proposed face feature extraction
algorithmand face age estimation function.�eFG-NET face
database consists of 1002 images of 82 di�erent individuals
with di�erent expressions, illumination, and attitude changes.
Each one has 6 to 18 images of di�erent ages, ranging from0 to
69 years old, and FG-NET face age database is one of themost
commonly used public databases. �e MORPH2 database
contains a total of 55,000 pictures of 13,000 volunteers aged
16 to 77 years, 45,000 of which are used for network training,
and the remaining 10,000 are used for testing. IMDB-WIKI
is the largest publicly available dataset of face images with
gender and age labels for training and testing. In total there
are 460,723 face images from 20,284 celebrities from IMDb
and 62,328 fromWikipedia, being thus 523,051 in total.

�e age estimation indexes we used are mean absolute
error (MAE) and cumulative index (Cumulative Score, CS),
and the expressions are as follows:

LM� = ∑�
=1 OOOO H
 − H̃
OOOO� (14)

where H
 is the actual age, H̃
 is the estimated age, and �
is the total number of pictures for testing.

�P (?) = ��<�� ∗ 100% (15)

where ��<� denotes the number of test images whose
absolute error is not larger than the set value.

5.1. Experiment Based on FG-NET. In this section, we com-
pare the novel face feature extraction method based on
deep learning (DLF + FAM) with Gabor + PCA, LBP +
PCA, Gabor + LBP + PCA, and BIF + PCA, which are the
common face feature extraction methods. �e e�ectiveness
of the feature extraction and feature-based multidimensional
reduction algorithm is analyzed.�e age estimation function
we use is the classical SVR.�e face database was trained and
tested by the Leave-One-Person-Out (LOPO) strategy, which
was used to test all age images of the same person as the test
set and all the others as training.�e test procedure tests each
sample and does not overlap with the training set.

Table 1 shows the comparison of MAE values of di�erent
feature extraction methods under SVR estimator. Figure 2
shows the CS comparison of di�erent feature extraction
methods under SVR estimator. It can be seen that the DLF
features adopted in this paper are obviously superior to

Table 1: Comparison of MAE values for di�erent feature extraction
methods.

Methods MAE/Age

Gabor+PCA 5.53

LBP+PCA 5.92

Gabor+ LBP+PCA 4.96

BIF+PCA 4.77

DLF+ PCA 4.57

DLF+FAM 4.26

Figure 2: CS comparison of di�erent feature extraction methods.

Table 2: Comparison of MAE values for di�erent estimators.

Estimators Feature MMMAE/Age

SVM BIF + FAM 5.83

SVR BIF + FAM 4.58

Our Proposed BIF + FAM 4.32

SVM DLF +FAM 4.77

SVR DLF +FAM 4.26

Our Proposed DLF +FAM 4.02

the traditional manual features. In order to validate the
e�ectiveness of the method based on factor analysis, this
paper gives the comparison of DLF + PCA and DLF + FAM.
It can be seen that FAM is better than PCA. �is is because
FAMmakes use of the category information of age tags.

In order to verify the e�ectiveness of the proposed divide-
and-rule age estimation function, BIF and DLF face features
with better performance are selected in this experiment, and
the divide-and-rule method is compared with classical SVM
and SVR methods. �e comparison results are shown in
Table 2 and Figure 3 (using the DLF feature), and we can see
that the age estimator based on divide-and-rule method is
about 1 year better than the classic SVM and SVR.

5.2. Experiment Based on MORPH. Due to the small amount
of FG-NET face databases, recent studies have shown that
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Figure 3: CS comparison of di�erent estimators.

Table 3: Comparison of MAE values for di�erent estimators.

Estimators Feature MMMAE/Age

SVM BIF + FAM 6.02

SVR BIF + FAM 4.62

Our Proposed BIF + FAM 3.77

SVM DLF+FAM 5.14

SVR DLF+FAM 4.17

Our Proposed DLF+FAM 3.48

the corresponding algorithm in this database has very lim-
ited space for improvement. In order to further verify the
e�ectiveness of this algorithm, this section will be further
experimented on the MORPHAlbum 2 face database. 10,000
images were further divided, 80% of which were randomly
selected for the training of the estimator, and the remaining
20% were used for test. �e average of 10 experiments was
taken as the �nal result.

�e experimental results of di�erent feature extraction
methods are shown in Figure 4 andTable 3. Figure 4 is the age
estimation comparison under di�erent features using SVR
estimator. Table 3 shows the comparison of the age estimation
using the better BIF and DLF features comparison. It can
be seen that the feature extraction method proposed in this
paper is nearly 3 years better than the Gabor method and
nearly 1 year better than the BIF. Using this estimator is nearly
2 years better than SVM and nearly 1 year better than SVR.
Figure 5 shows the comparison results of di�erent estimators
under the DLF + FAM feature, which further con�rms the
validity of the proposed estimator.

5.3. Evaluation on Face in the Wild. Experiments on faces in
the wild were conducted to demonstrate the performance of
di�erent approaches on real-world data. �e experiments on
IMDB-WIKI [39] were carried out as follows. For the task
to be equally discriminative for all ages, we equalize the age
distribution; i.e., we randomly ignore some of the images
of the most frequent ages. �is leaves us with 260,282 face
images for our experiment. Further, the 260,000 images are

Figure 4: Comparison ofMAE values of di�erent feature extraction
methods.

Figure 5: CS comparison of di�erent estimators.

split into 200,000 for training, 30,000 images for validation,
and 30,282 images for testing.

In order to verify the advancement of this method, we
compare the proposed method with the most advanced
method based on deep learning [23–25]. In [23], a deep net-
work based on regression and classi�cation is adopted. In
[24], a six-layer deep network is used to extract the age feature
of the face, and then the manifold learning method is used
to estimate the age. In [25], a DEX network using the VGG-
16 architecture is proposed, which poses the age regression
problem as a deep classi�cation problem followed by a
so
max expected value re�nement. All the methods use the
general-to-speci�c deep transfer learning scheme for deep
network training, which includes two stages, i.e., pretrain
with face identities and �ne-tune with real age.

Stage 1: we �rstly employ the large-scale face identities
database CASIA-WebFace [30] to pretrain the deep network,
which is much better than random initialization.

Stage 2: we employ IMDB-WIKI training set to �ne-tune
the deep network from stage 1.

Finally, we employ IMDB-WIKI testing set (30,282
images) for age prediction.

�e results of MAE comparisons of di�erent methods on
the IMDB-WIKI face database are shown in Table 4. It can be
seen from Table 4 that the e�ect of using 16,22-layer network
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Table 4: Comparison of di�erent methods based on deep learning.

Methods MAE/Age

[23] 3.93

[24] 4.22

[25] 3.35

Our Proposed 3.29

is better than that of 6-layer network, which indicates that
face age is a complex nonlinear variation problem. Although
the deep network in this paper is designed based on [23], the
�nal estimation e�ect is better than that in [23], which shows
the validity of the divide-and-rule strategy proposed in this
paper.

6. Conclusion

In this paper, a robust face age feature extraction method is
proposed based on the superior image representation ability
of depth convolution neural network. In the aspect of fea-
ture dimensionality, the feature reduction method based on
FAM is used to replace the PCA dimensionality reduction
method. In the estimator learning, an ordinal regression
problem is transformed into a series of binary classi�cation
subproblems, which are collectively solved with the proposed
divide-and-rule learning algorithm. By taking the ordinal
relation between ages into consideration, it is more likely
to get smaller estimation errors, compared with multiclass
classi�cation approaches. Experimental results show that the
method proposed in this paper is more discriminative and
robust than traditional Gabor, LBP, and BIF methods. �e
performance of the proposed age estimator is superior to
SVM and SVR.
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