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Abstract The extent towhich processingwords involves break-
ing them down into smaller units or morphemes or is the result of
an interactive activation of other units, such as meanings, letters,
and sounds (e.g., dis-agree-ment vs. disagreement), is currently
under debate. Disentangling morphology from phonology and
semantics is often a methodological challenge, because orthogo-
nal manipulations are difficult to achieve (e.g., semantically un-
related words are often phonologically related: casual–casualty
and, vice versa, sign–signal). The present norms provide a mor-
phological classification of 3,263 suffixed derived words from
two widely spoken languages: English (2,204 words) and Span-
ish (1,059 words). Morphologically complex words were sorted
into four categories according to the nature of their relationship
with the base word: phonologically transparent (friend–friendly),
phonologically opaque (child–children), semantically transparent
(habit–habitual), and semantically opaque (event–eventual). In
addition, ratings were gathered for age of acquisition,
imageability, and semantic distance (i.e., the extent to which
the meaning of the complex derived form could be drawn from
the meaning of its base constituents). The norms were completed
by adding values for word frequency; word length in number of
phonemes, letters, and syllables; lexical similarity, as measured
by the number of neighbors; and morphological family size. A
series of comparative analyses from the collated ratings for the
base and derived words were also carried out. The results are
discussed in relation to recent findings.
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The phonological, orthographic, morphological, and semantic
characteristics of words are central elements in word process-
ing research. This is because finding out how the mind inter-
acts with the structures of language (i.e., its sounds, its letters,
its morphemes, and the meaning of its words) has proved to be
a successful method of understanding the cognitive basis of
language production and comprehension (Brysbaert, Van
Wijnendaele, & De Deyne, 2000; Cattell, 1886; Davies,
Barbón, & Cuetos, 2013; Duñabeitia, Laka, Perea, &
Carreiras, 2009; Frederiksen & Kroll, 1976; Izura,
Hernández-Muñoz, & Ellis, 2005; Lavidor & Ellis, 2002;
Levelt, 1989; Macizo & Bajo, 2006; Marslen-Wilson, Tyler,
Waksler, & Older, 1994; Pérez, 2007).

Morphology, in particular, refers to the compositional
structure that meaning has within the words in a language.
Thus, words are often composed of smaller meaningful units
called morphemes (e.g., home-work, penni-less, review-ed).
Morphemes can both stand alone as monomorphemic words
(e.g., truth) and be bonded to other morphemes as part of
polymorphemic words (e.g., -ful in truthful). Morphologically
complex words consist of a core morpheme, called root, base,
or stem, and one or several add-on morphemes called affixes.
In languages such as English and Spanish, affixes can be
placed either at the beginning of the word (e.g., fore- in
foreword) as prefixes, or at the end of the word (e.g., -er in
gardener) as suffixes. Two simple or base words joined togeth-
er form a compound word (e.g., grandfather). Generally, one
of the words in the compound is the head and the other the
modifier (e.g., blackboard, where board is the head and black
the modifier). The position of the modifier can varywithin and
across languages; in English, for example, the modifier tends
to be placed first (e.g., tablespoon, wheelchair), whereas in
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Spanish the modifier normally occurs in second place (e.g.,
matamoscas Bflyswat^, abrelatas Bcan opener^).

One conventional classification of morphologically com-
plex words considers, among other things, the modification
that the affix causes in the meaning of the resulting word.
Thus, derivational affixes change the core meaning of the base
word and often its lexical or syntactic category (e.g., walk is a
verb meaning the act of advancing by foot at moderate speed,
and walk-able is an adjective meaning that something is suit-
able for walking). In contrast, inflectional affixes keep the
meaning and syntactic category of the word constant (e.g.,
walk is a verb meaning the act of advancing by foot at mod-
erate speed, and walk-ed is a verb meaning the act of advanc-
ing by foot at moderate speed [in the past]).

The question of interest in the field of psycholinguistics is
whether the brain relies on the morphological structure of the
language when processing linguistic information. The investi-
gation of this issue is challenging, because languages often have
exception words that are difficult to classify (e.g.,went or fui [BI
went^ in Spanish] are verbs that do not use the regular suffix to
indicate that the action is occurring in the past). Another diffi-
culty is the heterogeneity found within morphological catego-
ries. For example, the semantic change in talkative, derived
from talk, is not equivalent to the change in motive, derived
from move. Both words belong to the same morphological cat-
egory of derivational words, but somehow the semantic dis-
tance between the base and the derived word is larger inmotive
than in talkative. Is the brain sensitive to these differences?

Available evidence suggests that such sensitivity exists
and that words such as motive, talkative, went, and worked
are not processed, or even accessed, in the same manner
(Plaut & Gonnerman, 2000; Taft & Forster, 1975). Whether
the observed differences result from an explicit morphologi-
cal analysis or whether the cognitive response to morphology
is dependent upon orthographic, phonological, and semantic
interactive processes is currently under debate.

Taft and Forster (1975) conducted one of the earliest
studies looking at morphological processing. They found
that English native speakers took longer to recognize non-
words stems of prefixed words (e.g., juvenate) than
pseudostems (e.g., pertoire). Longer reaction times were also
found when the nonword consisted of a real stem joined
with a real prefix (e.g., dejuvenate) than when the nonword
included a real prefix but an invented stem (e.g., depertoire).
The explanation offered was that morphemes have a lexical
representation that is accessed directly in the case of
juvenate, and indirectly (i.e., after stripping off the prefix
de-) in the case of dejuvenate. The activation of the existing
morphemes causes interference at the time to decide that
items such as juvenate and dejuvenate are nonwords. Taft
and Forster proposed a model of word recognition that as-
sumed morphological decomposition at the functional and
representational levels.

Subsequent studies investigating the role of morphology
in lexical processing have initiated a theoretical controversy
in the explanation of the observed morphological effects.
Part of this debate relates to whether morphology has an
implicit or explicit entity in the cognitive system. Thus,
single-mechanism models argue that morphological parsing
is embedded in phonological, orthographic, and semantic
processing (Devlin, Jamison, Matthews, & Gonnerman,
2004; Gonnerman, Seidenberg, & Andersen, 2007; Plaut &
Gonnerman, 2000; Raveh & Rueckl, 2000; Seidenberg &
Gonnerman, 2000), whereas dual-mechanism models pro-
pose that morphological decomposition occurs but only in
words with specific characteristics such as morphological
regularity (Burani & Caramazza, 1987; Marslen-Wilson
et al., 1994; Pinker, 1991; Prasada & Pinker, 1993;
Schreuder & Baayen, 1995).

Marslen-Wilson, Tyler, Waksler, and Older (1994) carried
out a cross-modal repetition priming study showing support
for the morphological decomposition view. Morphology was
examined considering three important factors: the type of affix
(inflectional or derivational), the position of the affix (prefix or
suffix), and, for the first time in the investigation of morpho-
logical processing, the semantic and phonological relation-
ships between the stem in the complex word and the stem in
the base word. Semantically transparent words include all
inflected words (e.g., work–worked) and those derived words
whose meaning can be easily guessed from their stems and
affixes (e.g., happy and happiness, worth and worthless). By
contrast, the meanings of semantically opaque words cannot
be drawn from the meaning of its components (e.g., the words
department and depart denote very different things). Mor-
phemes have phonological transparency when the stems are
phonetically equal in the simple (e.g., friend) and complex
(e.g., friendly) forms of the word, whereas phonological opac-
ity occurs when the phonetics of the stem in the simple (e.g.,
sign) and complex (e.g., signal) forms of the word change.
Marslen-Wilson et al. (1994) devised a semi-orthogonal ma-
nipulation of phonological and semantic relations between
primes and targets and found that morphological decomposi-
tion was greatly determined by the semantic relationship be-
tween the stem and the complex word. Thus, simple words
facilitated the processing of complex words if the semantic
relation was transparent (e.g., punish primed punishment),
but no priming was found for semantically opaque pairs
(casual did not prime casualty). They argued that semantically
transparent words are represented in the brain in a morpholog-
ically fragmented manner (i.e., stem+ affix), whereas seman-
tically opaque words (casualty) require holistic representation,
since accessing the stem (casual) offers no help in the com-
prehension of the word. It is important to note that semanti-
cally transparent words include the phonologically transparent
(friendly from friend) and also all of the phonologically
opaque (vanity from vain) words. Marslen-Wilson et al.
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(1994) also made a claim about how these representations are
accessed, suggesting that whether access occurs in a holistic or
affix-stripped manner (as suggested by Taft & Forster, 1975)
depends on a combination of factors—such as, for example,
whether the complex word is a prefixed or suffixed, whether
the word is presented in the auditory or visual modality, and so
forth.

A number of other studies have suggested a dual mecha-
nism for morphological parsing, in which words are
decomposed at the representational or access level (Pinker &
Ullman, 2002; Stanners, Neiser, Hernon, & Hall, 1979) or as
in Burani, Salmaso, and Caramazza (1984), who proposed
two lexical access procedures—one holistic and one compo-
sitional—that are activated in parallel in the recognition pro-
cess (see also Caramazza, Laudanna, & Romani, 1988;
Shreuder & Baayen, 1995).

In contrast, single-mechanism models claim that all words
are represented in a similar manner and that the morphological
structures of inflected and derived words play no direct role in
the way they are processed (Elman et al., 1996; McClelland &
Patterson, 2002; Seidenberg & Gonnerman, 2000). Connec-
tionist models of the English past tense, for example, are based
on the idea that all kinds of morphologically complex word
forms are represented and processed like simple words,
through associatively linked orthographic, phonological, and
semantic codes, and in terms of activation patterns over units
and the weighted connections between them. Therefore, a
characteristic of single-mechanism models is an understand-
ing that the semantic and phonological overlap between
simple and complex forms is a matter of degree.
Morphological effects result from the interaction between
orthography, phonology, and semantics; the greater the
overlap between orthography, phonology, and semantics, the
greater the likelihood of a morphological relationship.
Supporting this connectionist perspective, Gonnerman and
Plaut (2000) found that priming effects reflected the amount
of semantic overlap between word pairs. Single-mechanism
models are also supported from the behavior observed in net-
work models. Plaut and Gonnerman (2000) simulated mor-
phological priming in a network learning either a morpholog-
ically rich language (e.g., Hebrew) or a morphologically
weaker language (e.g., English). The English-trained network
exhibited priming only for those pairs that were semantically
related, whereas the Hebrew-trained network showed priming
for those items that were morphologically but not semantically
related. These results support other findings (Frost, Deutsch,
Gilboa, Tannenbaum, & Marslen-Wilson, 2000; Marslen-
Wilson et al., 1994) and suggest that morphological effects
in the absence of semantic overlap can be explained within
the connectionist framework. This type of morphological
priming in the absence of semantic overlap would only be
observable in languages with rich morphology in which the
ubiquitous morphological structure dominates the internal

representations of the network. It is important to note that
single-mechanism models do consider morphology an impor-
tant level of analysis; their fundamental difference from dual-
mechanism models resides in the fact that the connectionists
approach does not conceivemorphology as a process indepen-
dent from phonology, orthography, and semantics.

Notably, the controversy between single- and dual-
mechanism models is not only theoretical, but also methodo-
logical. Finding morphologically related words that do not
overlap phonologically and/or semantically is a research chal-
lenge. Words such as beauty, beautiful, and beautifully are all
part of the same morphological family, but in addition they
also share a great part of their orthography, phonology, and
semantics. The present study is an attempt to ease these meth-
odological difficulties by providing norms for morphological-
ly complex words that are phonologically transparent, phono-
logically opaque, semantically transparent, and semantically
opaque in two languages with slightly different morphological
structures: English and Spanish. Both languages are rich in
relatively different aspects of their morphological composi-
tions. Having said that, inflectional morphologies in most,
but not all, languages mark relations such as number, gender,
tense, and so forth, in similar manners (e.g., adding B-s/-es^ to
generate the plural form), providing the possibility of cross-
linguistic comparisons (Cutler, Hawkins, & Gillian, 1985;
Ramirez, Chen, Geva, & Yang, 2011). In terms of derivational
morphology, however, Spanish as a Romance language has a
greater abundance of affixed words, whereas English, as a
Germanic language, makes more productive use of
compounding as a method of word formation (Piera, 1995).

The English and Spanish languages were selected because
they are the second and third most widely spoken languages in
the world (Weber, 1997). If, in addition, we consider that it is
more common to speak two than to speak one language, the
number of English–Spanish bilinguals is likely to be high.
These norms, therefore, aim to be a useful source of material
for research based on monolingual and bilingual speakers.
Considering the characteristics of words in the two languages
of the bilingual speaker is important, because it has been
shown that the processing of words in one language is affected
by the orthographic, phonological, and morphological charac-
teristics of the words in the other language (Dijkstra, Moscoso
del Prado Martín, Schulpen, Schreuder, & Baayen, 2005; Van
Hell & Dijkstra, 2002; Van Heuven et al. 1998).

A final consideration when developing these norms was to
include some of the key factors known to affect the ways in
which simple and complex words are processed and/or repre-
sented in the mental lexicon (see Balota, Cortese, Sergent-
Marshall, Spieler, & Yap, 2004, for a review). The factors
included here are age of acquisition, imageability, word fre-
quency, word length (i.e., numbers of letters and phonemes
and syllables), and lexical similarity, as measured by the num-
ber of orthographic neighbors and morphological family size.
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A brief overview of the main findings in relation to these
characteristics is provided below.

Age of acquisition

Age of acquisition (AoA) refers to the order in which words,
faces, objects, and any other materials for which numerous
examples exist are learned. The AoA effect typically emerges
whenever stimuli have to be learned over a period of time, in a
consecutive and cumulative manner (see Johnston & Barry,
2006, for a review), indicating that the AoA effect might be a
key characteristic of learning. AoA effects have also been
found in first and in second languages learned after childhood;
for this reason, some studies have referred to AoA as to order
of acquisition (see Izura & Ellis, 2004; Izura et al., 2011;
Stewart & Ellis, 2008). Order of learning has a significant
influence on the time and precision at which information is
processed, as well as being a powerful determinant of the
information that is more likely to be lost after brain injury.
The effect is such that material learned first is processed quick-
ly and accurately and is unlikely to be lost. The influence of
AoA has been shown in both lexical and nonlexical tasks
(Bonin, Chalard, Méot, & Barry, 2006; Brysbaert & Cortese,
2011; Brysbaert et al., 2000; Catling, Dent, & Williamson,
2008; Holmes, Fitch, & Ellis, 2006; J. Monaghan & Ellis,
2002; Richards & Ellis, 2009); in many languages (Alija &
Cuetos, 2006; Ferrand et al., 2011; Izura & Ellis, 2002; Liu,
Hao, Shu, Tan, & Weekes, 2008; Menenti & Burani, 2007;
Raman, 2006; Wilson, Cuetos, Davies, & Burani, 2013; Wil-
son, Ellis, & Burani, 2012); in old adults, young adults, and
children (Cuetos, Samartino, & Ellis, 2012; Morrison & Ellis
1995); in bilingual and monolingual speakers (Assink, van
Well, & Knuijt, 2003; Hirsh, Morrison, Gaset, & Carnicer,
2003; Izura & Ellis, 2004); and in studies using behavioral
and neural responses (Cuetos, Barbón, Urrutia, &Domínguez,
2009; Ellis, Burani, Izura, Bromiley, & Venneri, 2006; Juhasz
& Rayner, 2006; Pérez, 2007;Weekes et al. 2008). In sum, the
evidence shows that AoA effect is a pervasive property of the
organization and function of the cognitive system, applicable
to all information learned in a cumulative and interleaved
manner.

AoA is commonly measured by asking groups of individ-
uals to estimate the age at which they believe they learned a
list of words. These estimations have been shown to correlate
highly with objective measures of AoA (Carroll & White,
1973; Gilhooly & Gilhooly, 1980; Pérez, 2007).

As we stated above, the reality of an AoA effect in word
processing is supported by ample evidence. However, few if
any of the investigations of morphological processing have
taken AoA into account. We believe this practice has to
change. One study hinting at the relation between AoA and
morphology is that of Kuperman, Stadthagen-González, and

Brysbaert (2012). They showed that the AoA of the base
word is a significant predictor of the time in which the
inflected form of a word is recognized (i.e., the AoA of
play influences the time in which played is recognized).
One possible explanation for such an effect is that the
AoA of the inflected word form coincides to a large extent
with that of the base, as was suggested by Kuperman et al.
(2012). Another possibility is that processing words requires
morphological decomposition. In this case, the AoA of the
stem or base word could have an effect on how quickly the
word is decomposed and/or assembled together thereafter.
In the present study, a mean comparison of the ratings pro-
vided for the base and morphologically complex words was
run in an attempt to shed some light on this issue. Thus, if
the AoA of base words can be applied to the inflected word
forms, no significant differences would be observable be-
tween the ratings of base and complex word forms.

Imageability

Imageability refers to the ease with which the meaning of a
word evokes a mental image. This factor was developed in the
1960s as a potential explanation of the faster and more
accurate processing of imageable than of abstract words.
Subsequently, Paivio (1971; Clark & Paivio, 1991) formulat-
ed the dual-code hypothesis, in which he proposed that words
have two potential codes of representation: a verbal and a
visual code. Imageable words have an advantage because they
enjoy visual and verbal representations, whereas unimageable
words are only represented verbally. Evidence shows that
highly imageable words are recognized and memorized better
in tasks of lexical decision and cued and free recall (Balota
et al., 2004; Kennet, McGuire, Willis, & Shaie, 2000). High-
imageability words are also less prone to naming errors by
patients with phonological impairment (Hirsh & Ellis, 1994;
Tree, Perfect, Hirsh, & Copstick, 2001).

Of relevance to the present study is Reilly and Kean’s
(2007) novel account of the differences between imageable
and abstract words. They argued that the relationship between
form and meaning is not completely arbitrary or orthogonal,
but is interactive, and that the observed differences between
imageable and abstract words can be explained because they
are different not only at the semantic but at the formal level.
Reilly and Kean analyzed a corpus of 2,023 English nouns
and found that low-imageability or abstract words are more
complex morphologically (i.e., formed bymultiple affixes), as
well as longer, etymologically more diverse, and more dissim-
ilar to other lexical entries. They argued that these findings
reflect properties of the language, showing, for example, that
abstract nouns are most commonly created through the affix-
ation of imageable stems (e.g.,man,manliness). In the present
study, Reilly and Kean’s proposal was tested by comparing
the mean ratings for base and morphologically complex
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words. According to Reilly and Kean’s account, base words
should show significant higher imageability values than com-
plex word forms.

Reilly and Kean (2007) also hypothesized a potential de-
velopmental explanation for the differences between abstract
and imageable words. The claim was supported by the fact
that children’s vocabularies are populated by an abundance of
imageable and short words—possibly, they argued, to reduce
cognitive load and facilitate fast semantic mapping. Reilly and
Kean’s propositions were tested in the present study by run-
ning a mean comparison between the imageability ratings giv-
en to base words and morphologically complex words. Ac-
cording to Reilly and Kean, base words should come up with
significantly higher imageability ratings than complex words.
The developmental hypothesis from these authors also sug-
gests that base words should on average be acquired earlier
than complex word forms.

Imageability is not a factor regularly considered in studies
investigating morphological factors. However, its influences
in cued recall, free recall, lexical decision, and naming should
be sufficient for researchers not to dismiss it as a potential
intervening factor. In addition, in a recent study looking at
the storage of inflected word forms, Prado and Ullman
(2009) showed that the imageability of the stem (e.g., walk)
was a significant predictor of the reaction times and accept-
ability ratings of verbs in sentence completion tasks. They
argued that imageability could be a useful tool for investigat-
ing the storage and representation of simple and complex
words.

Lexical similarity

A common way of measuring lexical similarity is by counting
the number of words that can be formed by changing one letter
from a given word. Following this rule, beach, for example,
has seven neighbors: beech, belch, bench, leach, peach, reach,
and teach. This factor is commonly known as the number of
orthographic neighbors (N), and it was originally proposed by
Coltheart, Davelaar, Jonasson, and Besner (1977). A common
finding is that words with high numbers of orthographic
neighbors are named and recognized faster than words with
low numbers of orthographic neighbors (Andrews, 1989,
1992; Mathey, 2001; Perea & Rosa, 2000; Sears, Hino, &
Lupker, 1999).

The investigation of morphological decomposition within
visual word recognition has often employed priming as the
paradigm of study. In this context, the consideration of ortho-
graphic similarity between the prime and target has been of
paramount importance (Duñabeitia, Perea, & Carreiras, 2007;
Marslen-Wilson et al., 1994; Rastle et al. 2004).

Morphologically complex words tend to be long, and as
such we do not expect to find large N differences between
different types of complex words (i.e., whether phonologically

transparent, phonologically opaque, semantically transparent,
or semantically opaque). However, large N differences can be
observed in base words. If morphological decomposition is
assumed to occur at early stages of visual word processing
(Christianson, Johnson, & Rayner, 2005; Rastle & Davis,
2003; Rastle, Davis, Marslen-Wilson, & Tyler, 2000; Rastle
et al., 2004; Taft, 1994), differences in lexical similarity
should be taken into account.

Orthographic and phonological length

Word length, measured by its visual (number of letters) or
auditory (numbers of phonemes and syllables) characteristics,
shows a positive correlation with word naming and recogni-
tion times (Balota et al., 2004; Hudson & Bergman, 1985). A
number of studies have revealed a progressive time cost in
naming and recognition times as the length of a word in-
creases (Balota et al., 2004; Frederiksen&Kroll, 1976; Juhasz
& Rayner, 2003; Spieler & Balota, 1997). However, a recent
study examining recognition times of 33,006 English words
with letter lengths ranging from three to 13 showed a curvi-
linear effect of length, with facilitation for words three to five
letters long, null effects for words five to eight letters long, and
a time cost for words eight to 13 letters long (New, Ferrand,
Pallier, & Brysbaert, 2006). This curvilinear relationship be-
tween letter length and recognition times can have important
implications for theories of morphological processing. Thus,
the overall length of a complex word should not matter much
for those theories claiming that morphologically transparent or
regular words are always assembled (Marslen-Wilson & Ty-
ler, 1998; Taft, 1979; Tyler et al., 2002). Nevertheless, the
chances of morphological decomposition may also rely on
the lengths of the constituent morphemes (see, e.g.,
Kuperman, Bertram, & Baayen, 2010).

Word frequency

The number of times an individual encounters a word in the
spoken or visual modality is perhaps one of the first and best-
studied factors in word recognition research (Cattell, 1886).
There is little doubt, nowadays, that word frequency is a pow-
erful determinant of word processing, with an advantage for
high-frequency words. Its effect has been shown in word iden-
tification, word naming, object naming, recall, translation,
categorization, and learning, among other processes (Connine,
Mullenix, Shernoff, & Yelen, 1990; Criss, Aue, & Smith,
2011; MacLeod & Kampe, 1996; Murray & Forster, 2004;
Oldfield & Wingfield, 1965; Strain, Patterson, & Seidenberg,
1995; Whaley, 1978; Yonelinas, 2002). Through the years of
research on word processing, a number of factors have been
put forward as potential confounds of word frequency (e.g.,
AoA, concreteness, contextual diversity, imageability, word
length, number of orthographic and/or phonological
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neighbors, etc.). However, the frequency of the word has
remained as a variable that explains, over and above the con-
founding factors, a significant proportion of the variance as-
sociated to the precision and time associated with processing a
word.

The robustness and widespread influence of word frequen-
cy suggests that frequency shapes the word’s representation in
memory, and as such, most models of word processing incor-
porate frequency in their architectures (Coltheart, Rastle, Per-
ry, Langdon, & Ziegler, 2001; Harm & Seidenberg, 2004; P.
Monaghan & Ellis, 2010).

A number of studies of morphological processing have ma-
nipulated frequency, considering that if it is an intrinsic part of
the lexical representation, it is a safe factor to use when testing
theories of lexical access, storage, and/or retrieval. Taft (2004),
for example, used a common argument in his investigation of
the recognition of complex words. He manipulated stem fre-
quency (i.e., the base frequency of the stem and its inflected
forms; e.g., walk, walking, walked, walks) and surface frequen-
cy (i.e., the frequency of the word itself; e.g.,walking). The idea
is simple: If the process of word identification is fragmented
into stem plus affix, then complex words with high-frequency
stems will be identified faster than complex words with low-
frequency stems, assuming a control of the overall frequency.
Similar design ideas have been exercised in a number of studies
of morphological processing (Burani & Caramazza, 1987;
Domínguez, Seguí, & Cuetos, 2002; Taft, 2004; Vannest, New-
port, Newman, & Bavelier, 2011).

Here we present the surface frequency of the base word
(i.e., its own singular frequency) and of the corresponding
complex word(s). Surface frequency has been shown to affect
reaction times to simple and complex derived words in lexical
processing (Baayen, Dijkstra, & Schreuder, 1997; Ferrand
et al., 2011; Taft, 1979). In addition, the surface frequency
of the exact orthographic configuration of a word has been
shown to affect language acquisition and grammatical devel-
opment. Distributional frequencies, for example, provide im-
portant grammatical cues, such as word class, that are picked
up by children when learning the language (Diessel, 2007).
High-frequency words occurring in particular clusters (e.g., in
the _, I am _, a big _, has been _) have a tendency to be
learned earlier than low-frequency words, having an impact
on the emergence of the structure of language. The selection
of surface frequency for the present norms is attributable to its
importance not only in language processing, but also in acqui-
sition and development.

Surface frequency values gathered from subtitles are the
values that we opted for, because subtitle frequencies are
available for the Spanish and English languages and are also
thought to be more representative of the language in use than
are printed frequencies (Cuetos, González-Nosti, Barbón, &
Brysbaert, 2011; Dimitropoulou, Duñabeitia, Avilés, Corral,
& Carreiras, 2010).

Morphological family size

The morphological family size of a word is the number of
different complex word types in which a base word occurs
as a constituent (De Jong, 2002). Morphological family size
has a significant effect on word recognition, with words from
large morphological families being identified faster than those
from small morphological families (Bertram, Baayen, &
Schreuder, 2002; Mulder, Dijkstra, Schreuder, & Baayen,
2014; Schreuder & Baayen, 1997).

The role of morphological family size is gaining promi-
nence in relation to other fundamental lexico-semantic vari-
ables. Across numerous languages, quicker naming times
have been associated with words that come from larger ortho-
graphic and semantic families (Schreuder & Baayen, 1997;
Taft, 1979), and thus with larger morphological family size.
In addition, highly frequent morphologically simple words
tend to have a larger number of morphological families than
low-frequent morphologically simple words (Schreuder &
Baayen, 1997). As a consequence, words with higher-
frequency morphological families are processed quicker than
those words that come from lower-frequency morphological
families. This has been evident in morphologically simple
(e.g., Baayen, Feldman, & Schreuder, 2006) and morpholog-
ically complex (Kuperman et al., 2010) words.

It has been argued that morphological family size and fre-
quency may well be semantic in nature, due to the semantic
characteristics between morphological family members (De
Jong, 2002; De Jong, Schreuder, & Baayen, 2000).
Schreuder and Baayen (1997) showed that the morphological
family size effect is indeed, in great part driven by semantics,
since only the number of semantically transparent relatives
showed a significant influence on their identification task.

Interestingly, morphological family size appears to influ-
ence words acquired at different points in time. For example,
Henry and Kuperman (2013) examined AoA norms for mor-
phological families and their shared morphemes. Henry and
Kuperman observed that those words with larger morpholog-
ical family sizes had earlier-acquired AoA ratings than those
words with fewer morphological family members. Henry and
Kuperman explained their findings in relation to the fact that
the architecture or the size and development of the mental
lexicon is contingent not only on how early a word is acquired
(AoA of the target morpheme), but also on its family size
(Steyvers & Tenenbaum, 2005). Notably, morphological fam-
ily size has also been shown to remain a significant predictor
in other studies, even when AoA has been controlled (De
Jong, 2002).

The effect of morphological family size has also been ob-
served in younger readers (Perdijk, Schreuder, Baayen, &
Verhoeven, 2012), which one would expect not to find
(Schreuder & Baayen, 1997), on the premise that language
development for much younger readers is still growing
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tentatively. However, Perdijk et al. interpreted the observation
of a morphological family size effect emerging in younger
readers to be due to the increased use of phonological
recoding in the way that young readers process vocabulary.

In order to facilitate future research related to morpholog-
ical family size, two measures of morphological size are pro-
vided here: (1)total morphological family size and (2)the mor-
phological family size of derived words that are semantically
related to the base form.

Norms for the present database

The growing number of investigations on the morphological
impact of complex words on mental processes has prompted
the need to gather norms for families of words that are mor-
phologically related. Here we present norms for 2,204 mor-
phologically related words in English and 1,059 morphologi-
cally related words in Spanish. The words were selected ac-
cording to the phonological or semantic relationships
established between the base and the morphologically com-
plex word. The defining criterion for phonological
transparency was whether or not the stem of the complex
word preserved the same phonetic shape as the base word
(Marslen-Wilson et al., 1994). Thus, complex words were
phonologically transparent if their stem was pronounced the
same way in the complex and simple versions of the word
(e.g., friend–friendly in English; comer–comedor Beat–dining
room^ in Spanish). Phonological opacity occurred when the
pronunciation of the base word was different from the pronun-
ciation of the stem in the complex word (e.g., sign–signal in
English; cuerpo–corporal Bbody–corporal^ in Spanish). It is
important to note that differences in orthographic transparency
and grammatical class (e.g., filtering for nouns and verbs)
were not taken into account in the formation and analysis of
the sets of words comprising these norms. Furthermore, words
were classed as phonologically transparent even if there was a
change in the syllable status of a base word relative to its
derived complex form. Overall, words were also classed as
phonologically opaque if there was change in a vowel or con-
sonant between the base and the derived form (e.g., complete–
completion) (Marslen-Wilson et al., 1994). The defining cri-
terion for semantic transparency was whether the meaning of
the complex word could be guessed via the meanings of the
base word and the affix. Thus, semantically transparent words
were those easily understood via the comprehension of the
base word and the affix (e.g., bake–baker in English; vista–
visión Bview–vision^ in Spanish). Semantically opaque words
were etymologically related to the base word but had mean-
ings that could not be easily guessed from the base word (e.g.,
wit–witness, in English; calor–caloría Bheat–calorie^ in
Spanish).

Words were presented in four blocks (two of English words
[A and B] and two of Spanish words [C and D]). Each block

comprised morphologically related words grouped in pairs or
trios. Block A comprised 936 English words. These were
grouped in 312 trios of morphologically related words in
which the complex forms were phonologically transparent or
opaque in their relation to the base word. Block B comprised
1,268 English words, grouped into two pairs of words mor-
phologically related with a semantic relation of transparency
(317 pairs) or opacity (317 pairs). Block C consisted of 480
Spanish words. Half of these words were base words and half
were morphologically derived words; from these, 120 were
phonologically transparent in relation to their base word (e.g.,
comer–comedor, Beat–dining room^), and 120 were phono-
logically opaque in relation to their base word (e.g., cuerpo–
corporal Bbody–corporal^). Block D consisted of 579 Span-
ish words, grouped in trios of 193 words each. The trios were
formed by a base word and two morphologically related
words, one semantically transparent in relation to the base
word (e.g., amar–amante Bto love–lover^) and one semanti-
cally opaque in relation to the same base word (e.g., invierno–
invernadero Bwinter–greenhouse^).

In addition to the morphological relationship between the
complex and simple forms of the word, norms were gathered
for the following variables: AoA, imageability, and degree of
semantic opacity. Statistical comparisons between the ratings
provided for base and complex word forms on AoA and
imageability were run to test the proposals made by Reilly
and Kean (2007) and Kuperman et al. (2012). Values for word
frequency, number of phonemes, number of letters, number of
syllables, number of orthographic neighbors, and morpholog-
ical family size for all of the words considered in the study
(i.e., simple and complex words) were also included, to com-
plete the norms.

Method

Participants

A total of 277 English native speakers, 61 males and 216
females, and 256 Spanish native speakers, 49 males and 207
females, participated in the compilation of these norms. Each
of the factors to be estimated—AoA, imageability, and seman-
tic similarity—was rated by two different groups of volun-
teers, one by English native speakers and one by Spanish
native speakers. The participants had a mean age of 22 years
(range 18 to 47 years) and completed the questionnaires on-
line. They all had normal or corrected-to-normal vision.

Materials

English words (2,204 words) The list of suffix-derived words
that were morphologically related and had a relation with the
stem of phonological transparency or opacity (n= 936 for
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English and n= 244 for Spanish) were selected from the Gen-
eral Service List (GSL) database of morphologically related
English words (West, 1953) and from the Dictionary of the
Spanish Real Academy (Real Academia Española, 2001). The
selection of English and Spanish words was based on the
following criteria: Morphological families had a base word
that could form a phonologically transparent and a phonolog-
ically opaque word. Complex words were phonologically
transparent when their stem was phonetically the same in the
simple form of the word (e.g., friend–friendly; comer–
comedor Beat–dining room^). Complex words were phono-
logically opaque if their stem was phonetically different from
that in the simple word (e.g., sign–signal; diez–decena Bten–
tenth^).

On the basis of these criteria, all of the English words from the
GSL database (West, 1953) were initially coded as phonolog-
ically transparent and phonologically opaque, irrespective of
their semantic transparency. The nature of the GSL, a database
comprising 2,000 base words and their morphological fami-
lies, allowed for the selection of 312 base words that had a
corresponding phonologically transparent derived word (n=
312) and also had a phonologically opaque derived word
(n= 312). Thus, a base word such as explain was selected
because we could find a phonologically transparent derived
word, explaining, and a phonologically opaque derived word,
explanatory, within the same morphological family. The total
of phonologically related English words was 936 (see Table 1
for examples). To our knowledge, there is not a database of
word families in Spanish; therefore, the selected Spanish
words were two lists of word pairs: one list formed with pairs
comprising base and morphologically transparent words (119
pairs, e.g., mora–morado Bblackberry–purple^), and the other
list comprising a different set of base and morphologically
opaque words (119 pairs, e.g., boca–bucal Bmouth–oral^).
The degree of semantic transparencywas not considered when
selecting derived words phonologically related to the base
word.

The set of morphologically related words for English, with
a relation with the stem of semantic transparency or opacity
(n= 1,252), was selected from the CELEX database (Baayen,

Piepenbrock, & van Rijn, 1993; Lavric, Rastle, & Clapp,
2011; Marlsen-Wilson, Bozic, & Randall, 2008; Morris,
Frank, Grainger, & Holcomb, 2007; Rastle, Davis, & New,
2004) and the Concise Oxford Dictionary (Fowler & Fowler,
1982); the words for Spanish were selected from the Dictio-
nary of the Spanish Real Academy (Real Academia Española,
2001).

Finding trios of morphologically related English words
whose composition was base word, semantically transparent
related word, and semantically opaque word proved to be
difficult. Therefore, words were grouped into pairs (i.e., base
and derived word). One pair consisted of the base word and a
derived semantically transparent complex word (n= 314 pairs;
e.g., comfort–comfortable), and the other pair was formed by
the base word and a derived complex word semantically
opaque in relation to its base (n= 312 pairs; e.g., audit–
audition). Phonological transparency was not considered in
this selection. In Spanish the selection of words in trios was
possible, and therefore 184 base words, 184 semantically
transparent, and 184 semantically opaque Spanish words were
compiled, irrespective of phonological transparency. We en-
sured that all derived words were etymologically related to
their base word and also that derived words had a recognizable
(i.e., familiar and identifiable) suffix, as listed in Quirk,
Greenbaum, Leech, and Svartvik (1985) and the Dictionary
of the Spanish Real Academy (Real Academia Española,
2001).

Procedure

Age of acquisition (AoA) AoAvalues for English and Spanish
were estimated using a 7-point scale, where 1 meant having
learnt the word before the age of two; 2, between the ages of 3
and 4; 3, between the ages of 5 and 6; 4, between the ages of 7
and 8; 5, between the ages of 9 and 10; 6, between the ages of
11 and 12; and 7, which indicated having learnt the word at
13 years and older (Carroll & White, 1973).

Imageability Imageability ratings were obtained for all the
Spanish and English words in the same manner. The rating
instructions employed by Gilhooly and Logie (1980) were

Table 1 Examples of semantically and phonologically related base and derived words in English and Spanish

Base Word Transparent Opaque

English explain explaining explanatory
Spanish actuar (to perform) actuación (performance)

abierto (open) abertura (opening)

semantically related

English act actor

apart apartment

Spanish actuar (to act) acto (act) acta (minutes)
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used here. Participants were asked to rate how easy or difficult
it was, in their opinion, to create an image for each given
word. An 8-point scale was used with 1 representing I don’t
know the meaning of this word; 2, very hard to evoke a mental
image; 3, hard to evoke a mental image; 4, slightly hard to
evoke a mental image; 5, neither very easy or difficult to
imagine; 6, slightly easy to evoke a mental image; 7, easy to
evoke a mental image; and finally 8, very easy to evoke a
mental image.

Semantic distance Semantic distance ratings were obtained
for all the Spanish and English words in the same manner.
Participants were asked to estimate on a 9-point scale how
closely related the meanings of pairs of words were with 1
representing unrelated meanings; 2, very unrelated meanings;
3, moderately unrelated meanings; 4, slightly unrelated
meanings; 5, neither related nor unrelated, 6, slightly related
meanings; 7, moderately related meanings; 8, very related
meanings; and 9, totally related meanings. Participants had
the option to indicate that the word was unknown to them.
Examples of related words and unrelated words were provid-
ed, and participants were encouraged to use the entire scale
accordingly.

Word frequency The frequency measures presented here were
taken from SUBTLEXus (Brysbaert & New, 2009), for the
English words, and from SUBTLEX-ESP (Cuetos et al.,
2011), for the Spanish words. Both corpuses are based on
language samples from subtitles (51 million words in the case
of SUBTLEXus and 41.5 million words in the case of
SUBTLEX-ESP).

Brysbaert and New (2009) showed that these frequency
estimations account for a higher proportion of the variance
in naming speeds than do the more traditional frequency
values taken from Kučera and Francis (1967) and CELEX
(Baayen, Piepenbrock, & van Rijn, 1993), or than other,
more contemporary databases, such as HAL (Lund &
Burgess, 1996) and Zeno, Ivens, Millard, and Duvvuri
(1995). The calculated values per million words, present
in both databases, were taken into account for the present
norms.

Word length

Numbers of phonemes, letters, and syllables Phonological
(number of phonemes and number of syllables) and ortho-
graphic (number of letters) measures of word length were
computed. Numbers of phoneme counts for each morpholog-
ically complex and base word in the present database were
calculated following the phonetic characteristics of the En-
glish and Spanish languages.

Similarly, numbers of syllables and letters were computed
accordingly.

Number of orthographic neighbors The number of ortho-
graphic neighbors was defined as the number of words in each
language that could be generated by changing one single letter
of each target word, while keeping the place of the remaining
letters unchanged (Coltheart et al., 1977).

Morphological family size

Morphological family size counts were computed from the
CELEX lexical database (Baayen, Piepenbrock, & Gulikers,
1995). The morphological family size for English words was
computed as in De Jong et al. (2000), which was based on the
number of occurrences of a morpheme constituent of a given
simplex word form in its complex derived forms (excluding
tokens and inflectional variants). For Spanish, the morpholog-
ical family size was computed from www.gedlc.ulpgc.es/
investigacion/scogeme02/relmorfo.htm,a search database in
which the user can look for all of the morphological
relations to a given word or can specify a semantic
relationship, among other things.

Two measures of morphological family size were com-
puted: (1)the total morphological family size, based on the
number of complex word types (lemmas, and compounds)
that could be derived from a given base word, and (2)the
morphological family size of only derived words that were
semantically related to the base form (De Jong et al.,
2000).

Results

The ratings collected were collapsed across lists within each
language for AoA, imageability, and semantic relatedness es-
timations. Descriptive statistics for each variable in each mor-
phological class and language are presented in Table 2.

All of the words and normative values, organized by lan-
guage and morphological class, are presented in the Online
Appendices (A to F). Two correlation matrices, one for English
and one for Spanish, are presented in Table 3 A and B, respec-
tively, to ensure that the significance of the correlations reported
was meaningful and valid. The data were appropriately trans-
formed to deal with skewed distributions. Thus, the logarithm
transformation of word frequency was used.

Some of the correlations in Table 3 are particularly inter-
esting. For example, AoA correlated highly with all the mea-
sures of word length in both languages. This supports the
developmental hypothesis suggested by Reilly and Kean
(2007), in which English base words, free from affixes and
therefore shorter, are learned earlier than complex and longer
words. Also in both languages, imageability shows lower
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correlations with the rest of the variables, apart from AoA.
However, the correlations are all significant, indicating that
there is a tendency for longer and therefore morphologically
complex words to be less imageable. Both measures of mor-
phological family size correlated negatively with AoA and
word length in both languages, supporting the view that words
with much larger morphological family sizes are acquired
much earlier and are shorter in length (Henry & Kuperman,

2013). Furthermore, both measures of morphological family
size correlated positively, again in both languages, with
imageability and word frequency, suggesting that words with
larger morphological family sizes are more imageable and
occur more frequently. The total morphological family size
correlated positively with number of orthographic neighbors
for both languages. The correlations support recent findings in
which larger morphological family sizes have been shown to

Table 2 Descriptive statistics for the words in our database

Base Word Phonologically
Transparent

Phonologically
Opaque

Semantically
Transparent

Semantically
Opaque

Mean SD Mean SD Mean SD Mean SD Mean SD

A. ENGLISH

Phonological

AoA 3.6 1.1 4.3 0.9 4.3 1.0

Imageability 5.3 1.2 4.9 1.1 4.9 1.0

Word frequency* 3.0 0.6 2.1 0.8 2.4 0.8

Number of letters 5.9 1.7 8.0 1.8 7.5 2.5

Number of Phonemes 4.9 1.7 6.8 1.9 6.4 2.4

Number of syllables 1.9 0.8 2.6 0.8 2.5 1.3

N 4.2 5.5 2.0 2.7 2.9 5.0

Semantic

AoA 3.9 1.2 4.6 0.9 5.4 1.1

Imageability 5.7 1.4 5.3 1.3 4.5 1.7

Word frequency* 2.6 0.8 1.8 0.8 1.4 1

Number of letters 5 1.2 7.8 1.6 7.2 1.5

Number of Phonemes 4.3 1.3 6.3 1.7 6.1 1.7

Number of syllables 1.4 0.6 2.6 0.8 2.5 0.7

N 5.4 5.8 1.3 2 1.6 1.9

Semantic relation to base word – – 8.7 0.9 4.8 1.8

B. SPANISH

Phonological

AoA 3.1 1.2 4.2 1.1 4.9 1.1

Imageability 5.9 1.2 6.4 1.1 6.0 1.0

Word frequency* 2.9 0.9 1.8 0.9 1.6 0.9

Number of letters 5.6 1.4 7.6 1.3 7.7 1.6

Number of Phonemes 5.5 1.4 7.4 1.3 7.6 1.5

Number of syllables 2.2 0.6 3.3 0.6 3.2 0.7

N 5.3 5.6 2.7 3.2 2.0 2.5

Semantic

AoA 3.8 1.4 4.8 1.1 4.7 1.2

Imageability 6.0 1.2 4.9 1.1 4.8 1.4

Word frequency* 2.7 1.0 1.8 0.9 1.8 1.0

Number of letters 6.1 1.5 8.2 1.7 7.8 1.8

Number of Phonemes 6.0 1.5 8.1 1.7 7.7 1.8

Number of syllables 2.5 0.6 3.5 0.7 3.3 0.8

N 4.7 6.3 1.6 2.4 2.0 3.1

Semantic relation to base word – – 6.5 1.2 4.1 1.2

* Frequency values for English and Spanish are based on estimations per million words.
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facilitate word recognition in adults, in students in their sec-
ond grade, but not in students in their fourth grade (Perdijk
et al., 2012). Perdijk et al. suggested that the lack of facilitation
with fourth graders corresponds to a specific developmental
stage.

One-way analyses of variance and independent ttests were
used to compare the values of the words in each morpholog-
ical category (i.e., base, transparent, and opaque) on AoA,
imageability, and word frequency. Different analyses were
run for each language and for each set of morphologically
related words (i.e., based on phonology or semantics). There
were significant differences among the morphological catego-
ries for the three variables in both languages. These were
analyzed further, when needed, by using post-hoc tests
(Tukey’s HSD) to compare the categories pairwise on each
of the factors (see the summary in Table4).

Age of acquisition

Base, transparent, and opaque English words phonologically
related differed in the AoA ratings given to them [F(2, 935)=
50.88, MSE= 51.37, p< .001]. Post-hoc tests showed that
AoA ratings for base words were significantly lower (M=
3.6, SD= 1.1) than those of transparent (M= 4.3, SD= 0.9)
and opaque (M= 4.3, SD= 1.0) words. However, transparent
and opaque words were not rated as being acquired at signif-
icantly different ages. Independent ttests were used to analyze

semantically related English words. Bonferroni correction
was applied, adjusting alpha levels to .016 (.05/3). It was
found that English base words were rated significantly lower
in AoA than English semantically transparent words [t(624)=
–12.19, p< .001] and English semantically opaque words
[t(622)= –12.81, p< .001]. In addition, English semantically

Table 3 Correlation matrix for seven variables with all of the English and Spanish words

Imag Freq No of Lett No of Phon No of Syll No of N MFS Total MFS Sem

A. English

Age of acquisition –.63** –.75** .49** .47** .50** –.46** –.13** –.20**

Imageability .41** –.32** –.32** –.36** .26** .10** .11**

Word frequency –.36** –.33** –.36** .34** .14** .24**

Number of letters .91** .84** –.64** –.12** –.12**

Number of phonemes .84** –.59** –.13** –.00

Number of syllables –.57** –.12** –.02

Number of orthographic neighbours .09** –.04

Morphological family size total .66**

B. Spanish

Age of acquisition –.63** –.66** .43** .43** .41** –.35** –.13** –.26**

Imageability .33** –.25** –.27** –.23** .26** .13** .29**

Word frequency –.39** –.38** –.41** .27** .06* .11**

Number of letters .98** .87** –.57** –.13** –.24**

Number of phonemes .87** –.57** –.14** –.25**

Number of syllables –.45** –.15** –.23**

Number of orthographic neigbours .19** –.20**

Morphological family size total –.65**

Imag = imageability; Freq = frequency, No of Lett = Number of letters; No of Syll = Number of syllables; No of N = Number of orthographic neighbors;
MFS Total = Total morphological family size; MFS Sem = Morphological family size of semantically derived words only.

Table 4 Analysis of variance results for age of acquisition and
imageability ratings of words in our database

English Spanish

Age of Acquisition Ratings

Phonological relation Base < Transparent** Base < Transparent**

Base < Opaque** Base < Opaque**

Transparent = Opaque Transparent< Opaque**

Semantic relation Base < Transparent** Base < Transparent**

Base < Opaque** Base < Opaque**

Transparent < Opaque** Transparent= Opaque

Imageability Ratings

Phonological relation Base >Transparent** Base < Transparent**

Base > Opaque** Base = Opaque

Transparent = Opaque Transparent> Opaque**

Semantic relation Base >Transparent** Base > Transparent**

Base > Opaque** Base > Opaque**

Transparent > Opaque** Transparent = Opaque

> indicates Brated significantly higher than^; < indicates Brated signifi-
cantly lower than.^
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transparent words were rated significantly lower than English
semantically opaque words [t(623)= –10.06, p< .001].

Similar results were observed in the Spanish language.
Bonferroni correction was applied, adjusting alpha levels to
.016 (.05/3). Thus, independent ttests showed that Spanish
base words had significantly lower ratings on AoA than Span-
ish phonologically transparent words [t(236)= –5.32, p< .001]
and phonologically opaque words [t(236)= –15.30, p< .001].
Unlike in English, Spanish complex and phonologically trans-
parent words were rated significantly lower on AoA than were
Spanish complex and phonologically opaque words [t(236)=
5.25, p< .001]. Finally, base, transparent, and opaque Spanish
semantically related words differed in the AoA ratings given
to them [F(2, 551)= 36.96, MS= 58.12, p< .001]. Post-hoc
tests showed that AoA ratings for Spanish base words were
significantly lower (M= 3.8, SD= 1.4) than those for transpar-
ent (M= 4.8, SD= 1.1) and opaque (M= 4.7, SD= 1.2) words.
However, transparent and opaque words were not rated as
being acquired at significantly different ages.

Imageability

English base and complex phonologically related words dif-
fered significantly in imageability ratings [F(2, 935)= 18.55,
MSE= 22.55, p< .001]. Post-hoc tests showed that base words
(M= 5.3, SD= 1.2) were rated as being significantly more
imageable than phonologically transparent (M= 4.9, SD=
1.1) and opaque (M= 4.9, SD= 1.1) words. However, trans-
parent and opaque words were rated as being equally
imageable. Independent ttests showed that semantically relat-
ed English base words were rated as being more imageable
than transparent words [t(624)= 5.07, p< .001] and opaque
words [t(622)= 8.07, p< .001]. In turn, semantically related
transparent words were rated as being more imageable than
opaque words [t(623)= 6.87, p< .001]. Bonferroni correction
was applied, adjusting alpha levels to .016 (.05/3).

In Spanish, independent ttests showed that base words had
significantly lower ratings for imageability than Spanish pho-
nologically transparent words [t(236)= –4.09, p< .001]. Base
and complex phonologically opaque words did not differ sig-
nificantly in their imageability ratings [t(236)= 0.233, p> .1],
but phonologically transparent words were rated as being
more imageable than opaque words [t(236)= –3.24, p<
.001]. Bonferroni correction was applied, adjusting alpha
levels to .016 (.05/3).

Finally, base, transparent, and opaque Spanish semantically
related words differed in the imageability ratings given to
them [F(2, 551)= 52.58, MSE= 58.16, p< .001]. Post-hoc
tests showed that imageability ratings for Spanish base words
were significantly higher (M= 6.0, SD= 1.2) than those of
transparent (M= 4.9, SD= 1.1) and opaque (M= 4.8, SD=
1.4) words. However, transparent and opaque words were
not significantly different in their imageability ratings.

Discussion

The aim of the present study was to generate norms for base
and morphologically complex words that are phonologically
transparent, phonologically opaque, semantically transparent,
and semantically opaque, in two languages with slight differ-
ences in their morphological structures: English and Spanish.
Our view is that the wide range of data provided here, on two
of the most commonly spoken languages in the world, could
allow fruitful within- and cross-linguistic comparisons.

In addition to the morphological classification of the words
presented in these norms, six factors known to affect simple
and complex words processing were included. These were
AoA, imageability, word frequency, word length, and lexical
similarity, as measured by number of orthographic neighbors
and morphological family size. The data were explicitly col-
lected for AoA and imageability on all of the words. In addi-
tion, semantic similarity was rated for those words classified
as semantically related.

The correlations between the variables considered in the
present study were highly similar across languages. As has
often been found, AoA showed high correlations with
imageability and word frequency (e.g., Morrsion & Ellis,
1995). Interestingly, AoA also correlated highly with all of
the measures of word length in both languages, supporting
the developmental hypothesis (Reilly & Kean, 2007), which
proposes that shorter words (i.e., base words) are learned ear-
lier than longer words (i.e., complex words). In addition,
imageability showed significant correlations with all of the
variables, indicating that there is a tendency for longer and
therefore morphologically complex words to be less
imageable, as was also suggested by Reilly and Kean. Total
morphological family size also showed significant correla-
tions with all other variables considered across the two lan-
guages, showing that words with large family sizes tend to be
acquired earlier (Henry & Kuperman, 2013), more imageable,
more frequent, and shorter in length and to have a larger num-
ber of orthographic neighbors. This observation certainly sup-
ports the view that there may be semantic involvement (De
Jong, 2002; De Jong et al., 2000; Henry & Kuperman, 2013;
Steyvers & Tenebaum, 2005) in the manner in which morpho-
logical families develop in the mental lexicon. Steyvers and
Tenenbaum posited the influence of AoA in a growing seman-
tic network in the mental lexicon. It has been suggested that
semantic nodes that are acquired earlier are likely to have
greater and more dominant semantic connections than later-
acquired semantic nodes. Later-acquired words are disadvan-
taged because their meanings are built on those of earlier-
acquired words, and thus exhibit a processing cost relative to
earlier-acquired words (Steyvers & Tenenbaum, 2005). Fur-
thermore, earlier-acquired words also tend to show larger mor-
phological families (Henry & Kuperman, 2013) and larger
semantic relatedness (Schreuder & Baayen, 1997). Thus, the
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strength and size of the semantic connections for those words
with a larger morphological family size, which are more
imageable and have been acquired earlier, will be more robust
than those of words with less morphological and semantic
connectivity and that have been acquired much later (De Jong,
2002; De Jong et al., 2000; Henry & Kuperman, 2013;
Steyvers & Tenenbaum, 2005).

The statistical comparisons between the mean AoA ratings
given to base and morphologically complex words, both those
phonologically and semantically related, yielded the same pat-
tern of results across languages (see Table 4 for a summary of
the results). Base words were consistently rated as being ac-
quired significantly earlier than morphologically complex
words. This suggests that the reported influence of the AoA
of the base word when identifying the inflected word forms
(Kuperman et al., 2012) is more likely to be due a morpho-
logical decomposition process present in word recognition
than to the possibility that the base and inflected word forms
share the same AoA values.

Furthermore, other aspects of the present study require
careful consideration in future cross-linguistic research. Our
colleague and reviewer Cristina Burani pointed out that the
different morphological richnesses of the two languages under
study might have an impact on the computed surface frequen-
cies presented in these norms. Thus, in the case of English, a
language morphologically simpler than Spanish, surface fre-
quencies mirror cumulative frequencies very closely (e.g., ad-
jectives do not have inflected forms; the surface frequency of
base nouns only excludes the plural form; surface frequencies
of verb bases only exclude the frequencies of their three
inflected forms -s, -ing, and -ed; etc.), In contrast, surface
frequencies of most Spanish words exclude a good number
of inflected forms (e.g., plural and gender for adjectives, a
high number of tenses [past, past participle, present, future,
conditional, etc.], and declinations depending on the corre-
sponding pronouns for verbs). This implies that the surface
frequencies of the English language are likely to be higher
than those of the Spanish language. We tested this by random-
ly selecting 20 English and 20 Spanish verbs from the phono-
logically related words and running a ttest. The results showed
a statistically significant difference [t(38)= –3.59, p< .001],
with English base verbs having on average a higher frequency
than Spanish base verbs. This is a very interesting result that
deserves future exploration. The fundamental morphological
differences between English and Spanish affect the surface
frequencies of base words in English and Spanish base words,
and this need to be taken into account in future cross-language
studies.

In summary, as we previously discussed, very few (if any)
studies of morphological processing have considered AoA;
therefore, the present study is an attempt to fill a crucial gap
in morphological processing research. We provide a compre-
hensive compilation of ratings for AoA, imageability, and

semantic transparency. To add to this compilation, supplemen-
tary normative data were derived from databases for frequen-
cy, word length, number of orthographic neighbors, and mor-
phological family size. In addition, in order to facilitate the
selection of stimuli in future studies, the nature of the relation-
ships between the simple and complex words has been divid-
ed between phonological or semantic. Furthermore, compari-
sons between the ratings provided for the base and complex
word forms on imageability in the present study largely sup-
port Reilly and Kean’s (2007) proposal that complex words
are less concrete, and therefore less imageable, than simple or
base words. Intriguingly, and also in need of further investi-
gation, the Spanish base and complex words that were phono-
logically related did not follow such a pattern, with phonolog-
ically transparent words showing the higher imageability
ratings.

Indeed, the ratings provided in the present study for two
extensively spoken languages offer a unique methodological
enterprise and contribution to the future study of morpholog-
ical processing.
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