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Abstract

Agent-based modeling (ABM) techniques for studying human-technical systems face
two important challenges. First, agent behavioral rules are often ad hoc, making it dif-
ficult to assess the implications of these models within the larger theoretical context.
Second, the lack of relevant empirical data precludes many models from being appropri-
ately initialized and validated, limiting the value of such models for exploring emergent
properties or for policy evaluation. To address these issues, in this paper we present a
theoretically-based and empirically-driven agent-based model of technology adoption,
with an application to residential solar photovoltaic (PV). Using household-level res-
olution for demographic, attitudinal, social network, and environmental variables, the
integrated ABM framework we develop is applied to real-world data covering 2004-2013
for a residential solar PV program at the city scale. Two applications of the model
focusing on rebate program design are also presented.

Keywords : Agent-based modeling; Solar photovoltaic (PV); Complex systems; Technology
adoption; Social networks; Bounded rationality

1 Introduction

Development of methods that better represent the bounded rationality of economic agents [39],
largely arising due to heterogeneous information sets and heuristic decision-making [22], is
important for better understanding of the emergent phenomena that permeate economic sys-
tems [90, 91]. In this vein, recent years have seen a spurt in the use of agent-based modeling
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Austin, Texas, 78712.
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(ABM) in a range of economic and human-technical systems, including transportation [108],
land use [33, 88], market structure [50, 58], transaction costs [115], strategic interactions
in climate policy [14, 38], and technology adoption [94], especially that of environmentally-
friendly technologies [17, 47, 60, 61, 70, 93, 101, 106, 117]. ABM is attractive to researchers
interested in studying the evolution of complex human-technical systems because of the
flexibility afforded by ABM to describe in great detail the behavioral as well as structural
(policy; prices; infrastructure) aspects of the system. However, ABM techniques for study-
ing human-technical systems face two important challenges [30, 113]. First, agent behavioral
rules in agent-based models are often ad hoc – they do not necessarily build upon systematic
theories of behavior, thereby making it difficult to assess the implications of these models
within the larger theoretical context [30, 35]. Second, the lack of relevant empirical data
precludes many models from being appropriately initialized and validated against real-world
data [50]; this limits the value of such models for exploring emergent properties or for policy
evaluation. Thus, careful development of agent behavioral model and of rich datasets and
methods to enable robust initialization and validation of agent-based models is important.

1.1 Objectives

Our objective in this paper is to present an agent-based model of technology adoption that
systematically tries to address the challenges identified above regarding the theoretical and
empirical components of ABM. Using a uniquely rich and comprehensive dataset covering
2004-2013, we build an agent-based model of the adoption of residential solar photovoltaic
(PV) systems in the city of Austin (Texas, USA), which has a population of approximately
900,000. In addition to an empirically driven agent-interaction model and a theoretically-
driven behavioral model, we also account in great detail for the physical environment (irra-
diation, tree cover, home size) and economic features (prices, subsidies, wealth) that impact
agent behavior, again using empirical data. We present a detailed step-by-step construction
of the different components of the agent-based model, the process of initializing the model,
and setting up of the model parameters and variables in accordance with the theoretical and
empirical underpinnings of the system. We also present methods for temporal and spatial
validation of the model along with the fitting and validation results. The emphasis is to
provide a high level of detail in the construction of the behavioral model, data integration,
and initialization procedures. These details, which are critical to making the model repro-
ducible, are often neglected [45]. Because agent-based models intended for policy evaluation,
predictive modeling, or the study of emergent phenomena must go through a rigorous model
set-up and empirical grounding, we hope that this paper will help facilitate the develop-
ment of agent-based models for energy technology adoption in a more empirically-grounded
fashion.

1.2 Applications

A key motivation in developing this framework is to allow for a range of policy simulations
that could inform decision-making of policymakers and utility planners. To illustrate this

2
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potential, in Section 4.2 we present two applications of the ABM framework developed
here. These policy scenarios are based on the following more general questions of central
importance to the designers of solar programs, but the framework is generalizable across a
suite of technologies.1

Subsidy Program Design

Low-Income Solar Programs: Adopters of PV tend to be much wealthier than av-
erage [82]. This finding has raised equity concerns in relation to publicly-funded rebates.
Programs like California’s Single-Family Affordable Solar Housing Program were created to
address these concerns, but high cost and long time-frames associated with solar PV adop-
tion limit the ability of program designs to experiment with different rebate offerings. Using
the framework developed here a range of targeted rebate scenarios could be explored through
ABM simulation experiments.

Rebate Levels and Adoption: Recent empirical findings on optimal subsidy design sug-
gest that when peer effects and learning-by-doing effects are strong rebates should be front-
loaded in order to maximize adoption – larger rebates early on in the subsidy program and
declining over time are found to be more cost effective [29, 105]. These aggregate findings
could be validated in full-scale ABM simulations including two- or multi- tiered rebates and
by varying the rate at which the tiered rebates change over the lifetime of a solar program.
The key outcome of interest is the elasticity of PV adoption: (i) what is the impact of changes
in rebate level on PV adoption at the population-scale? and (ii) how does this impact change
with the underlying installation base?

1.3 Main Contributions

The main contributions of this paper are: (i) development of a theoretically and empirically
grounded integrated model for consumer technology adoption, applied to residential solar
PV, (ii) highly granular description of the system, including behavioral, social, and physical-
economic environmental aspects at the household level, (iii) development of new techniques
to achieve a population-wide, household-level empirical initialization, (iv) development and
application of multiple (temporal, spatial, and demographic) external validation metrics,
and (v) application of the developed model for two ABM simulation experiments to explore
solar program design.

1Our framework may be applied not only to solar PV but also to a range of other consumer technologies.
We provide the applications for the design of solar programs because the empirical components of our model
are trained on granular data from a solar program. Similar data on other technologies would enable studying
the adoption of those technologies as well. Furthermore, although not considered in this paper, other
simulation experiments could include exploration of different information seeding strategies and location-
based rebate targeting.
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2 Background and Related Literature

Advances in computing power combined with the increasing availability of granular data
have enabled researchers to apply ABM for analyzing a diverse set of problems [4, 69]. A
particular area of growth in ABM applications has been to model consumer technology
adoption, a problem for which standard methods include conjoint analysis [31, 44], Bass
diffusion models [52, 53, 95], and dynamic discrete choice (DDC) models [9]. Modeling
of consumer energy technology adoption is particularly challenging because the nominal
economics (price) of the technology is only one determinant of consumers’ likelihood to
adopt. Other behavioral and social phenomenon such as decision heuristics, anchoring,
path-dependence (past experiences), risk aversion, trust-based information networks, and
social norms are also quite important in understanding energy-related consumer decision-
making [27, 43, 57, 68, 99, 112]. DDC models are among the most sophisticated approaches
for analyzing consumer choice [71]. Unlike conventional conjoint analysis, DDC models have
a time component (multi-period), allowing to factor intertemporal tradeoffs. Unlike Bass
diffusion models, the unit of analysis in DDC models is the individual, thereby allowing
the direct study of individual decision-making processes on system outcomes. However,
these predominant methods for modeling consumer technology adoption often rely heavily
on assumptions of utility maximizing actors who have rational expectations about the future
technological trajectory. Furthermore, there are several other key challenges associated with
the representation of important behavioral, social, and spatial phenomena in conventional
models of energy technology adoption (see the review in [57]).

While the potential of ABM to address the weaknesses of conventional diffusion models
is quite promising, it is important that ABM development for the study of human-technical
systems follow fundamentally sound principles [30, 46, 78, 86, 96]. In particular, agents’
decision rules [30], the empirical basis of the system description [12, 79, 97, 98], and model
validation [34, 50, 111] demand rigorous treatment. This is especially important if policy
evaluation or predictive modeling is the main objective. Though not always followed in
practice, the need for empirical basis and validation in ABMs has been recognized before [30,
36, 46, 86]. By grounding the agent states, decision rules, and environmental variables
in empirical patterns, ABMs could gain descriptive [32], explanatory [30], and predictive
power [85].

Mindful of the opportunities and pitfalls of ABM, in this paper we present a theoretically-
driven and empirically-grounded ABM of residential solar adoption. Our choice to study solar
adoption using ABM is motivated primarily by two factors. First, over the last decade solar
has emerged as a serious electricity supply option, and has been the fastest growing energy
technology globally [37, 102, 103]. Solar’s spread also has important broader implications.
For example, while the penetration of solar is still quite low in most of the United States (and
the rest of the world), solar has already upended conventional expectations and has been at
the center of discussions on revisiting the conventional electric utility model in the U.S. [11].
Second, from a theoretical viewpoint, acquiring a solar system is a complex decision requiring
significant time and monetary resources from the consumer [83]. Further, the decision to
adopt solar is characterized by “non-price” interactions between consumers with limited (and
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different) information sets, which in turn are fed via different (individually specific) social
networks. For example, some recent research provides strong evidence about the importance
of local peer-networks in driving the rate of adoption of residential solar [13, 77, 83]. As such,
studying the solar adoption process provides a unique window into exploring the structure
and role of social interactions embedded within such complex decisions. ABM is a naturally
suitable method to represent these complexities of the solar adoption decision process. The
rest of this paper is a detailed presentation of the data and methodology used to set up,
initialize, validate the solar ABM, and discuss its applications.

3 Data and Methodology

Our modeling goal is to build a household-level agent-based model that is able to generate
the empirically observed temporal and spatial patterns of the adoption of residential solar
at the city scale. Accordingly, the solar adoption ABM presented here uses the 173,466
actual single-family residential households in Austin, Texas (accurate as of mid 2013) as the
primary agents. The time period of the simulation is from 2004 to June 2013, during which
the adoption level grew from only N = 20 to 2,738. Note that since the adoption level
(1.58% of the relevant population) at the end of the model period is relatively low, it makes
the modeling task especially challenging. In this section we present the step-by-step process
of the solar ABM: (i) model set up and how the different model components interact with
each other, and (ii) the integration of granular data from surveys, utility rebate programs,
and household-level publicly available data to represent the environment and to initialize
agent states. The simulations were run using the Stampede Supercomputer at the Texas
Advanced Computing Center (TACC).

3.1 Data

In order to accurately represent market conditions, agent-based models need to incorporate
empirical data for initialization and validation. In this section we provide details for each
of the data-streams in the model and then elaborate in the later sections upon the way
data are used in the model. As explained below, the resulting household-level database is
a combination of granular socio-economic demographics and environmental data for every
household in the study area as well as detailed time-series rebate program and survey data
for the solar adopters. This combination of carefully overlaid data-streams is critical in
enabling us to model the economic, attitudinal, and social network attributes.

3.1.1 Austin Solar Rebate Program Data

Program tracking data on PV adopters was collected by the electric utility (Austin En-
ergy) as a part of the implementation of Austin’s solar rebate program. This data included
information about the installation date, system size, all technical details of the system, re-
bate amount, system cost, and the location of the installation. Installation locations were

5
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Table 1: Data streams incorporated into the ABM for initialization, fitting, and validation. Scale
refers to the population of agents used in the model, which covers the 173,466 residential households
in the city of Austin.

Data Sources

Source Content Scope Scale Resolution Time frame

Austin Energy
System details,
location, install- PV Adopters Population Household 2004-2013
ation date, etc

UT Austin
Survey responses
regarding install- PV Adopters Sample, 22.5% Household 2011-2014
ation decision

TCAD
Home value,
parcel size, land Land parcels Population Household 2013
use code, etc

CAPCOG
City of Austin

LIDAR images visible above Population 6in 2013
ground

USGS
National City of Austin
Elevation elevation Population 3m 2013
Dataset ASL

geocoded to street locations in a GIS with a 97.9% match rate. Geocoding the matched lo-
cations allowed geographic distributions of PV system characteristics and survey responses
(see below) to be overlaid with other socio-economic demographics and environmental layers.

3.1.2 Solar Adopter Survey

Longitudinal survey data on PV adopters in Austin were collected in three main waves from
2011-2014. The 616 responses from PV adopters in Austin constituted a 22.5% response
rate. The survey consisted of detailed questions regarding the behavioral, financial, and
social components of the adoption decision. Relevant questions are included in Appendix A.
Further, respondents were given the option to provide personal identifiers, allowing responses
to be joined to detailed solar rebate program data (Section 3.1.1). 82% of respondents opted
to provide this additional information.

3.1.3 Appraisal District Data

Publicly available data from the Travis County Appraisal District (TCAD) were used to
generate household parcel polygon shapefiles, which were joined to the TCAD database
containing appraised and market home value, parcel area, land-use codes, construction date,
and major home improvements. Land-use codes were used to filter the data down to single-

6
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family residential parcels. A spatial join was used to match geocoded PV adopter locations
to residential parcels.

3.1.4 Household Footprint, Tree-cover, and Terrain

Publicly available light detection and ranging (LIDAR) data from the City of Austin were
used to generate household footprint and tree-cover layers. One LIDAR raster was used, as
time-series LIDAR data were not available. The household footprints were approximated
using the roof area shape. Tree-cover was assessed using the IR band. These layers were
overlaid and joined to the residential households. Capital Area Council of Governments
(CAPCOG) data were also used to define utility service area boundaries, zip codes, roadways,
and bodies of water. Terrain and elevation data from the U.S. Geological Survey (USGS)
National Elevation Dataset at the 3 meter level were used to create a digital elevation model
(DEM) of the study area. DEM derivatives such as slope, curvature, aspect, and hillshade
were calculated and used to calculate solar irradiance in Watt-hours per square foot for the
entire study area.

3.2 Model Overview and Design

The formulation of our behavioral model is motivated by the Theory of Planned Behavior
(TPB) – a widely applied behavioral model in psychology [2, 5, 41, 64].2 Variations of the
TPB framework have been applied in a number of agent-based models describing theoretical
markets [116], human migration [59], dietary choice [87], and technology diffusion [55, 93,
98, 117]. Figure 1 shows the various components of the solar ABM developed here. These
components were combined in the integrated model in the R programming language, with
supporting methods written in Python. Each of these components is described in detail
later in this section. We begin by providing an overview and design concepts of the model
components to illustrate the mechanics of the ABM.

In the model two key elements determine the decision of agents to adopt or not adopt solar:
an attitudinal component (“attitude”) and a control component (“control”). As explained
later, a social network model is embedded within the Attitudinal module. As the model
cycles forward in time, both the attitude and control attributes of all agents evolve based
on interactions with other agents (in respective social networks) and/or feedback from the
environment. The decision criteria is that both an agent’s attitude and control attributes
must be above certain respective thresholds before she adopts solar. We use a global attitude
threshold [104] to determine if an agent has a strong enough positive attitude toward the

2TPB states that human behavior is the result of the intention to perform the behavior. In turn, the
intention itself is driven by the individual’s attitude toward the behavior, subjective norms, i.e., perceptions
about social expectations and pressure, and perceived behavioral control (PBC), i.e., the individual’s per-
ception of her ability to actually perform the behavior [3]. Thus, “[a]s a general rule, the more favorable
the attitude and subjective norm, and the greater the perceived control, the stronger should be the person’s
intention to perform the behavior in question” [3]. The three components of intention can be modeled as a
function of attitudinal, social, and demographic variables [66, 75].

7
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Figure 1: Flowchart describing the solar ABM structure, emphasizing the agent decision process
to install solar. Agent states are initialized using a population-wide empirical process using data
through Q4 2007. Thus, the first model cycle occurs in Q1 2008. Agents’ attitudes (sia) and
uncertainty regarding those attitudes (U) are modified through interactions with other agents in
their small-world social network through the Relative Agreement algorithm, and compared to a
global threshold (siathresh). Individual control beliefs (pbc) regarding ability to afford solar are
compared to current payback periods (PP ), which are influenced by house location, electricity
prices and available incentives. Adoption occurs only when both the attitudinal and the economic
criteria are met. The “Check PV Awareness” and “Check PV Awareness” steps exist in the
framework, but do not impact the model outcomes.3
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technology to potentially adopt it. Section 3.3.3 presents the detailed methodology for
the attitudinal sub-model. To determine whether an agent can potentially afford to adopt
the technology, we use an individual control threshold. Details of the control sub-model
are presented in Section 3.3.1. Following the steps, if the agent has a sufficiently strong
attitude and control, then the agent will adopt solar. Note that this formulation specifies the
attitude and control components as being able to evolve independently. This is consistent
with the underlying construction of TPB. An examination of the data for our empirical
case (solar adoption in Austin, TX) supports this formulation. Further, a recent survey of
non-adopters in Texas confirms that attitude and control variables regarding solar exhibit
significant independence [81].

In its standard form TPB is formulated as a static model of behavior: at a specific time,
TPB maps measures of attitude, subjective norms, and perceived behavioral control (PBC)
onto intention, and intention onto actual behavior. TPB does not specify how these variables
evolve over time allowing intention to change. Since in reality these measures are not static
– for example, norms and attitudes evolve over time through social interactions [7, 20] –
incorporating TPB in ABM requires complementary means of evolving agent variables. In
our formulation, the dynamic aspect in the control component of agent behavior comes from
the changing economics of solar. Section 3.3.1 discusses the control module in further details.
Furthermore, as described in Section 3.3.3, we use the Relative Agreement (RA) algorithm
to model the process through which agent attitudes and uncertainties around those attitudes
evolve through agent-agent interactions [25, 48, 73].

3.3 Initialization

Agent states should reflect the conditions at model initiation (t = 0) in order to anchor the
model in the empirical time-series. We match these attributes to the relevant data in the
city of Austin in Q4 2007 through population-wide household-level empirical initialization.
Each time step corresponds to one quarter year. Thus, in terms of time steps, Q4 2007 is
t = 0 and Q1 2008 is t = 1, the first step in the model cycle. Initial agent state distributions
of the fully empirical initialization process for agents economic, network, and attitudinal
attributes are discussed next.

3.3.1 The Control Module: PV Economics and Payback

The control module is modeled after the perceived behavioral control (pbc) construct from
TPB. Note that PBC in TPB is a more general concept than just a measure of economic

3While the model was designed to operate using a utility budget constraint if relevant (“Check Budget”),
all the scenarios described in this paper are unconstrained. Furthermore, the “Check PV Awareness” step
checks at each time step for each agent if they are “aware”, which is defined as at least one other agent in
the social network being a PV adopter. This step was included for consistency with the literature [8], but it
has no significant impact on the model for two reasons: (i) within the first few time steps a vast majority of
the agents become “aware” and (ii) those agents that are “unaware” are also highly likely to be either below
the attitudinal or the control threshold. That is, compared to “awareness”, sia and pbc are much tougher
constraints on adoption, thus making the awareness check redundant.

9
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control over a decision. For solar, however, the perception of affordability (or lack thereof) is
often cited as the most important barrier to adoption [81, 84]. Thus, for our purposes focusing
on the economic component of behavioral control is justified. We use the pbc variable as a
measure of an agent’s perception of her ability (control) to perform a behavior, in the face
of “the presence of factors that may facilitate or impede performance of the behavior” [3].
Simple payback was the most commonly used financial metric by solar adopters surveyed
in the study area [82, 84]. Accordingly, we compute pbci for each agent i as the minimum
tolerable payback period of investing in a solar system. The interpretation in the context of
TPB is that an agent perceives full control over adoption if the payback is lower than the
agent’s pbc. More concretely, an agent i compares her pbci with the empirical payback at
the current time period PPit. Assuming that she is already above the attitudinal threshold
(see Section 3.3.3), adoption happens only if the payback is lower than pbci, that is:

PPit < pbci . (1)

As explained below, note that pbci is computed only once for each agent and has that same
value throughout the simulation period; thus, we assume the pbc to be an intrinsic, time
invariant attribute of an agent over the simulation period. In contrast, as discussed next,
payback is a dynamic quantity and changes for each agent over time.

As shown in Equation 2, payback is calculated as a function of the value of the electricity
produced by the solar system (e), the per unit price p of the solar system (in $/Watt),
utility rebates (R), and the federal investment tax credit (ITC) for each time period t, and
the annual system electricity generation G (in kWh/kW, calculated based on site-specific
irradiance):

PPit = (pt −Rt − (pt −Rt)× ITCt)/(Gi × et) . (2)

In this formulation, PP is only affected by changes in prices and rebates. PP is computed
independently of any physical constraint owing to tree-cover, which, as described below, is
accounted for through pbc. Except pt all other variables in Equation 2 are known exactly for
each agent. pt was modeled using non-parametric local polynomial regression (LOESS). In
the LOESS model, price, the dependent variable, is a function of time only. The price data
were compiled from Austin Energy solar rebate program tracking data. Observed prices range
from nearly $10/Watt in 2008 to just over $2/Watt in 2013. A moving window comprising
33% of the data was used to create subsets of the time-series system-size data. Second-order
weighted least-squared polynomial regression estimates were obtained for each subset. The
pseudo R2 from this technique was 0.72, and residuals were approximately normal. The
LOESS model outcome is presented in the Supplementary Information (SI).

We model agents’ pbc as a function of their financial resources and the relevant physical
features of their house. We take the home value (W ) as a proxy for the financial resources
available to the agent. The relevant house-feature quantities are size of the house (s), tree-
cover (T ), and irradiance received (I). Tree-cover and the amount of sunlight received
(including any hill shade) may be expected to impact the perception of the financial viability
of installing solar. This is supported by the fact that modeling pbc as a function of W alone
leads to over-prediction of adoption among wealthy households, particularly in hilly areas.
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Because pbc is taken as a single index value, the assumption is that given a sufficiently
financially attractive payback period, the agent will take measures to overcome tree-cover
related physical constraints.4 Examining the data we find that this indeed is empirically
the case as demonstrated in wealthy adopter households with high tree-cover. As shown in
Equation 3, we model pbc as a linear sum, wherein greater financial resources and amount of
sunlight received increase the agent’s pbc, while tree-cover share over the roof decreases it:

pbci = α0 + α1

�
Ii +W ∗

i −
�
T

s

�∗

i

�
, (3)

where W ∗ and (T/s)∗ denote the weighted W and T/s (the tree-cover ratio), respectively.
The weighting is necessary in order to account for differences in the scales of each of the
components: W and T/s were made comparable to irradiance by assigning weights such that
the medians for W ∗ and (T/s)∗ were equal to the median of I. As discussed in Section 3.6, α0

and α1 are parameters in the model that are fit to minimize the error between the empirical
number of cumulative adoptions each quarter and the predicted number. The optimal values
obtained from the fitting process are α0 = −60.61 and α1 = 2.46.

3.3.2 The Control Metric, pbc

By incorporating multiple relevant components, pbc more fully captures the complexity of
solar economics. The decomposition of pbc components and the resultant pbc distribution
are shown in Figure 2. As can be seen, the pbc index has a distinct spatial distribution
(Figure 2a, top left map) from any one of its components (Figure 2a, irradiance, home value,
and tree-cover maps). Note that through the fitting process described above a portion of the
agent population gets assigned negative pbc values (Figure 2b). This reflects households that,
given their financial and house attributes, would not adopt solar regardless of the payback.
For instance, this could be because of need for large roofing improvements or extensive tree
trimming, which would result in large costs in addition to that of the solar system alone.
Looked at differently, values of pbc below 0 suggest that without making some of the variables
dynamic that we hold constant in the model (home value, roof size, tree cover, irradiance)
over the simulation time frame5, these households will not adopt PV regardless of economics.
As such, only households with positive pbc can be considered to have “technical” solar PV
potential.

In order to measure the accuracy of the pbc metric, we compare the pbc value (Equa-
tion 3) for each PV-adopter household to that same household’s realized payback period.
The realized payback is calculated using Equation 2, but using the actual price and timing
information relevant for the specific agent (this data is available from the solar rebate pro-
gram dataset). Thus, the realized payback is directly observed for all PV adopters. Recall
that the economic threshold rule is that an agent is able to install solar only if, at a given

4Unless very onerous, tree-trimming to clear tree shade for installing solar is not expected to change the
economics of solar installation.

5These variables are held constant in the model due to lack of good historical data on which to base a
dynamic formulation.
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Figure 2: (a) The spatial distribution of pbc and its components over the agent populations, and
(b) the resulting statistical distribution. pbc is distinct from any of the three components, but the
effects of each are visible. By allowing for more complexity than a simple measure, for example
home value alone, pbc better captures the realities of solar economics, as related to affordability.

time, the payback is lower than the agent’s pbc.6 Therefore, if our pbc routine is robust, then
at the time that the actual PV adopters acquired solar, their realized payback should have
been lower than the pbc computed using Equation 3. As shown in Figure 3, the calculated
pbc values resulted in 86.6% correct predictions for the PP < pbc rule. This is an encourag-
ing result, given that Equation 3 uses only basic publicly available information and there is
no fitting associated with the choice of variables (I, s, W , and T ) that go into computing
pbc or with their functional forms. We believe that the remaining error in the model is due
to the early stages of PV adoption in Austin (penetration level is less than 2%). Previous
studies have found that at early stages of PV adoption there are indeed a segment of cus-
tomers who adopt PV primarily for environmental reasons, even when the economics may
be unattractive (for example, adopters with negative net present value) [82, 105]. As such,
our model for computing pbc (Equation 3) is likely unable to account for these idiosyncratic
adopters.

3.3.3 The Attitude Module: Combining Survey Data and Spatial Regression

Two dynamic, heterogeneous attributes – attitude (sia) and uncertainty about the attitude
(U) – drive the attitudinal module. It is important to note that the value of these variables

6As discussed in Section 3.2, the economic criterion is a necessary but not a sufficient condition for
adoption. Sufficiency requires both the social and the economic criteria to be met.
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Figure 3: Estimates for each empirical adopter household’s control measure pbc compared to their
realized payback period PP in order to evaluate the initialization method in Section 3.3.1. The
initialization method shown does much better than random, validating the decision rule for 86.6%
of the empirical adopters.

for each agent varies over time, making the initialization process more difficult. Initial
uncertainty U was distributed in proportion to the inverse absolute value of the initial
sia for each agent. Our choice was based on previous behavioral research indicating that
people are more likely to process relevant information and thus have higher uncertainty if
they do not hold extreme attitudes [21, 67]. In the remainder of this section, we focus on
the main attitudinal attribute itself, sia. For the model to be empirically grounded, the
requirement of matching initial conditions must be addressed: at simulation initiation (time
t0 = 0, Q4 2007), sia needs to be initialized as close as possible to the actual sia at t0
for all agents. In our model, this means every household in the study area. Measuring
attitudinal variables necessitates self-reported questionnaires. Thus, obtaining the empirical
population-wide distributions for heterogeneous agent attitudes using survey data would
require surveying all households in the study area either longitudinally or on past beliefs
about a technology (for example, perceptions of the profitability of solar). Longitudinal
survey data collected since the early years of the adoption process for the technology of
interest would be the ideal solution. Rarely is that data available; we believe that, although
potentially the most accurate, this approach is not practical for most applications because of
high costs and long lead times involved. The second approach would be a survey conducted
in the present – potentially years after the beginning of the adoption process – that would
ask agents (adopters and non-adopters) about their attitudes in the past (at t0). While the
adopters may still have better and more accurate recall of their attitude and other decision-
variables at t0, this approach is especially problematic for non-adopters, who, in general,
are unlikely to have closely tracked their evaluation of a novel technology over time. As
such, this approach is prone to significant measurement error. In general, then, both these
approaches would result in high cost, unacceptable measurement errors, or both.
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Instead, here we use a statistical modeling approach to derive population-wide estimates
for agent attitudes at initialization, using attitude measurements on past beliefs for a sample
of the adopters. The basic approach is to use kriging spatial autocorrelation model to take
advantage of any spatial patterns in the data. Accordingly, sia is modeled and interpolated
to the entire population in t0 (Q4 2007), according to a three-step process:

Step 1: TPB posits that an individual’s attitude towards a behavior arises from behavioral
beliefs – beliefs of the individual about the likely outcomes of the behavior and her evaluation
of those outcomes [2]. Following this reasoning, we create an index of survey items using
data from 2004-2007 (Only respondents that were able to be geocoded were used: N = 108,
i.e., 20% of the solar adopter population through 2007) using ten questions on the financial,
environmental, and social aspects of their beliefs. Relevant survey questions related to
these attributes are provided in SI (items 1-8). Critically, in this step, sia estimates are
generated only for PV-adopter survey respondents (in Step three the relationships between
these values and publicly available population data are used to generate estimates for the
entire population). We further recognize that there is potential heterogeneity among agents
in how much importance they place on each of the components of sia. For example, this
allows for the situation where an agent may believe that solar is unprofitable, but profitability
may not have been an important factor in that agent’s decision to install solar. To account
for this we use additional data from the PV-adopter survey to calculate a weighted average,
where the weights (wi) are the revealed importance of each component (relevant survey
questions related to the weights are provided in SI (item 9). As noted above, this weighting
is done only for the PV adopters for whom we have matched survey data (N = 108).

Thus, as shown in Equation 4, rather than being one simple measure of opinion regarding
solar, sia for a given solar adopter i is an index of three components composed of financial
(Fi), environmental (Ei), and social (Si) belief indices for that adopter. The financial index Fi

is the sum of survey respondent i’s estimation of the payback period P̄P , characterization
of the profitability of the system Pri, and net monthly electricity bill savings Msi. The
environmental index Ei is the sum of the level of overall environmental concern ECi, the
amount the individual is willing to pay to protect the environment PayEi, and the level of
concern for environmental issues in the individual’s neighborhood NeiEi.

siai =
1

3
(w1iFi + w2iEi + Si) , (4a)

Fi =
1

3
(P̄P i + Pri +Msi) , (4b)

Ei =
1

3
(ECi + PayEi +NeiEi) . (4c)

We quantified social influence from neighbors as well as other acquaintances to account for
the multiple interaction channels through which a potential adopter’s attitude about solar
are influenced. Accordingly, we took the social component Si to be the average of two
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sub-indices:

Si =
1

2

�
w3i

�3
p=1 Neipi

3
+ w4iAqi

�
,where (5a)

log(Nnei
i + 1),Moi, Cnfi ∈ Neipi , and (5b)

Aqi = log(Aci + 1) . (5c)

Nnei
i is the number of reported systems in the neighborhood, Moi is the degree of motivation

obtained from neighborhood systems, and Cnfi is the degree of confidence obtained from
neighborhood systems. Aci is the number of contacts with PV owners outside the neighbor-
hood. Note that Nnei

i and Aci are taken on the log scale to mitigate the influence of high
counts in the index. Thus, Si represents the contribution of social influence, including the
influence of both neighbors and other acquaintances, in shaping an individual’s attitude.

Step 2: As noted above, collecting past micro-data from the entire population of N house-
holds is infeasible and would likely involve a high degree of measurement error. Instead, to
infer these values for each household we model the sia index created in Step one as follows:

siai = f(si, Ti/si,Wi/si) + �i , (6)

wherein sia is modeled as a function of home parcel size s, ratio of tree-cover to size (T/s),
and home value per unit size (W/s), and � is the error term. Note that the idea here is
to express sia in terms of publicly known variables for every household in the study area.
Due to the large number of potential covariates (up to fifth order polynomials were consid-
ered), model selection was performed via a stepwise procedure using the Akaike information
criterion (AIC).

Step 3: While the model presented in Equation 6 provides a reasonable estimate of sia
values, it assumes that there is no geographic relationship in agent attitudes beyond what
may be captured by just s, T , and W . In reality, there may be unobserved attitudinal het-
erogeneity associated with geographical location for two reasons: first, geography may serve
as a good proxy for additional socio-economic demographic variables not captured directly
in our model, but which do impact attitudes (for example, education); and second, because
attitudes may be expected to converge locally due to targeted marketing or neighborhood
information exchange, for example through neighborhood associations or community orga-
nizations [77]. To account for this, we modify the model in Equation 6 using a spatial
autocorrelation model (kriging with trend), giving:

siai = f(si, Ti/Wi,Wi/si) +mi(x, y) + �∗i (x, y) + δi , (7)

where �∗i is the kriging adjustment, mi is the spatial trend adjustment, and δi is the residual
error term accounting for variation in sia not explained by the publicly available data or
geography. The function f describes the relationship obtained in the estimation of Equa-
tion 6. The kriging model acts as a spatial interpolator [42], using the sum of neighboring
de-trended values, weighted by distance to location u (= (x, y)) and distance to nearby val-
ues, to estimate the spatial contribution to sia at locations where it is not directly observed.
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3.3.4 Agent Attitude Initial Distribution

Based on AIC, the actual linear regression model that we estimate for Equation 6 using the
survey data is as follows:7

siai = β0 + β1log(si) + β2log(si)
2 + β3log(si)

3

+ β4(
Ti

si
) + β5(

Ti

si
)2 + β6(

Ti

si
)3 + β7(

Wi

si
)2 + β8(

Wi

si
)3 + �i . (8)

Recall that in Step 1 sia was calculated for PV adopters between 2004-2007 with matched
survey and appraisal district data. So, the coefficient values in Equation 8 are estimated
using these households. The estimated model had an AdjR2 of 0.21. Details of the kriging
procedure and diagnostic plots for this model can be found in the SI.

As discussed in Step 3, before generating population estimates, we first adjust for spatial
relationships to improve the sia model according to Equation 7. Figure 4a displays the total
kriging adjustment values (mi+ �∗i in Equation 7) obtained by the kriging with trend model.
The geographic distribution of standard errors around the kriging estimates are shown in
Figure 4b. The green points on the map show the locations of pre-2008 adopters – these
points were the precise locations to which the kriging model for spatial autocorrelation was
fitted. As can be expected, standard error around �∗ increases around the edges of the study
area and where survey samples were less abundant. Using the same set of adopters as used
to estimate Equation 8, the kriging adjustment process increased the model AdjR2 by an
additional 0.15. Thus, the adjusted R2 for the updated model given by Equation 7 was
0.36.8 Finally, the sia estimates across the study area are obtained by using the estimated
coefficients in Equation 7.

In sum, this technique shows how we have used multiple data-streams to address the
initialization requirement, while avoiding the use of ad hoc random distributions. Future
work could explore the application of the above approach for initializing a range of agent
attributes in addition to sia as was done here.

3.4 Evolution of Agent Attitude

While the importance of modeling the evolution of agent attitudes is gaining recognition,
many models still oversimplify or ignore this aspect [100]. Within ABM, the most common

7We used a backward selection process starting with 5th order polynomials and full interaction terms. It
was in this process that the first order ratio term (W/s) was removed. Remaining variables shown are all
significant.

8Overall, there are nine parameters in the sia model (Eq. 8) and six parameters in the kriging adjustment
model (Eq. 8 in SI ). Each of these two models is independently fitted using 108 data points, which is
sufficiently large (observations-to-parameter ratio > 10) to mitigate any serious overfitting concerns; model
diagnostics support this as well. As discussed in the V alidation and Results sections, the integrated ABM
model itself is independently validated using multiple criteria, including a “test” set of predictions through
Q4 2014. To the extent overfitting in the sia model may be an issue, it would show up as poor validation
metrics for the integrated model.
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SIA Adjustment
High : 0.76

Low : -0.84

(a) Kriging adjustment �∗

Kriging SE
High : 2.05

Low : 0.01

SIA Adjustment
High : 0.761966

Low : -0.841708

(b) Kriging standard error

Figure 4: (a) The spatial distribution of the full kriging adjustments (�∗) used in Equation 7, and
(b) the standard error around the kriging estimates as well at the locations of the pre-2008 solar
adopter sample from the survey data (shown as green points).

models of attitude modification between agents are probabilistic [10], number-of-neighbors [26],
percentage-of-neighbors [12], or simple averaging [1]. While easy to implement, these ap-
proaches oversimplify the reality of opinion dynamics as a complex, multi-dimensional pro-
cess [19, 56, 63].

To better account for opinion dynamics in our behavioral model, at each time-step agents’
attitudes about the technology (sia) and the uncertainties around those attitudes (U) are
modified through interactions with other agents. Thus, as social norms are represented
by the distribution of attitudes among other agents, they also are reflected dynamically
in agent attitudes via agent-agent interactions. Interaction is modeled according to the
Relative Agreement (RA) algorithm [23, 25, 48, 73]. In the RA algorithm, as the model
moves forward though the simulated time-series, pairs of agents i and j interact, where i
influences j. The extent to which such interactions alter agent j’s attitude depends upon the
overlap (the relative agreement) between agent i’s and agent j’s attitudes. In general, with
the RA model agents are only influenced by other agents with relatively similar attitudes.
A detailed formulation of the RA algorithm is presented in SI. At each time step, each
agent interacts with φ other random agents from her social network. The choice of which
agents interact is determined by the social network model: households are placed in small-
world networks (SWN) where the majority of their connections are geographic and economic
neighbors (live nearby and have similar wealth characteristics). Next we provide the details
of how we use spatial and socio-economic demographic factors to construct the small-world
network used in the solar ABM.
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3.4.1 Agent Social Networks

Individual consumer attitudes are modified over time through social influence and interac-
tions [114]. In the solar ABM we model this attitude evolution process to be the result of
agent-agent interactions. Agent interactions with their connections (for example, friends and
neighbors) depend on the social network structure. We use the small-world network model
as the structure of the underlying social networks of agents in the solar ABM.9 In the small-
world network model, the definition of “local” needs to be resolved. For solar, contact with
neighbors has been shown to drive down information costs, much more so than contact with
non-neighbors [83]. This finding motivated a distance-based definition of local connections
in the solar ABM. Accordingly, social network of agents in the model were largely made of
households proximate in space to agent location.

The construction of agent networks was fully spatially resolved: actual agent locations
and distances from other agents were used in generating the networks. Neighborhoods can
be defined in a simple yet flexible manner by setting a radius r around each household.
However, the choice of what r to use is not intuitive. In our model, r was determined
by calculating a relevant distance from the empirical data: we looked at multiple distance
bands, and calculated the spatial autocorrelation between adopter locations for each. In
accordance with the known strong peer-effects in residential solar adoption, r was chosen as
the distance at which PV adopter clusters are the strongest. Because these clusters arise
through interaction within the neighborhood, the use of empirical clustering to determine
the best distance by which to define the locals set arises from an observed pattern and prior
empirical work. Importantly, this is an automated method that can be applied to any study
area and for any technology influenced by social interaction effects.

Equation 9 shows how the level of correlation L for the study area A (in our case the city
of Austin, Texas) is calculated as a function of distance d using a common transformation of
Ripley’s K function [28]. k is a weight assigned to a given pair of actual solar adopters i and
j in Austin. For each value of d tried, k takes on the value of one if the distance between
the points i and j in the GIS is less than or equal to d and zero otherwise. irand and jrand

9A large body of research on the composition of social networks has shown that links between people
can be categorized as mostly local (for example, geographically proximate) connections, with a minority of
non-local connections [74, 92, 109]. These small-world networks have been used in ABMs to simulate the
diffusion of technology through populations [24]. Empirical specification of social networks presents several
challenges. The ideal approach for small, closed groups is individual network solicitation. For larger groups,
solicitation based on random sampling is possible [6, 65]. However, for very large networks where explicit
connection data is limited or costly, social network inference is possible using attributes such as proximity,
wealth, and gender [76].
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represent random points, used to generate the expected value L(d)rand.

L(d) =

�
A
�n

i=1

�n
j=1 ki,j

πn(n− 1)
(9a)

L(d)rand =

�
A
�nrand

irand=1

�nrand
jrand=1 kirand,jrand

πnrand(nrand − 1)
(9b)

r = max(L(d)− L(d)rand) (9c)

3.4.2 Agent Networks

We generated L scores for d values of 30.5 m (100ft) intervals up to 3050 m (10,000ft), and
compared them to the expected (random) score Lrand. Effectively, this allowed us to test
a multitude of distances to determine which was most relevant empirically, in the sense of
strongest locational clustering of solar adopters. This process yielded a value of r = 610 m
(2000ft). The static geographical network model with r = 610 m yielded an approximately
normal degree distribution truncated at 0 with mean 498, and standard deviation 226.7. It
is very unlikely that the average person will interact with 498 neighbors. To scale down the
degree distribution to a more realistic range, we applied the additional constraint of wealth
similarity. Homophily is a common attribute of social networks and has been found to play an
important role in community structure [40, 49, 72]. In applying the homophily constraint we
maintained proportionality, while reducing the locals-set by calculating the squared difference
in wealth between the target node and its geographical neighbors: (Wi − Wj)2; then, the
5% of agents with the smallest squared difference were connected as neighbors of i. Thus,
geographic neighbors that are the most similar in wealth (as proxied by home value) were
connected as locals. Finally, random connections were substituted for local connections
with a 10% re-wiring probability to create a small-world structure; i.e., 10% of the local
connections were replaced with random non-local connections with nodes anywhere in the
population (the percentage of random connections is a parameter in the dynamic part of the
model, sensitivities are shown in the SI ). This yields a directional network. For example, it
is possible that i could seek information from j, but j would not seek information from i.
This property is common in information search and referral networks [16, 51, 62]. In the SI
we show the resulting degree distributions and how the network created for the solar ABM
compares to an equivalent Erdős-Rényi random graph.

3.5 Verification

After the ABM was constructed, the model operation was verified extensively through two
parallel approaches: (i) testing of all sub-components using parameter sensitivity (sign and
magnitude) as well as using simple test cases with known outcomes, and (ii) testing of the
integrated model in a limited study area (one zip-code, results published in Robinson et
al. [89]). Parameter sensitivity is reported in SI, available online. Reduction of the study
area to one zip code allowed the model dynamics to be tracked through simple alterations
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in the agent decision rules by means of visualization of agent-states in real-time. For fur-
ther verification, the model was slowed down by controlling time steps manually. At this
spatial-temporal scale, the model was able to be run on desktop computing resources, and
visualization was accomplished through the Agent Analyst Extension [54] in ESRI ArcGIS
software.

3.6 Fitting

The model was fit to a real-world time-series of solar installation data from the solar program
in Austin (see Section 3.1 for more details on data). Data from Q1 2004 - Q4 2007 were used
for initialization, while data from Q1 2008 - Q2 2013 were used for fitting, yielding the “base
case” integrated model (details described in Section 4.1). While there were several model
outcomes (response variables) against which the model could be fit, only the cumulative
number of installations over time was used to fit the model parameters. The deviation,
or root mean squared error (RMSE ) of the model was used as the objective function to
minimize, and was calculated as follows:

RMSE =

����
n�

q=1

(
(âq − aq)2

n
) , (10)

where q is a given quarter, â is the cumulative number of predicted adopters by the model,
and a is the number of cumulative adopters in the empirical data. The choice of cumu-
lative installations as the fitting criterion serves several purposes. First, the total number
of households that have installed solar at a given point in time is intuitive, and a measure
tracked closely by policy-makers and program managers. Second, it is a highly aggregated
measure, reducing the risk of over-fitting. Because the ABM operates at the individual level,
fitting at the aggregate level allows the model to retain degrees of freedom because (over
2700 cumulative) adopters can be any households, anywhere in the study area, but still meet
the fitting criterion. This type of error will only show up in validation, not fitting. This
allows for validation along multiple unfitted outcomes, thereby providing a more powerful
test of the predictive capability of the model. Finally, fitting to the cumulative adoption
level means that our validation criteria will have very comparable sample sizes, increasing
the robustness of the validation metrics, which are discussed below in Section 3.7.

Six structural parameters were used to specify and control the social networks, opinion
convergence, and the distribution of the control variable (pbc). φ controls the number of
interactions per agent per quarter. µ is the coefficient of convergence in the RA algorithm
(see Appendix). λr controls the percentage of random connections in each agent’s social
network. α0 and α1 define the intercept and slope used in the linear scaling procedure for
calculating pbc. siathresh is the global attitude threshold value necessary for a household to
become an adopter. A global threshold allows for the exchange of attitudes to occur at the
same scale, and it also places the model in the broader context of threshold models [104].10

Starting with reasonable guesses for the values of the parameters to be fit, the fitting of the

10There are three primary reasons for using a global threshold for sia. 1) Practically, because attitude
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model parameters was done iteratively. Before the fitting process began, an initial reasonable
guess for each parameter was generated using prior work [82–84, 89] and/or pre-fitting test
runs to observe the behavior of the model in response to different sets of parameter values.
Then, each model parameter was varied systematically along a set range while the others
were held constant. The parameter value that generated the minimum RMSE (cumulative)
was selected and held, while the next parameter was varied. After a full parameter sweep,
the process was repeated two more times, at which point the marginal decrease in RMSE by
further adjustment was less than 2%. Sensitivity testing on these parameters is reported in
the SI.

Because there was some randomness in the simulation (for example in the order in which
the agents act, and which subset of connections are chosen randomly in the RA algorithm),
batches of 100 different runs were used in generating the statistics of the variables of interest
that were used in fitting and validation. For the RMSE calculation (Eq. 10), residuals for
the cumulative number of adopters were calculated by subtracting each model output for a
given quarter from the empirical (actual) outcome in the same quarter.

3.7 Validation

We validate the model across four model outcomes: predictive accuracy; RMSE of marginal
adoptions temporally; spatial accuracy; and demographic accuracy. Besides providing evi-
dence of the model’s adequacy in representing the target system (solar technology adoption),
the emergent properties associated with each validation metric are linked to important policy
or infrastructure planning questions and are therefore interesting in their own right.

3.7.1 Validation of Predictive Accuracy

A predictive forecast was run using the base-case model parameters on a test set of data
held back during the fitting process. Recall that the model was fit using data from twenty-
two quarters (Q1 2008-Q2 2013). The predictive model uses the parameter values fitted to
this data to forecast out six quarters, Q3 2013 to Q4 2014. Predictions were compared to
empirical adoption levels over this period, which was not used in any fitting process.

3.7.2 Temporal Validation

The instantaneous rate at which adoption is occurring at a given point in time is the slope
of the cumulative adoption curve, and at a marco-level it shows whether the technology

is “traded” between agents in the Relative Agreement algorithm, it is important that these trades occur
on an equal units basis. Individual threshold would greatly impact the value of a given exchange, and
thus the attitude scale. 2) Theoretically, a global sia threshold fits with the original formation of opinion
dynamics models, including Relative Agreement. Furthermore, this mimics threshold models, which are fairly
common in the literature and well understood. 3) Finally, individual thresholds would require additional
fitting mechanisms to assign those thresholds to individuals to begin with, thereby making the model more
complex, while significantly reducing the degrees of freedom.
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is diffusing more slowly or more rapidly. We validate the rate of adoption (the number of
new adopters in quarter q) in our models using the RMSE (Equation 10) for the marginal
number of adoptions each quarter. While the marginal adoption rate is related to the fitting
metric (the cumulative adoption over time), due to variations in prices and rebates in the
study area it is not entirely dependent on the cumulative number of installations. Thus, the
marginal RMSE is an admissible independent metric for external validation.

3.7.3 Spatial Validation

We validate the geographic distributions of solar adopters across the study area according
to three different statistics based on the density of systems per square mile. It is important
to note that these statistics were not used in model fitting (Section 3.6). The methodology
for calculating error over space has received quite a bit of attention in the geography and
remote sensing literature [80, 107]. While most statistical comparison of maps relies on
arithmetical cell-by-cell evaluation [110], this method can be flawed for many applications
because it ignores the spatial structure of the errors. We report the simple arithmetic error
(empiricali−predictedi, where i is a cell in a spatial grid or raster) as well as two additional
measures to evaluate the spatial prediction errors: fuzzy numerical similarity (κ∗) and wavelet
verification (rw). The first step was to create an adoption probability for each agent in the
model by averaging over the simulation outcomes across all the 100 runs in a given batch.11

Next, a Gaussian kernel density function12 with the predicted adoption probabilities as
inputs was used to calculate the number of systems per square mile over the entire study
area at 100ft raster resolution. This yielded the simulated raster, used for computing the
fuzzy numerical and the wavelet verification metrics. The same function was used over the
empirical data as the simulated data, allowing the two maps to be quantitatively compared
and spatial error to be calculated.

One benefit of κ∗ is that it rewards local similarity. Further details of the calculation
of κ∗ are provided in SI. While the fuzzy numerical method is useful for assessing spatial
similarity, the parameterization of the smoothing function can impact the obtained metrics.
In order to further check for robustness, we calculated correlation coefficients using wavelet
verification. Wavelet verification has gained popularity in the meteorological literature due
to the need to compare forecasts against observed weather patterns at different resolutions
[15, 18]. In this method, a wavelet transformation of the raster set is performed for several
wavelets. The wavelet with the lowest Shannon Entropy is selected, and noise is removed
by applying a soft threshold function, and a correlation coefficient (rw) can be generated.
The discrete wavelets aggregate the rasters to coarser resolutions [15]. In this study Harr
wavelets and 8th level aggregation (8x8) were used.

11A ‘batch’ refers to all the 100 independent runs of a specific model with the same set of parameter values.
12This was accomplished using the KernelDensity() function in ESRI’s Spatial Analyst ArcPy library.
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3.7.4 Demographic Validation

In our study area, as of Q2 2013, the average non-adopter home value was $267,965.80,
compared to the average adopter home value of $475,326.40. However, as the costs of solar
decline over time, one would expect to see the technology being adopted by less wealthy
households. This downward trend was reflected in the empirical data used in this study,
and thus should be reproduced as an emergent property by successful models. RMSE was
calculated (Equation 10) for comparison of predicted and empirical outcomes, where â was
the median adopter home value for a given quarter q in the model and a was the empirically
observed median adopter home value for that quarter.

As a further step, we validated adopter home values over space as well. This served
three purposes: first, it is plausible that the model could meet the aggregate demographic
validation criterion presented above but still be inaccurate at more resolved spatial scales
(for example, by predicting too-wealthy households in some neighborhoods, but performing
well on the city-level median). Second, it aligns the spatial validation criterion with the
explanatory scale (neighborhoods, roughly 610 m in radius) of the model. Third, by clearly
pointing to areas of relatively higher demographical error in the model, this validation could
help identify potentially influential variables for further improving the model. We used
a similar methodology as described in Section 3.7.3 to calculate the simple error, fuzzy
numerical similarity, and wavelet correlation coefficients. It is worth noting that results
from the two metrics (spatial adoption density versus home value of adopters) are highly
differentiated: for example, shifting adopters just one house to the north would have almost
no visible effect on the density of systems per square mile, but could alter the adopter home
values considerably. This point is further explained in SI.

4 Results

4.1 The Integrated Model

In this section we present the results of fitting and validation of the integrated model (also,
the “base case”). The integrated model is the full model that uses all model components as
described in Section 3.2 (Figure 1). The integrated model also uses empirical distributions to
initialize all agent states (Section 3.3). As such, it is fully empirically grounded in terms of the
description of the system, in the sense that all model components are initiated and populated
with the most granular data available in the study. Integrated Model fit (RMSE in cumulative
adoptions, Figure 5) was found to be low, at 117.81. As RMSE units are always the same
as the quantity being estimated, this shows that on average the Integrated Model was off
by 117 households. For comparison, this is just 0.06% of the 173,466 potential adopters in
the study area, or 4.3% of the cumulative number of adopters in Q2 2013 (N = 2, 738).
This is not surprising given the strong empirical foundation of the model. Recall that model
fitting is the basis for parameter value selection, and is done only on the RMSE in the
cumulative installation levels over time (Section 3.6). The obtained parameter values are
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listed in Table 2.

Table 2: Parameters active in the Integrated Model and the values obtained during the fitting
process described in Section 3.6.

Model Parameters in the Integrated Model

φ µ λr α0 α1 siathresh

4.0 0.38 0.1 -60.61 2.46 0.6

4.1.1 Predictive Accuracy

In order to test the model’s predictive validity, the model was run forward through Q4 2014,
as described in Section 3.7. These predictions were compared to historical data over the same
period (Figure 5). We emphasize that no additional fitting was performed. The unfitted test
set from Q3 2013 to Q4 2014 made up 21.4% of the data (by number of quarters). The RMSE
in cumulative installations for the unfitted adoption forecast was 192.3 (households). This is
5.5% of the empirical cumulative adoption at the end of Q4 2014 (N = 3488). Importantly,
as can be seen in Figure 5 the forecast is able to replicate the flattening of the empirical curve
that starts around Q4 2013 and the subsequent upswing in adoption. This kind of behavior
is quite difficult to replicate using parametric forecasts (Basic Structural Models, ARIMA
models) without clear seasonal patterns in the historical data. These results provide strong
support for the predictive capability of our model.

4.1.2 Temporal, Spatial, and Demographic Validation

The three additional validation metrics discussed in Section 3.7 for the integrated model
are reported in Table 3. Overall, validation of the integrated model was highly supportive
of the model structure, components, and parameter values as being a strong description
of the target system and showed little evidence of over-fitting. Temporal validation of the
integrated model using marginal adoption RMSE showed only one period of large error,
in Q4 2011.13 As shown in Table 3, the spatial distribution of adopters predicted by the
integrated model was very similar to that seen in the empirical data. Among a number of
other model variations that were tested14, the integrated model showed the lowest average
spatial arithmetic error (0.46), highest fuzzy numerical κ∗ (0.43), and strongest wavelet
correlation rw (0.86). While there were still some areas of under- and over-prediction (blue
and red in Figure 6, lower panel), the structure and location of most PV dense areas (shown
in darker brown in Figure 6) matched well. The model also performed well demographically,

13In our dataset in Q4 2011 the dollar per Watt installed costs of solar decreased substantially. The price
decline results in a surge in installations in the model greater than that observed in the empirical data. With
this quarter removed, the Integrated Model RMSE is much lower, at 45.79.

14These model variations were created by systematically reducing the empirical basis of the model and/or
simplifying agent decision rules. The full findings of the systematic model comparisons are in preparation
as a separate manuscript. Results are available upon request.
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Figure 5: Fit and predicted model outcomes compared to empirical data. Observed adoption levels
are shown by the gold line. The purple line shows the Integrated Model, described in Section 4.1.
The average of the six quarter forecast (Q3 2013 - Q4 2014) is shown as the red dashed line
(Section 4.1.1). The points represent individual model runs. No parameters were altered or fitted
to data after Q2 2013.
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Figure 6: Spatial system-density (systems per square mile or 1.61 square kilometer) validation for
the integrated model. The empirical system density is shown in the far left panel. The top (yellow-
brown) panels show simulated system density, while the lower (divergent blue-red) panels show
simple error (Empirical - Simulated) in system density. Raster resolution is 30.5 m. Additional
spatial validation metrics, fuzzy numerical κ, and rw are reported in Table 3.

and of the various models tried it had the lowest error with regard to predicted adopter
home values (Table 3 and Figure 7). Further, as reflected in the low demographic RMSE,
the integrated model matched the overall slow downward trend in adopter wealth over time
(not shown). Although there are still spaces where this model shows non-negligible spatial
demographic error – particularly two areas in North and West Austin where the model is
predicting home values of adopters to be lower than observed – overall the integrated model
performs quite well in spatial demographic validation (Figure 7). This suggests that not
only does the model represent average adopter home values well, but that it can account for
local neighborhood variations as well.

Table 3: Summary of validation results for the four models. Descriptions of each of the metrics can
be found in Section 3.7. Temporal, spatial, and demographic validation metrics are independent of
the fitting criteria.

Validation Metrics for the Integrated Model

RMSE
Sp: Sp: Sp: Dem: Dem: Dem: Dem:

marginal Simple Fuzzy κ rw RMSE Simple Fuzzy κ rw

76.93 0.46 0.43 0.86 110,580.2 -37,967.7 0.81 0.81
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Figure 7: Spatial demographic validation for the integrated model. The large panel on the left
shows the empirical adopter home-value distribution over space. The top (blue-scale) panel show
simulated adopter home values. Adopter home values were interpolated using the Inverse Distance
Weighted technique (see Supplementary Information). The lower (divergent blue-red) panel show
simple error (Empirical- Simulated). Raster resolution is 30.5 m. Additional spatial validation
metrics, RMSE, fuzzy numerical κ, and rw are reported in Table 3.

4.2 Applications

The development of a validated integrated model allows for virtual policy experiments to
be performed. The flexibility around these application scenarios is a major strength of
ABM. Below we present two illustrative applications of the ABM model developed here (see
Section 1.2 for the motivation behind these applications.).

4.2.1 Addressing Equity Concerns: Additional Rebates for Low-Income House-
holds

Additional rebate offerings for low-income households were simulated in two scenarios using
the the Integrated Model (Section 4.1). Rebate levels were increased by $0.2 per Watt in the
first scenario and $0.4 per Watt in the second scenario. In this simulation experiment, these
additional rebates were offered to only those households in the bottom quartile of wealth
(proxied by home value). The additional rebates were offered to low-income households
for the entire simulation period. To assess the impact of additional rebates, the change in
adoption among low-income households was measured in the simulation experiment relative
to the unaltered Integrated Model results presented in Section 4.1. Results are shown in
Table 4. In the Integrated Model 2.5% of adopter households fall in the low-income category.
In the $0.2 per Watt rebate increase scenario, the proportion of low-income adopters increases
to 3.3%. In the $0.4 per Watt rebate increase scenario, the proportion of low-income adopters
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increases to 4.4%. While these results are not dramatic in absolute terms, the relative
increase over baseline levels is substantial (33% and 81.5%, respectively). The relatively
low impact (in absolute terms) of the simulated rebate increases suggests that large rebate
increases may be needed to drive low-income solar adoption.

Table 4: Results of low-income solar rebate scenarios.

Low-Income Solar Rebates

Model Average Q2 2013 Median Adopter Low-Income Adopters
Adopters Home Value ($)

Integrated Model 2,760.6 374,402 2.5%
+0.2$/Watt 2,784.5 373,146 3.3%
+0.4$/Watt 2,798.4 372,085 4.4%

4.2.2 Impact of Rebate Level Changes on Adoption

A question that solar program designers often face is how much would adoption change if
rebate levels were changed. To examine this question we performed a simulation experiment
wherein the price of solar to the customer ($/Watt, net of any rebates and incentives)
was systematically varied compared to historical observed prices, which were used in the
Integrated Model (Section 4.1). To mimic increased rebate levels, we created 10 scenarios.
In each scenario, prices (faced by the customer) were decreased in steps of 0.025 $/W up
to a maximum of 0.25 $/W; so in the first scenario the price decrease (P ) was 0.025 $/W
and in the tenth scenario it was 0.25 $/W. The additional rebate in each scenario remained
in effect throughout the simulation period, Q1 2008 through Q2 2013. 100 model runs were
performed for each scenario. The impact on adoption was obtained by regressing ∆, the
change in quarterly adoption relative to the base case on the exogenous change in price P
and the lagged (i.e., the prior quarter) cumulative number of adopters Qit−1 in the scenario,
where i denotes a specific price-change scenario and t is a quarter:

∆it = β0 + β1Pi + β2Qit−1 + �it. (11)

A model with an interaction between P and Q was also performed:

∆it = β0 + β1Pi + β2Qit−1 + β3Pi ×Qit−1 + �it. (12)

The pooled regression results combining all 10 scenarios together are shown in Table 5.
The simple model (Eq. 11) shows that on average holding the number of adopters constant,
a $0.1/W decrease in the price of solar PV for the customer increases adoption by about 10
additional (i.e., over the base case) new adopters each quarter in the study area.15 That

15Note that the coefficient estimates correspond to a $1/W decrease in price. So to get the effect for a
$0.1/W the estimates need to be divided by 10.
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is equivalent to a 8% increase in adopters over the full simulation period compared to the
base case. In the interaction model (Eq. 12), the estimate for price alone reduces to about
5 additional new adopters for a $0.1/W price decrease. The interaction effect between price
and the installed base is strong and significant (β3 = 0.028). This suggests that rebate
changes impact adoption levels more strongly further down in the solar program, when the
installed base is more substantial. For example, near the beginning of the program, when
installed capacity is quite low, a $0.1/W price decrease increases quarterly adoptions by
an additional 5 adopters. But the impact is magnified later in the program: when the
installed base reaches 1000, a $0.1/W price decrease leads to an additional 8 new adopters
per quarter (5+0.0028× 1000) , and the same effect at an installed base of 3000 is about an
additional 13 new adopters per quarter. This intuitively makes sense because in our model an
agent needs to be both socially and economically activated to adopt solar. Ceteris paribus,
since at a larger installed base non-adopter agents have more opportunities to interact with
existing adopters and hence becoming socially activated, an increase in rebates will have
more impact because the more attractive economics now can operate on a broader section
of the non-adopters that is socially activated.

Table 5: Impact of rebate/price changes on the level of PV adoption.

Simple Model Interaction Effects

Coefficient Estimate p-value Estimate p-value

Intercept: β0 -5.53 <0.0001 -1.28 0.059
Price: β1 97.44 <0.0001 50.58 <0.0001

Installed Base: β2 0.003 <0.0001 0.001 0.011
Interaction: β3 0.028 <0.0001

Adj R2 0.064 0.068

5 Conclusion

With the goal of developing models that are capable of robustly representing the bounded
rationality of individual decision-makers, in this paper we presented the architecture of a
theoretically-based and empirically-driven agent-based model of technology adoption, with
an application to residential solar PV. We focus on the theoretical and empirical aspects
of model design, setup, initialization, and validation. Our main emphasis was to attempt
to address two major concerns with the use of ABM in human-technical systems: poor
integration of data in model initialization and validation, and ad hoc definitions of agent
behavioral rules. Toward that end, we overlaid multiple data streams covering 2004-2013
including survey, program, appraisal district, and LIDAR data to set up an empirical ABM
bound closely to the target system – namely, the adoption of residential solar PV at the
city scale. Driven by the Theory of Planned Behavior, agents’ adoption decisions are jointly
determined by both attitudinal and control beliefs. Both the attitudinal and control sub-
models are dynamic, with the key metrics evolving depending on market conditions or via
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social interactions within agent networks.

For the control sub-model, we combined publicly available data on home value, size of
the home, tree-cover, and irradiance (amount of sunlight) to develop the control variable
representing the agent’s perception of whether she could afford solar or not, when compared
with a simple time-resolved payback calculation. Using this metric, the simple rule: “An
agent becomes economically activated (able to install solar, given a favorable attitude toward
the technology) when control is greater than payback” was found to be consistent with 86.6%
of the real adopters in the empirical data. We believe this is an encouraging result since it
uses only publicly available data and no fitting is involved in the selection of the variables
that go into developing the control metric.

We also presented a technique to generate population-wide estimates for agent attitudes
through regression of survey data on population variables, generated from publicly available
datasets. We further improved these estimates using a kriging model, where we take advan-
tage of geographically correlated, but often unobservable variables such as education, familial
composition, retirement status, race, and political affiliation. Using only publicly available
data, this technique explained 36% of the variance in weighted solar adopter attitudes re-
garding the financial, environmental, and social aspects of solar ownership (as measured in a
survey). Since the approach of this technique is general, it can be used for other applications,
and it significantly decreases the time and cost associated with population-scale empirical
ABM by reducing the need for expensive and time-consuming survey-based data collection.

Further, in line with existing literature we find that small-world social networks where
locals are based on geography alone, even when the relevant distance is derived from em-
pirical patterns, generated very high degree distributions. To achieve more realistic degree
distributions, we further refined these connections based on home-value similarity. This
approach affords two benefits. First, it maintains proportionality: agents in the dense neigh-
borhoods identified in the eigenvector centrality comparison will still have more connections
than agents in sparse neighborhoods. Second, unlike decreasing the degree distribution by
choosing a smaller radius, it allows for observed empirical patterns to be maintained. In
the case of solar adoption in the study area, this pattern was the finding that the greatest
correlation between solar owner locations occurs at about 610 m radial neighborhoods.

The resulting Integrated Model was fit to the cumulative number of quarterly adoptions
using six parameters. The model fit was very good, especially considering the low proportion
of solar adopters in the population. Importantly, the model replicated the major structural
features in the empirical diffusion curve. However, alone this fit would not be sufficient
for establishing the model’s performance: indeed, a relevant criticism of empirical ABM is
the potential for over-fitting. To overcome this, the Integrated Model was validated against
three external criteria, using five different metrics. In other words, we cross-validated the
model against five other outcome variables independent of the fitting criteria. Finally, we
also compared predictions generated by the model to a portion of data not used in fitting
(the test set, Q3 2013 - Q4 2014). The integrated model performed well in each of these
validation cases, outperforming other fitted models across the board.16

16A systematic exploration of different models and quantification of the importance of each sub-model
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Two policy applications tested in this paper show how the developed ABM framework
can be used as a virtual laboratory. First, by simulating a low-income solar program within
the context of the fitted model, we provide evidence that rebate levels must be quite high to
have a large absolute impact on adoption of solar PV by low-income households. Second, by
simulating changes in the rebate-level we find that the effect of a change in the rebate on PV
adoption scales with the installed base: early in the program when there are few adopters,
changes in PV rebate levels have modest impact, while the impact is much greater later on
because of social effects.

Overall, in this paper we have presented a comprehensive approach for the integration
of granular and overlapping data-streams to ground ABM of energy technology adoption
empirically, while building upon theoretical underpinnings. Further, in order to address
concerns regarding representativeness and over-fitting in ABM generally, we have developed
and applied a multi-pronged external validation process to the integrated agent-based model.
This is important because only by thoroughly grounding the model components in real-word
data and through rigorous validation can ABM generate relevant policy insights, predictions,
and emergent properties beyond the reach of conventional models.
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