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Abstract: In this paper, we apply an agent-based approach to explain both the final state and the dynamics of
thedevelopmentprocessof thewine sector in theMałopolska region inPoland. This sector hasbeenaffectedby
various environmental, institutional, behavioural and social factors and has undergone evolutionary changes
in recent years. The econometric analysis of empirical data of vineyards in this region provides insights into
the degree of influence of various factors under consideration on the aggregate number of vineyards in sub-
regions. However, this does no explain the dynamics of the local formation of new vineyards or the underlying
latent attitudes of vineyard owners. To overcome this limitation, we developed an agent-basedmodelwith het-
erogeneous agents (regular farms aswell as large and small vineyards), which allowedus to identify a two-stage
development scenario: i) community building and ii) vineyard creation. Our findings are of two types. Firstly,
we showed a casewhere the agent-basedmodel has good predictive power, in situations where the economet-
ric model fails. Secondly, estimation of the agent-based model parameters and sensitivity analysis revealed
crucial factors that have driven development of viticulture in the Małopolska region. In particular, we find that
the crucial element underlying the good predictive power of the model is that it enables us to capture the fact
that wine enthusiasts initially concentrate in sub-regions with more benign environmental conditions. Next,
when one of them eventually established a vineyard, agents in the community had a lowered barrier to entry
via the possibility of practical knowledge exchange, joint marketing efforts or vineyard maintenance resource
sharing. This is in line with current evidence, which shows strong clustering effects, namely, a relatively large
number of vineyards originate at relatively similar times and locations.
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Introduction

1.1 From the supply-side perspective, the development of each sector or industry is a complex and long-lasting
process, affected by numerous factors of different origin. In the case of agriculture and agro-food production,
the predominant role is played by factors associated with local weather and soil conditions, technological ad-
vances, tradition and experience in plant cultivation and their processing, knowledge exchange, applicable le-
gal regulations, the existing system of subsidies or support programmes, conditioned by current and expected
demand. Wine industry is a specific sub-sector of agribusiness and is strongly influenced by behavioural factors
of a social nature (e.g. groupmembership, networking), personal nature (e.g. lifestyle, status) or psychological
nature (e.g. motivations, perception). Thus, its development is determined by the coexistence of both profit-
and utility-driven market agents (Scott Morton & Podolny 2002).

1.2 The impactof behavioural factors is particularly evident in emergingmarkets suchasPoland,withunfavourable
climatic and legal conditions and a past deeplymarked by recurrent political and economic upheavals (military
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aggression, the communist regime), where running one’s own vineyard seems more akin to a hobby than an
economically rational activity. Nevertheless, as revealedby official statistics from thePolish AgriculturalMarket
Agency (ARR), the number of registered wine producers and the area under cultivation has been consistently
growing at a strong rate over recent years (Table 1). These figures are, in practice, much greater when taking
into account all of the unregistered small farmers and home gardeners (only the large professional producers
are obliged to register). TheMałopolska voivodship, located in the southern part of Poland, contains the oldest
wine-growing regions, with the origins of viticulture dating back to the 9th century AD.

Production year 2009 2010 2011 2012 2013 2014 2015 2016 2016/09

Number of producers 21 20 26 35 49 76 101 151 719%
Total area (ha) 36.05 37.01 58.6 97.88 99.49 134.35 194.24 221.26 614%
Wine production (hl) 412.5 437.10 428.5 898.2 1978.9 3392.0 5017.3 6993.8 1696%
Area per producer (ha) 1.72 1.85 2.25 2.80 2.03 1.77 1.92 1.47 85%
Production per producer (hl) 19.64 21.86 16.48 25.66 40.39 44.63 49.68 46.32 236%

Table 1: The Polish wine market development

1.3 As the domestic wine market is presently undergoing dynamic development (restoration), questions of partic-
ular importance are those concerning the possible directions and major determinants of its industrial organi-
zation, the dynamics of vineyard creation and the spatial relationships governing vineyard location. It may be
perceived as a kind of trend or innovation in domestic agribusiness that is spreading across the regions, includ-
ing Małopolska.

1.4 The objective of this paper is to develop an agent-based model allowing us to understand the way different fac-
tors influence supply-side diffusion in a wine industry with objective environmental constraints. An additional
goal is to assess the predictive power of the created model and compare it to a standard econometric model.
Here, we showed that the agent-based model possesses good explanatory power and provides a significant
micro-level insight into the important factors driving viticulture development in the Małopolska region. Thus,
we conclude that in this scenario an agent-based approach is to be preferred both qualitatively and quantita-
tively to econometric modelling.

Characteristics of Polish Vineyard Market

2.1 The Polish wine market is dominated by relatively small vineyards, with an average area of 1.47 ha according
to ARR data. The drop in the cultivated area per producer, which is evident over the analysed period, confirms
the growing presence of small entities in themarket. In parallel, the increase in unit production levelsmay be a
testament to the pronounced professionalism and productivity enhancement in the wine industry itself. These
observations correspond to survey results which supplement our data set containing official statistics. The sur-
vey was conducted among vineyard owners from Małopolska voivodship and allowed us to discern the main
motives underlying owners’ decisions to establish and operate a vineyard and to verify their orientation toward
either utility maximisation or profit maximisation. The survey was conducted electronically and on paper. The
winemakers were approached through wine organizations, and we received 22 surveys (18 surveys were fully
completed). Due to the high degree of land fragmentation in this region, where 34.5% of all farms cultivate
an area of approximately 1-2 ha and 82.3% cultivate less than 5 ha of agricultural land (Stachanczyk & Tutaj
2016), we divided all vineyards into small (S) and large (L) entities, selecting the area of 0.5 ha as the differenti-
ating parameter (the vineyardswith an area smaller than 0.5were classified as small; the others were classified
as large). The main results of the survey are shown in Table 2. The small and large vineyard owners differ in
business purposes, motivation and inclinations to associate with one another and their sources of knowledge
concerning wine growing and production.

2.2 The behaviour and attitudes of owners differ between both groups of wine makers. For example, 57% of re-
spondents owning small vineyards indicated that the process of vine cultivation and wine making is an essen-
tially non-profit activity associated with leisure or a hobby. None of them treated it as their primary source
of income (see (Kolasa 2017) for a recent study of income distribution in Poland). Furthermore, they attached
greater importance to knowledge sharing (average factor strength: 9.67 points in an ascending 10-point scale)
and acquiring information onwine growing from books or research papers (9.17 points). In contrary, for 25% of
the large vineyards, vine cultivation andwinemakingwas a revenue-generating core business and for a further
31% it represented a side-line, complementary to other commercial or agricultural activities. Moreover, 43% of
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large vineyards tend to be established on plots acquired intentionally for viticulture purposes by investors with
an explicit profit motive. Membership in more than one industry association (1.25, on average) would appear
to have constituted ameans of building their position (and prestige) in themarket and sharing knowledgewith
fellow professionals.

category variable mean small mean large alternative value p-value

business area 0.23 1.50 less -2.45 0.02
business intentional purchase of land 0.08 0.43 less -1.58 0.08
business main business activity 0.00 0.25 less -1.53 0.09
business non-profit activity 0.57 0.25 greater 1.50 0.08
motivation enotouristic 4.50 6.86 less -1.36 0.10
motivation hobby 9.17 6.71 greater 1.87 0.05
motivation prestige 4.08 6.14 less -1.58 0.07
associations membership in associations 0.79 1.25 less -1.41 0.09
knowledge literature 9.17 6.83 greater 2.74 0.01
knowledge knowledge sharing 9.67 7.67 greater 1.64 0.08

Table 2: The survey results

2.3 We gathered the following data points in the survey: the area represents the surface area of the vineyard in ha.,
and themembership in associations gives the number of wine associations the participant is associated with.
Wealsoasked formotivations/perceptions in the formof closedyes/noquestions (codedasbinary variables). In
particular, the intentional purchase of land variable assumes the value 1 if the land has been purchased (leased)
specifically for viticulture, themain business activity variable is taken to be 1 if running a vineyard is themain ac-
tivity (takingdifferent sources of income into consideration), and thenon-profit activity variable have the value 1
if there is no economicmotivationbehind running the vineyard. For other questions concerning the importance
of different factors, the participants could choose any integer number from the range 1 to 10, with 1 meaning
not at all important and 10 meaning very important. In particular, the survey participants were asked how im-
portant for themwere the followingmotivations: enotouristic (wine tourism), hobby/entertainment, prestige in
establishing a vineyard, and how important is literature and knowledge sharing. For each variable, in order to
evaluate the statistical significance of the differences between groups of small and large vineyard owners, we
compared the means using one-sided (less or greater) t test reporting t statistic (value) and respective signifi-
cance level (p.value). The observed dissimilarities between the two groups of wine market participants render
it justifiable to consider small vineyards to be more like utility maximisers and large vineyards function more
as profit maximisers. Due to the limited sample size we did not directly use these results for parametrisation
of the ABMmodel. However, the results of the survey allowed us to distinguish two groups of wine producers:
small and large in the model.

Related Literature

3.1 The question concerning how different factors affect viticulture and wine industry development is one of the
major research topics in wine economics. The complexity underlying such factors justifies grouping them into
two general subsets: environmental factors and human-dependent factors, which are naturally inmutual inter-
action.

3.2 The role and the climatic impact, land characteristics and seasonal weather conditions on grape andwine pro-
duction, quality or prices arewell known and have been examined inmany studies (Gergaud&Ginsburgh 2008;
Chevet et al. 2011; Ashenfelter & Storchmann 2010, 2016; Schultz 2016). Themajority of studies point to temper-
ature, precipitation, humidity and insolation as the most significant environmental factors determining grape
harvest size and grape quality (Bardaji & Iraizoz 2015; Ashenfelter & Storchmann 2008). These factors vary be-
tween regions, thus differentiating the regional or local potential for industry development. Ongoing climate
change and global warming have had a particularly evident influence on viticulture (De Salvo et al. 2014; van
Leeuwen&Darriet 2016; Tóth & Végvári 2016). These processes pose a challenge to traditional wine regions and
induce shi�s in the geographical distribution of wine entities worldwide by giving impetus to emerging wine
countries with hitherto less conducive climate conditions, such as, for instance, Canada (Shaw 2017), Denmark
(Bentzen & Smith 2009), Poland (Czupryna & Oleksy 2014) or Sweden (Rytkönen 2013).

3.3 The geographical concentration of favourable environmental settings stimulates human behaviour or activi-
ties of varying types and character. Firstly, the wine growing sector attracts individuals (entrepreneurs) with
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socially- and emotionally-driven attitudes toward business, who attach great importance to utility maximisa-
tion objectives. The wine quality (high or low) may possibly differentiate profit- and utility-oriented owners
(Scott Morton & Podolny 2002). The phenomenon of conspicuous production, putting emphasis on the wealth
and social status of the winery owner is one example of such behavioural inclination (Overton & Banks 2015).

3.4 Secondly, the incidence of networking, based on cooperation amongwine growers, acts as a fundamental driv-
ing force for industry diffusion, especially in a clustered environment (Doloreux& Lord-Tarte 2012; Giuliani 2013;
Li et al. 2015). It enables knowledge sharing (Giuliani & Bell 2005; McIntyre et al. 2013) and creates space for un-
dertaking joint marketing or sales initiatives, o�en aimed at gaining international repute (Dalmoro 2013). As
revealed by Belich (2009), this may be evenmore important to achieve economic dominance than innovation.
Nevertheless, close and sustainable collaboration between trade networks and scientific organisations leads
to greater competitiveness of inter-connected business entities, which is particularly evident in the Old World
wine producing countries (Cassi et al. 2012). A popular and effective way of networking takes place through
membership in industrial associations and professional organisations (Corby 2010; Schmitt 2015).

3.5 Thirdly, legal regulations and industry standards establish a framework for potential development of the sec-
tor and determine market organisation, both at a macro and micro level. In countries with a long tradition in
wine making, patronage principles tend to be employed to support the national and regional heritage of wine
productionand topreserve thedistinctive local character ofwineproducts (Gade2004). Theorganizational fea-
tures of farmwineries (e.g., the size and ownership of vineyard acreage, the number of brands or advertising in-
tensity) impact thewinerymortality rates and enable changes in industry concentration to be explained by dis-
tinguishing two strategic organisational sub-populations: generalists and specialists (Swaminathan&Delacroix
1991; Swaminathan 2001).

3.6 The number and variety of both environmental and human factors influencingwine industry development is in
factmuchbroader. Thus, the extrapolation of this process justifies the use of simulationmodels based on agent
interactions in apredefinedandsimplified setting. Agent-basedmodelling is perceivedasan important analysis
framework in social sciences (Farmer & Foley 2009), since it permits the modelling of agents’ heterogeneity
and the emergence of self-organisation (Macal & North 2010). It also finds widespread use in agricultural sector
analyses and simulations. The mainstream literature in this field examines the impact of agricultural policies
on rural environmentalmanagement and farmers’ behaviour (Brady et al. 2012; Lobianco&Esposti 2010; Berger
et al. 2006). Numerous studies confirm that multi-agent models are a powerful approach for analysing spatial
diffusion of innovations and resource use changes in agriculture (Berger 2001), as well as explaining interaction
between firms in agro-food supply chains and networks (Ross & Westgren 2009).

3.7 For example, in the context of what is referred to as "co-opetition" (the hybrid of competition and cooperation)
and innovation diffusion Garcia & Atkin (2007) examined the influence of screwcaps on fine wines (a kind of
resistant innovation) on consumer behaviour and on wineries strategies. Bouzdine-Chameeva & Galam (2011)
examined the impact of wine quality assessment on the dynamics of consumers wine purchasing behaviour
and proposed amodel based on social interactions among consumers, allowingwine producers to increase the
number of loyal clients. Tissot et al. (2014) in their prototype model simulate the impact of climate changes on
winegrowers’ activities and their production strategies. Delay et al. (2015) analysed the influenceof cooperative
organisationofwine growers operating inmountainous areas on socio-economic and landscapedevelopments
in the wine-growing region.

3.8 The process of innovation diffusion has been the subject of intensive research, not only in the context of agri-
culture but in other fields. Bass (1969) applied a differential equation model with a coefficient of innovation
and imitation to explain innovation process dynamics. The diffusion model has been extended with respect to
perception, learning, preference structure and adoption decision rule in variousways, seeMahajan et al. (1991).
An agent-based (bottom-up) approach, which focuses on modelling individual decisions and enables taking
heterogeneity and social structures into consideration, has also been widely used to study the process of inno-
vation diffusion. For an overview of this, see Kiesling et al. (2012). They classify existingmodels depending on a
model of consumer adoption behaviour (simple decision rules, utilitarian, state transition, opinion dynamics,
and social psychology approaches among others), andmodelling of social influence (levels of social influence,
interaction topologies and qualitative modelling of social influence). Similarly, Groeneveld et al. (2017) clas-
sify the approach to decision-making in land-use models as falling into three categories: heuristics, stochastic
component and optimisation.

3.9 This approach goes back to cellular automatamodels (Conway 1970; Schelling 1971) and has a long tradition in
the literature. Themodelling approach is simpler butmore abstract (compared to heuristics or optimization ap-
proaches) and requires less input. For example, Janssen & Ostrom (2006) suggested relatively uncomplicated
modelswith simple reactive agentswhenmany agents are being considered and the goal is to provide explana-
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tions for the observed data, whereas heuristics and optimisation approaches are used to generalise the labora-
tory experiments or survey data. An optimisation approachwas for instance, applied by Krebs et al. (2017). The
model requires specification of the partial preference functions and the trade-off weights among them. The
classification and preferences parameters for the five types of agents under consideration use heuristics and
are derived from Need For Closure scale. The complexity and the data required in the optimisation approach
based-land use models is discussed in the following paragraph.

3.10 Aswe considermany agents (all farms inMałopolska) and the data available is limited (e.g. we have survey data
but only from the vineyard owners. Additionally, the limited number of surveys enabled us to find only some of
the differences between small and large vineyards but not to isolate other homogeneous groups). We therefore
decided to use a rather simple model that focuses on spatial relationships and not on the decision process.
We considered large and small farms (vineyards). We did not explicitly model profit- and utility-maximisation
processes, althoughonemay interpret largevineyardsasmoreprofit-drivenandsmall vineyardsasmoreutility-
driven. Therefore, we used the state transition (stochastic component) approach, representing the decision
process as a transition between the following three states (for example, Goldenberg et al. (2007), and Thiriot &
Kant (2008) also use more than two agent states): regular farms, wine enthusiasts and vineyard owners. Using
three agent states allowed us to decompose innovation diffusion into two processes; the proliferation of wine
enthusiasm (having a more social component) and the establishment of a vineyard (having a more individual
component). These two processes may be governed by different parameters.

3.11 The presence of vineyards in the neighbouring communitiesmay have positively influenced the spread of wine
enthusiasm (discussions, visits, wine tasting) but negatively influence the decision to establish a vineyard (in-
creasedcompetition in a localmarket). Wealso factored inameso-level social influence, Kiesling et al. (2012), as
the immediate social environment (the same community or neighbouring ones) influences the transition prob-
abilities. This influence may also be micro-funded by bilateral contacts, as in word-of-mouth approach, see
e.g. Arndt (1967), Mahajan et al. (1991), and Kowalska-Styczeń & Sznajd-Weron (2016). Themeso-level approach
does not require modelling of the social network structure or bilateral contacts.

3.12 Matthews et al. (2007) reviewed the agent based land usemodels and classified existingmodels with respect to
their purpose: policy analysis andplanning, participatorymodelling, testing hypotheses of land-use and settle-
ment patterns, testing social and economic science concepts, andmodelling landscape function. Filatova et al.
(2013) also surveyed the existing literature of spatial agent-based models applied to socio-ecological systems.
Lobianco & Esposti (2010) proposed a Regional Multi-Agent Simulator (RegMAS) model for land use modelling
and used an optimisation approach. The model requires information about all different potential activities, fi-
nancial margins, technological constraints etc. Models using a similar approach and of similar complexity are
AgriPoliS Happe et al. (2006) or Mathematical Programming-based Multi Agent Systems Schreinemachers &
Berger (2011). These models can be utilised for policy analysis and land-use planning. The innovation process
has also been investigated in the context of environmental and agricultural application areas, see e.g. Schwarz
& Ernst (2009).

3.13 Based on the conducted survey (particularly the different motivations underlying the decision to establish a
vineyard: profit, enotouristic, prestige and hobby) and the literature analysis presented above (covering profit,
utility, social component in the form of networking, and regulatory framework) we postulated that:

• there is no single predominant factor that influences wine region development (sets of factors matter);

• behavioural factors of a social, personal and psychological nature play a significant role in the devel-
opment of those wine regions with less favourable climate conditions, as is the case in the Małopolska
region.

3.14 We verified these two postulates by developing and calibrating an agent-basedmodel of the process. However,
we first describe the results of an econometric analysis of the available data, since we used these models as a
reference for assessing the predictive power of the agent-based one.

Econometric Analysis

4.1 In this section, weprovide thedescriptionof the available data and themain results of the econometric analysis
of the dynamics of the relevant wine region development.
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Data

4.2 Wehave used the information on existing vineyards in theMałopolska region, which are available for download
at http://www.winogrodnicy.pl. The data have beenmanually collected over some time, though each vine-
yard owner is also free to register his/her vineyard at the web page. These data contain, among other things,
information on the vineyard’s owner, location, area and the year in which it was established. We accessed the
data in June 2016, and so the last year under consideration was 2015, with 88 existing vineyards (Figure 1). We
have also used regional data on community area, number of inhabitants, number of farms (divided into large
farms over 1 ha. and small farms below 1 ha.) as well as the number of tourist attractions in a particular com-
munity. The data come from common agricultural census (2002 and 2010). The data were interpolated and
extrapolated (by assigning the time period limit values) to cover the period 1990 until 2015. As the data are rela-
tively stable over time, such a procedure hadminimal impact on the results. The source of the data is the Polish
Statistical Office. Furthermore, geographical data on average altitude above sea level for each community and
information as to whether a community lies on the border of the Małopolska region, were all utilised.

Figure 1: Dynamics of the number of vineyards inMałopolska Region. Black line—total number of vineyards; red
line—number of small vineyards; blue line—number of large vineyards

4.3 We have analysed development of the total (large and small) number of vineyards in the period 1990-2015, in
addition to their geographical concentration. This latter featurewasmeasuredbyMoran’s I test, whose formula
is given by Equation (1), we conventionally assumed thatwii = 0.

I =
n

∑

ij wij

∑

ij wij(xi − x)(xj − x)
∑

i(xi − x)2
(1)

4.4 The Moran I statistic was originally developed by Moran (1948). Let us consider n different regions arranged in
2-dimensional space. Let us also define the neighbourhood structure represented by n × nmatrix whose i, j
element accepts the value 1 if both regions: i and j are spatial neighbours. In our paper, we denote twodifferent
communities as neighbours if they have a common border. The symbol xi represents the value of a variable x
under consideration in a region i. In particular, xi represents the number of vineyards in i community. Moran I
measures the spatial correlation of variable xi, giving an indication of whether the regions with relatively high
(low) values of variable x are clustered or are randomly distributed in a space. In general, the Moran I statistic
is bounded by−1 and 1. The value−1 indicates perfect dispersion and the value 1 indicates perfect clustering
(all vineyards in the same community).

4.5 The detailed map with arrangement of the vineyards as of January 2018 is presented in Figure 2.
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Figure 2: Spatial distribution of vineyards in Małopolska Region, state January 2018.

4.6 Figure 3 shows the calculated realMoran I values, togetherwith a 95%confidence interval around the expected
value (assumingno spatial concentration), for: total, large, and small vineyards for theperiod 1990-2015. The (c)
panel of the Figure 3 shows the increasing spatial concentration of the small vineyards over time, whereas large
vineyards – panel (b) – remain evenly distributed in the Małopolska district. The jump observed in confidence
interval lines for large vineyards in 1998 results from the fact that until 1997 only one large vineyard existed and
the second one was established in 1998. Similarly, the first two small vineyards were established in 1999.

(a) All (b) Large (c) Small

Figure 3: Moran I Values. Black line - real Moran I test values, grey lines - 95% confidence interval (assuming
no spatial concentration)

Econometric model

4.7 Let us consider the following dynamic model of vineyard development:

yt = ρWyt−1 +Xβ + ǫt (2)

where yt isn× 1 vector of vineyards in each community at time t, ρ is an autoregressive parameter,W ann×n
neighbourhood matrix,X is an n × k matrix of independent variables, β a k × 1 vector of parameters and ǫt
is an n× 1 noise vector. We useW simple binary neighbourhoodmatrix, assuming a value of 1, if community i
and j are direct neighbours (have a common border) and 0 otherwise.

4.8 By subsequent substitution of yt−i in the Formula 2, followedby grouping of the relevant variables, introducing
variable ǫand finallydropping the timesubscripts,weobtain the spatial lagmodel, or amixed regressive, spatial
autoregressive model equation, in the form presented in Anselin (2001) :

y = ρWy +Xβ + ǫ (3)

The spatial auto-regessive model, as in Equation 3, focuses on the steady-state, especially as the final (last
period available data) was used for the estimation purposes. This limit form may thus fail to represent the
dynamics of the original Equation (2). For this reason, we also estimated the panel spatial regression model
and space time autoregressive model. Both models use all historical data for estimation purposes.
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4.9 Regression results are presented in Table 3, where ρ = 0.016741 with p-value: 0.44871. Parameter ρ provides
information on the strength of spatial auto-regression relations, the influence of the vineyards number on the
vineyards numbers in the neighbouring communities. We considered the following independent variablesX in
the regression analysis: area, number of farms, number of inhabitants, number of tourist attractions in a given
community. Moreover, we consider two binary variables: heigth_bin, which takes the value 1 if the average al-
titude above sea level exceeds 500 in a particular community (insufficient climate conditions for vine growing)
and 0 otherwise, and border_community, which takes the value 1 if a given community lies at the border of
Małopolska district and 0 otherwise. As the latter is insignificant, we did not take this effect into account (miss-
ing neighbouring communities that are not in the Małopolska district) in our model. We can observe that the
number of farms significantly positively influences the number of vineyards observed in the particular com-
munity. The height_bin has significantly negative effect on the number of vineyards observed. The vineyards
observed in the neighbouring communities seemed to slightly positively influence the number of vineyards in
the particular community (the effect is however, insignificant)

Variable Estimate Std. Error

(Intercept) 0.30100 0.21200
area −0.00004 0.00004
farms 0.00020∗∗ 0.00010
people −0.00000 0.00001
tourism −0.00040 0.00300
border_community −0.08400 0.08800
heigth_bin −0.50300∗∗ 0.19800

Observations 182
Log Likelihood −274.904
σ2 1.159
Akaike Inf. Crit. 567.808
Wald Test 0.716 (df = 1)
LR Test 0.574 (df = 1)

Note: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01

Table 3: Spatial autoregressive model (SAR) parameter values estimation results (all vineyards). Dependent
variable: number.

4.10 Based on the estimated parameters, we iteratively calculated the number of vineyards in each community ac-
cording to Equation (2). The estimated results are shown in Figure 4. A solid line indicates the total estimated
number of vineyards: a blue line the number of large vineyards and a red line number of small vineyards.

4.11 In addition, theMoran I statistic valueshavebeencalculatedandare shown inFigure5. Black lines showMoran I
statistic values for theoretical values (estimated using the spatial auto-regressionmodel) of vineyards, whereas
grey lines show lower and upper 95% confidence intervals around truly observed values. In general, we can
observe that SAR regression correctly (estimated values lie within 95% confidence intervals) estimates the cur-
rent (2015) quantity and spatial dependence (with the exception of spatial dependence for large vineyards),
even though it fails to adequately capture the dynamics of the process (it underestimates ρ parameter values).
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Figure 4: SAR Estimated Vineyards in the Małopolska Region. Black line - estimated total number of vineyards;
red line - estimated number of small vineyards; blue line - estimated number of large vineyards.

(a) All (b) Large (c) Small

Figure 5: SAR estimated Moran I Values. Black line - estimated Moran I test values; grey lines - 95% confidence
interval around real observed Moran I values.

4.12 We also conducted the regression analysis separately for large and small vineyards. In addition, a more ad-
vanced model – the simple panel space auto-regression model – was applied. This model takes into account
the entire data history and is a natural extension of the model (3). Namely, we have estimated the parameters
of the following panel model (4), see. Millo et al. (2012):

y = ρ (IT ⊗W ) y +Xβ + ǫ (4)

where IT is the identity matrix of dimension T (T is the number of time periods considered in the model),X is
thematrix of exogenous variablesof dimensionsTN byk also considered in (3). We received the following value
of ρ = 0.0458925 with a p-value: lower than 0.001. If we allow for a more complex structure of the error term
ǫ allowing for random effects and spatial autoregressive form, we obtain the following value of ρ = 0.0750283
with a p-value: lower than 0.001. The estimated dynamics are quantitatively similar to the results presented
earlier.

4.13 The timedynamics are not considered explicitly in either of themodels (3) and (4). Therefore, wealso estimated
the STAR (space time autoregressivemodel) where spatial and time dependence is considered simultaneously.
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These models have the general form:

zt =

p
∑

k=1

λk
∑

l=0

φklW
(l)zt−k + ǫ (5)

where vector zt represents the number of vineyards in each community, λk defines the number of orders of
the neighbourhood considered. We considered 0th and 1st orders: the diagonal matrixW (0) and the common
borderneighbourhoodmatrixW (1). Thus,weallow thenumberof vineyards in community iat time t todepend
on thenumberof thevineyards in the samecommunity at time t−1and thenumberof vineyards in the common
border communities at time t − 1. p gives the order of the time autoregressive. We considered p = 1 and
p = 2 cases and used a dedicated R package (Cheysson 2016) for estimation purposes. For the p = 1model we
received following values, standard errors are given in brackets: φ10 = 1.0523(0.0043), φ11 = 0.0371(0.0072).
For the p = 2model we obtained: φ10 = 1.0901(0.0154), φ11 = 0.0417(0.033), φ20 = −0.0437(0.017), and
φ21 = −0.0049(0.037). Based on the estimated parameters, we iteratively calculated the number of vineyards
in each community according to Equation (5). The estimated results are shown in Figure 6 separately for the
number and Moran I statistics values.

(a) All (b) Large

Figure 6: STAR estimated number and Moran I values. Black line - real values; blue line - STAR(1) model esti-
mated values, red line - STAR(2) model estimated values

4.14 We can observe that the STAR model underestimates the number of vineyards and overestimates the Moran I
statistic values. We can also see that the simple spatial regression models are not able to explain the observed
dynamics of the vineyard development process.

Agent-Based Modelling of Vineyard Development

5.1 In this section, we present the design of the proposed agent-based model, the results of its calibration and its
sensitivity analysis.

Agent-basedmodel

5.2 We considered the following agents in our model: (i) small and large farms, (ii) small and large vineyards. We
also considered 182 communities of the Małopolska region. Each community is characterised by the climate
factor cc. Additionally, there is a critical climate factor ccriticalc such that the vineyards can be established in a
particular community only if cc ≥ ccriticalc . As the altitude above sea level is the main factor that distinguishes
weather conditions in different communities of the Małopolska region, we empirically assumed that the grow-
ing of wine grapes is only possible for those communities with an average altitude less than 500m above sea
level. We first modelled the enthusiasm dynamics, whereby we treated enthusiasts as farm owners interested
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in wine but not necessarily in wine production itself. The probability that a wine-making enthusiast appears on
a farm is defined by the equation:

PE = bE + λE→Ef(N
S
E +NL

E ) + λV S
→Ef(N

S
V ) + λV L

→Ef(N
L
V ) (6)

where PE is the probability of transformation from farm (small or large farm) to wine enthusiast, bE is a con-
stant base probability, λE→E is a sensitivity parameter that measures how the number of other small farm
enthusiasts - NS

E and other large farm enthusiasts - NL
E in the same and directly neighbouring communities

influence the transformation probability, λV S
→E is a sensitivity parameter that measures how the other small

vineyards NS
V in the same and directly neighbouring communities influence the transformation probability,

whereasλV L
→E is a sensitivity parameter thatmeasures how the other large vineyardsN

L
V in the same and di-

rectly neighbouring communities influence the transformationprobability. f(x)denotes the concave function -
weuse ln(1+x). Furthermore, we assumed that enthusiasm is aroused for a certain stochastically limitednum-
ber of rounds and that, in each round, enthusiasm for wine growing ceases with a certain probability, PEXP

E .
We modelled the transformation of enthusiasts to existing vineyards separately for small and large farms. If a
community has sufficient climate conditions ccriticalc as well as at least 1 vineyardNS

V +NL
V ≥ 1 or the number

of enthusiasts is at least the critical numberNS
E +NL

E ≥ N critical
E , then the (small farm) wine enthusiast may

transform into a vineyard, according to the equation:

PS
V = bSV + bS2004→V + λS

E→V f(N
S
E +NL

E ) + λS
V S

→V f(N
S
V ) + λS

V L
→V f(N

L
V ) (7)

where bSV is a constant, b
S
2004→V is a constant that represents the additional influence of intensive training and

promotional campaigns that took place in year 2004, andparametersλV S
→V andλ

S
V L

→V
f(NL

V ) represent the
sensitivity to other pre-existing vineyards in the sameor directly neighbouring communities. A similar equation
for large farms is presented below:

PL
V = bLV + bL2004→V + λL

E→V f(N
S
E +NL

E ) + λL
V S

→V f(N
S
V ) + λL

V L
→V f(N

L
V ) (8)

5.3 The owner of the large farmmay decide for various reasons (e.g., his/her own free choice or if only a subsection
of the farm area is suitable for vine growing) to establish only a small vineyard. As we only possessed data on
the total area of the farm,we used a simplified approach. Namely, we assigned large farms to small ones (with a
probability describedby aparameter pL→V S ) tomodel the transformation of the large farm to a small vineyard.
In each round, an existing vineyard can also be shut down with the probability PEXP

V .

5.4 The model is implemented in Java, using the MASON 19 framework. The code is available at the following ad-
dress: https://www.comses.net/codebases/5891/releases/1.1.0/. We consider three main classes of
agents, namely: communities, large and small farms. Each farm can only belong to one given community. Each
farm can be in one of the following states at each step: regular farm, wine enthusiast and vineyard. The flows
between different agent states is shown in Figure 7.

Figure 7: Agents state diagram

5.5 At each step, firstly we randomly decided whether a vineyard has ceased to exist (transforms to a regular farm)
or a wine enthusiast has lost interest in wine (also transforms to a regular farm). Then, additionally created
vineyards and enthusiasts from the previous step are added to the existing pools of vineyards and wine enthu-
siasts in each community separately. Having updated the transformation probabilities for each community, we
randomly decided whether a regular farm could transform into a wine enthusiast (firstly, under the provision
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that community climate conditions permit this. Secondly under the provision that the requiredminimumnum-
ber ofwine enthusiasts in a community or pre-existing vineyard is satisfied), andwhether awine enthusiast can
transform into a vineyard in the current step. The new vineyards andwine enthusiasts are added to the existing
pools at the beginning of the subsequent step. The general flow of the simulation in presented in Figure 8.

Figure 8: Simulation flow

Results

5.6 For each of the 10 000 parameter sets, we simulated the development of potential vineyards 64 times. Each
single parameter set was selected, using Sobol numbers sequence (Christophe & Petr 2015), from the entire
parameter space, which is defined as the Cartesian product of permissible parameter values for each of the
parameters, as defined in Table 4. The parameter space was constructed using the results of the econometric
analysis. Generally, we used the order of magnitude of the estimated parameter ρ and inferred the signs of
parameters λL

V L
→V

and λL
V S

→V
.

5.7 This led to 640 000 development paths covering the period 1990 to 2015. Each step represents a year. Firstly,
we determined the parameter sets that enable the reconstruction of the real development path of vineyards in
the Małopolska region. We selected parameter sets so that the simulated large and small vineyards numbers
and respective Moran I statistics are close to the real observed values. Bert et al. (2014) distinguished between
conceptual and empirical validation. The first was based on iterative communication with stake holders and
domain experts and the second on an iterative model calibration process. We used literature overview and a
survey results for conceptual validation and applied themethod of simulatedmoments (MSM), see Gourieroux
& Monfort (1996) and Kamiński & Koloch (2017) for empirical validation. In particular, and using the original
notation of Gourieroux & Monfort (1996), we are looking for such a parameter vector θ that minimises:

[

T
∑

t=1

Zt

(

K(yt, zt)−
1

S

S
∑

i=1

k(zt, u
s
i , θ)

)]t

Ω

[

T
∑

t=1

Zt

(

K(yt, zt)−
1

S

S
∑

i=1

k(zt, u
s
i , θ)

)]

(9)

having a vector yt of a dimension equal to twice the number of communities considered in a model (a single
component of the vector represents the number of small/large vineyards in single community observed at time
t), zt avector of exogenous variables (neighbourhoodstructure),K(yt, zt) is a 4dimensional vector ofmoments
with the following components: total number of small and large vineyards, and Moran I values for small and
large vineyards separately. k(zt, us

i , θ) is the simulated estimator ofK(yt, zt). We used a diagonal matrix (with
1/T elementsof themaindiagonal) as aZtmatrix of instruments. Wealsoused the identitymatrix of dimension
4 asΩ. Thus, weminimisedwith respect to θ the sumof squares ofmeandifferences between the empirical and

JASSS, 21(3) 6, 2018 http://jasss.soc.surrey.ac.uk/21/3/6.html Doi: 10.18564/jasss.3726



symbol variable lower value upper value

a PEXP

V 0 0.05
b PEXP

E 0 0.2
c bLV 0 0.001
d λL

E→V 0 0.001
e λL

V L
→V

-0.001 0
f λL

V S
→V

0 0.001
g bSV 0 0.001
h λS

E→V 0 0.001
i λS

V L
→V

0 0.001
j λS

V S
→V

0 0.001
k Ncritical

E 0 10
l λV L

→E 0 0.001
m λV S

→E 0 0.001
n λE→E 0 0.001
o bE 0 0.001
p pL→V S 0.2 0.8
q bS2004→V 0 0.004
r bL2004→V 0 0.004

Table 4: Ranges of parameter values

parameter value

PEXP

V 0.03734
PEXP

E 0.159542
bLV 0.00069
λL

E→V 0.00026
λL

V L
→V

-0.00091
λL

V S
→V

0.00058
bSV 0.00038
λS

E→V 0.00004
λS

V L
→V

0.00078
λS

V S
→V

0.00015
Ncritical

E 2
λV L

→E 0.00073
λV S

→E 0.00056
λE→E 0.00068
bE 0.00046
pL→V S 0.72112
bS2004→V 0.00382
bL2004→V 0.00265

Table 5: Replication parameters

mean simulatedmoments. Following this, theparameter set leading to theminimumdistance is selected (Table
5).

5.8 To sumup, we present a comparison of the true observed dynamics of vineyard developmentwith both econo-
metricmodelling results andsimulation results for theselectedparameter set (averagepathover64 replications
of simulation). The dynamics of vineyard quantity is shown in Figure 9. The black line shows real observed val-
ues, the blue line shows the regressions results and the red line shows the simulation result. Similarly, the
dynamics of vineyard concentration (measured by Moran I statistics) is presented in Figure 10. We can observe
a significantly closer fit with simulation results.
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(a) All (b) Large (c) Small

Figure 9: Comparison of the development of vineyard number for regression and ABM approaches. Black line
— real value; red line — simulation result; blue line — regressions results.

(a) All (b) Large (c) Small

Figure 10: Comparison of Moran I values development for regression and ABM approaches. Black line — real
values; red line — simulation result; blue line — regressions results.

5.9 Secondly, we analysed which parameters played a significant role in the development of the vineyards in the
Małopolska district. For this purpose, two generalised additive metamodels were estimated (Wood 2017). The
purpose of the procedure was to evaluate how sensitive are the simulation results (number of vineyards and
concentration as measured by Moran I statistic value in 2015) with respect to different parameter values. Appli-
cation of generalized additive models admits the linear additive representation, thus we can evaluate what is
the influence of each of the parameters considered on the result separately. Moreover, the applied procedure
allows for nonlinear influence. In the first model, the independent variable is the total number of vineyards in
2015, while the secondmodel uses theMoran I statistic value in 2015 for all vineyards (independent of farm size)
instead, see Equation (10):

yi = α0 +

Np
∑

i=1

s(θi) + ǫi, (10)

where ǫi has a normal distributionN(0, σ2),Np is the number of parameters estimated and equals 18, and θi
represents the values of the single parameter. All of the parameters listed in Table 4 were used in the model
a�er prior transformation by a spline function s(θi). The estimated splines are presented in the Appendix in
Figure 11 for the first model and in Figure 12 for the secondmodel.

5.10 Equation (6) describes the diffusion of enthusiasm and Equations (7) and (8) formation of a vineyard. We can
observe that the estimated values of the parameters used in these equations are of similar magnitude, see Ta-
ble 5. This suggests that both social and individual aspects played a similar role in the dynamics of the vineyard
formation process. We can also observe that an existing large vineyard attracted new small vineyards as well
as existing small vineyards attracting new large vineyards. This can potentially be explained bymicro-climates
that are advantageous for viticulture, alongside potential benefits from cooperation. The critical number of en-
thusiasts necessary to establish an initial vineyard in a particular community is relatively low (equal to 2) sug-
gesting that vineyard creation is of an individual character once someone is an enthusiast. The values related
to additional external influences in 2004 are around 10 times larger than observed values of λ parameters. This
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suggests a substantial impact from intensive training and promotional campaigns as well as additional funds
for the farmers (in 2004 Poland joined EU).

5.11 There is a group of the most significant parameters, when interpreting the results of the sensitivity analysis
carried out using generalized additive models. These parameters PEXP

E , λS
E→V , λ

S
V L

→V
, λV S

→E , λE→E , bE ,
and pL→V S only for number but not for concentration fall into three groups. The first group of parameters: bE ,
λE→E ,andPEXP

E govern thewineenthusiast numberby specifying theprobability of spontaneousappearance
of enthusiasm, social influence of wine enthusiasts (attracting next new wine enthusiasts), and the tendency
to extinguish enthusiasm. The second group of parameters: λS

E→V and λS
V L

→V
govern the transformation

process of wine enthusiasts to small vineyards and the influence of the existing large vineyard on the new small
vineyards. Additionally parameter pL→V S defines what percentage of large farms can only transform to small
vineyards (only part of the farm is used for growing vines).

Concluding Remarks and Further Research

6.1 The processes of viticulture and wine production in the Małopolska region have been actively developing for
the last 30 years. In addition to structural changes in the market (e.g., advances in vine cultivation, shi�s in
consumer preferences toward wine), behavioural and social factors have also played a significant role in this
process.

6.2 In this paper, we have proposed an agent-based model that includes a behavioural component (wine enthusi-
asm), in order to simulate subsequentdevelopmentof the localwine sector. Thedrawbackof havinga relatively
short history for the relevant data is countered by its relevance to a current situation. This has enabled us to
collect high quality empirical data for the entire period, which were used to validate the proposed agent-based
model quantitatively andqualitatively. In particular, the analysis of the available evidence revealed strong clus-
tering effects namely, a relatively large number of vineyards originate at a relatively similar time and place.

6.3 Theproposed agent-basedmodel putsmore emphasis on spatial relations and less on the decision process. We
implemented heterogeneous agents (small and large farms) and defined three potential states for the agents;
regular farm, wine enthusiast and vineyard, and then we modelled the transition process. These probabilities
depend on the set of parameters and spatial relations. We estimated the model parameters using the Method
of Simulated Moments. Our key findings are as follows:

1. The agent-basedmodel has a significantly superior predictive power compared to standard econometric
models.

2. The values of the estimated parameters of the agent-based model support the hypotheses we have for-
mulated, in particular; there is no single predominant factor that influenceswine regiondevelopment (an
array of social, economic andmicro-climate factors matter) and behavioural factors of a social character
play a significant role. The estimated parameters in Equations: (6), (7), and (8) are of similar magnitude,
whereas (6) represents social (behavioural) phenomena; and (7) and (8) represent individual (economic)
phenomena.

3. The sensitivity analysis of the agent-basedmodel allowed us to understand what key factors have driven
viticulture development in the Małopolska region. In particular, the spontaneous appearance and social
diffusion of wine enthusiasm and the process of establishing small vineyards by enthusiasts, influenced
by the presence of a large vineyard in the same or neighbouring community.

4. The model allowed us to capture the emergent two-step vineyard development mechanism, involving
community building and vineyard creation phases. This mechanism has proven crucial to ensuring its
observed predictive power.

Themodel and analysis can potentially be extended in twoways. Firstly, one could give amore explicit consid-
eration to institutional restrictions (wine production is subject to numerous regulations, according to greater
complexity and volume of output) and the role of winemaker associations. Secondly, the model could be ap-
plied to analyse the dynamics of other wine regions.
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Appendix: Generalized additive model results

The estimated splines for generalized additive models (GAM) are presented in this Appendix. The meaning of
the labels used (consecutive letters of the alphabet) for the individual graphs are explained in Table 4. Figure
11 shows the spline for a GAM model with the total number of vineyards as the dependent variable, whereas
Figure 12 shows the same but with the Moran I value as the dependent variable.

(a) (b) (c) (d)

(e) (f) (g) (h)

(i) (j) (k) (l)

(m) (n) (o) (p)

(q) (r)

Figure 11: GAM estimated smoothing factors for total number of vineyards
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Figure 12: GAM estimated smoothing factors for Moran I value
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