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Abstract

Analytic hierarchy process (AHP) is widely used in group decision making (GDM). There
are two traditional aggregation methods for the collective preference in AHP-GDM: aggre-
gation of the individual judgments (AlJ) and aggregation of the individual priorities (AIP).
However, AHP-GDM is sometimes less reliable only under the condition of AlJ and AIP
because of the consensus and consistency of the individual pair-wise comparison matrices
(PCMs) and prioritization methods. In this paper, we propose aggregation of the nearest
consistent matrices (ANCM) with the acceptable consensus in AHP-GDM, simultaneously
considering the consensus and consistency of the individual PCMs. ANCM is independent
of prioritization methods while complying with the Pareto principal of social choice theory.
Moreover, ANCM is easy to program and implement in resolving highly complex group
decision making problems. Finally, two numerical examples illustrate the applications and
advantages of the proposed ANCM.

Keywords Group decision making (GDM) - Pair-wise comparison matrix (PCM) -
Consistency - Consensus - Nearest consistent matrix
1 Introduction

Group decision making (GDM) arises from the real-world situations in many fields (Li et al.
2018; Zhang et al. 2019) such as society, economy, management, etc. GDM mainly aims to
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obtain a collective preference by aggregating the individual preferences, and then select the
available alternative among alternatives. The standard AHP-individual application has been
extended to aggregation, consensus procedure, etc. (Srdjevic and Srdjevic 2013). Most of
GDM problems have been solved by analytic hierarchy process (AHP) (Saaty 1977, 1980)
as multiple criteria decision making (MCDM) method (Kou et al. 2012, 2014, 2016) due to
its simplicity, powerfulness, and minimal data dependence.

For a common hierarchy with multiple actors in AHP-GDM, there are two traditional
aggregation methods for the collective preference: aggregation of the individual judgments
(AIJ) and aggregation of the individual priorities (AIP) (Aczel and Saaty 1983; Saaty 1989;
Barzilai and Golany 1994; Ramanathan and Ganesh 1994; Forman and Peniwati 1998; Zahir
1999). Recently, AIJ and AIP have been widely accepted and used when the opinions of
decision makers are not strongly divergent. However, AHP-GDM is sometimes less reli-
able only under the condition of AlJ and AIP because of the consensus and consistency of
the individual pair-wise comparison matrix (PCMs) and prioritization methods. Moreover,
there still are some disputes on the use of AlJ and AIP in the aggregation of the individual
preferences. For example, Ramanathan and Ganesh (1994) suggested using AIP because AIJ
violates the Pareto principle of social choice theory (Arrow 1963) when selecting eigenvector
method (EM) as prioritization method; Forman and Peniwati (1998) argued that whether AlJ
or AIP is used depends on whether the group intends to behave as a synergistic unit or as
a group of individuals, respectively; Barzilai and Golany (1994) observed that there is an
equivalence between AlJ and AIP when selecting logarithmic least squares method (LLSM)
as prioritization method.

However, there are always some limitations and disputes on AlJ and AIP in the existing
literature. To be more specific, AIJ and AIP are complemented under the assumption that
the consensus exists among decision makers (Altuzarra et al. 2007; Lin and Kou 2015); The
results of AIJ and AIP mainly depend on the consensus and consistency of the individual
PCMs and prioritization methods. In order to overcome some limitations and disputes on
AlJ and AIP, several other aggregation methods have been proposed to obtain the reliable
collective preference in AHP-GDM. For example, Altuzarra et al. (2007) proposed Bayesian
prioritization procedure (BPP) that provides more efficient estimates than ALJ and AIP; Esco-
bar and Moreno-Jimenez (2007) proposed aggregation of the individual preference structures
(AIPS) that provides the holistic importance of each alternative and ranking; Gargallo et al.
(2007) proposed a Bayesian estimation procedure to determine the priorities of AHP in GDM;
Srdjevic and Srdjevic (2013) proposed to perform an AHP synthesis of the best local priority
vectors taken from the most consistent decision makers.

Moreover, lots of literature focuses on either the consistency or the consensus for the
individual PCMs in AHP-GDM. For example, Lin and Kou (2015) improved the consistency
levels of the individual PCMs by Bayesian approach; Altuzarra et al. (2010) proposed a
Bayesian approach for building the consensus of the individual PCMs; Dong et al. (2010)
proposed two consensus models to improve the consensus indices of the individual PCMs.
Dong and Saaty (2014) investigated the consensus measure and consensus reaching process.
Nevertheless, little literature simultaneously considers the consensus and consistency of the
individual PCMs in AHP-GDM although some achievements regarding them have been made
(Altuzarra et al. 2010; Dong et al. 2010; Wu and Xu 2012; Li et al. 2017). Therefore, it is
preferable to take both consistency and consensus into account at the same time for the
individual PCMs in AHP-GDM.

It is necessary to further investigate revising the individual PCMs for the acceptable con-
sistency and consensus before using A1J and AIP. For the consistency of the individual PCMs,
several approaches for obtaining the nearest consistency matrix have been proposed and used
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in the actual decision making (Koczkodaj and Orlowski 1997; Benitez et al. 2011; Lin et al.
2013; Benitez et al. 2014) since the nearest consistency matrix is not concerned with priori-
tization method. For the consensus of the individual PCMs, Altuzarra, et al. (2007) proposed
Opening Coefficient (OC) to find the judgments breaking consensus in the individual PCMs,
and then omit the judgments disagreeing most with the collective preference.

In this paper, we propose aggregation of the nearest consistent matrices (ANCM) with the
acceptable consensus in AHP-GDM, simultaneously considering consensus and consistency
of the individual PCMs. First, we obtain the nearest consistent matrices for the inconsistent
PCMs. Next, we find the judgments breaking consensus in the individual PCMs by OC,
and replace them by the corresponding geometric means of the other individual judgments.
Finally, we aggregate the nearest consistent matrices (ANCM) with the acceptable consensus
and then obtain the group priority vector by any prioritization method. ANCM provides a
flexible framework for the group priority vector while complying with the Pareto principal
of social choice theory. Moreover, we describe the involved steps for obtaining the group
priority vector by ANCM in AHP-GDM and assess the performance of ANCM by geometric
compatibility index (GCI) and priority violation number (PVN). In the actual decision situa-
tion, ANCM is easy to program and implement, which is more practical for highly complex
group decision making problems.

The rest of this paper is structured as follows. Section 2 briefly reviews the related
researches such as AHP-GDM, prioritization methods, aggregation methods (AlJ and AIP),
consensus, consistency and compatibility. Section 3 proposes ANCM to obtain the group
priority vector. Section 4 illustrates the applications and advantages of the proposed ANCM
using two numerical examples. Section 5 concludes the main results obtained from this study.

2 Related researches
2.1 AHP-GDM

AHP-GDM mainly aims to obtain the group priority vector based on the individual PCMs
as it leads to a cardinal ranking of actions, objectives, attributes and criteria relevant to the
actual decision situation.

AHP is one of the most popular decision support tools in GDM involving multiple actors,
scenarios and criteria. First, two definitions related to the PCM in AHP are introduced as
follows:

Definition 1 Matrix A = (a;;)nxn is said to be positive reciprocal matrix if a;; > 0, a;; = 1
and a;j = 1/aj; foralli, je {1,2,...,n}.

Definition 2 A positive reciprocal matrix A = (a;;j )y is said to be consistent if a;; = a;a;;
foralli, jl € {1,2,...,n}.

GDM is widely advocated to pool the opinions of decision makers in the actual decision
situation because of its flexibility and adaptability. In this paper, we only consider a local
context (a unique criterion) in GDM with a group of r (r > 2) decision makers getting
together to independently make decisions.

In AHP-GDM, according to the individual judgments for n alternatives with regard to the
considered criterion, each decision maker produces an individual PCM, we write, A® =
(@ Mmn (k= 1,2,....r), where, aly) = 1 (i = j),and a}’ (i # j) are the individual
judgments provided by the kth decision maker under the condition of one to nine scale.
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Note that the individual PCMs are positive reciprocal matrices. According to Definition 1,
it follows that a{y’ > 0, aj;’ = 1 and af;’ = 1/a'; forall i,j € {1,2,....n} (k =

1,2,...,r). We further assume that y® — (v(lk), vék), R v,(lk))T denotes the individual
priority vector derived from the kth individual PCM AR = (ag.‘)),,x,, k=1,2,...,r)by
certain prioritization method, and that V¢ = (le, v2G ey U,LG)T denotes the group priority

vector obtained by certain aggregation method.

2.2 Prioritization methods

Recently, some prioritization methods have been proposed and widely used in AHP, including
additive normalization method (ANM) (Saaty 1977), eigenvector method (EM) (Saaty 1980),
logarithmic least squares method (LLSM) (Crawford and Williams 1985), cosine maximiza-
tion method (CMM) (Kou and Lin 2014), etc. Several popular prioritization methods (EM,
ANM and LLSM) are briefly listed below. Assume that A = (a;j),x, denotes a PCM, and
that V. = (v, va, ..., v,)T denotes the desired priority vector derived from A by certain
prioritization method.

2.2.1 Eigenvector method (EM)

The desired priority vector V = (vq, v2, . .., v,)! is obtained by solving the following linear
system: AV = AV subjectto > ;_;v; = 1,v; > 0(i = 1,2,...,n), where A is the principal
eigenvalue of A = (a;j)nxn-

2.2.2 Additive normalization method (ANM)

The desired priority vector V = (vy, vo, ..., v,)T is obtained by the following procedures:
1 2First ags = aij/Yi—yaij G,j = 1,2,...,n), and then v; = Y, ajj/n (i =

2.2.3 Logarithmic least squares method (LLSM)

The desired priority vector V. = (vy, va, ..., v,,)T is formulated as the multiplicative nor-
malizing constrained optimization problem:

n n n
Min ZZ (lnaij —Inv; +lnvj)2 subject to Zv,- =1Lv>03G0=12,...,n).
i=1 j=1 i=1
It is well known that different prioritization methods produce the same result for any
consistent PCM. However, different prioritization methods produce different results for an
inconsistent PCM. None of prioritization methods is superior to other prioritization methods

according to the global criteria such as Euclidean distance and Minimum violation (Golany
and Kress 1993; Srdjevic 2005).

2.3 AlJ and AIP
The collective preference is usually obtained by certain aggregation method based on the

individual preferences in GDM. In AHP-GDM, AlJ and AIP are two traditional aggregation
methods to obtain the group priority vector.
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For AlJ, first aggregate the individual judgments using weighted geometric mean method
(WGMM) to obtain a group matrix ACG = (ag Ynxn, Where

.
O\
agzn(a§j>) L i jell2,....n) (1
k=1
Then derive a group priority vector V¢ = (vIG, UZG v 09T from AC by certain prior-

itization method.
For AIP, first derive the individual priority vectors y® — (vﬁk), vék), cee vf,k) )T from the
individual PCMs A®(k = 1, 2, ..., r) by certain prioritization method. Then derive a group

priority vector V¢ = (vlc, vzc s oo 9T using WGMM, where
r "
W =TT(™)" i=12.0n @
k=1
Note that the weight vector of r decision makers is (A, A2, ..., A,) with 22:1 Mo=1

and Ay > O(k = 1,2, ...,r), and that both AIJ and AIP demand that the judgments in the
individual PCMs are complete and accurate.

2.4 Consistency and consensus

Generally, the individual PCMs are not of the acceptable consensus and consistency in
AHP-GDM because the judgments expressed by decision makers depend on the personal
psychological aspects such as experience, learning, situation, etc. Thus, it is necessary to
consider whether the individual PCMs are of the acceptable consensus and consistency in
AHP-GDM.

In order to test whether a PCM is of the acceptable consistency in AHP, Saaty (1980)
proposed consistency ratio (CR) that is defined by

CR=0—n)/RI(n—1) 3)

where A and n are the principal eigenvalue and order of the PCM, respectively, and RI is
the random consistency index simulated under the condition of one to nine scale. For an
inconsistent PCM, CR should be as small as possible since C R = 0 for any consistent PCM.
If 0 < CR < 0.10, then the PCM is of the acceptable consistency. If CR > 0.10, then a
re-examination of the PCM is recommended until CR < 0.10.

In order to measure the consensus of an individual PCM with the collective preference,
Dong et al. (2010) defined geometric cardinal consensus index (GCCI) and geometric ordinal
consensus index (GOCI)), which are introduced as follows:

GCCI measures the cardinal consensus of an individual PCM, which is denoted by

Geer(a®) = ﬁ > [in(af) - 1n(uf)+1n(uf)]2 k=1,2,....r) &

i<j

where A(k):(ai(f))nx,, is the kz/ individual PCM, and V& = (le, vg, R an)T is the group
priority vector by LLSM under AlJ.
GOCI measures the ordinal consensus of an individual PCM, which is denoted by

n

GOCI(A(")) - %Z

NCNG

vl k=1,2,...,r) )
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where A(k):(agf))nxn is the kth individual PCM, and vl(k) and v€ are the positions of the ith

alternative in V® and VG,respectively. Here, V&) = (vﬁk), vgk), ol ))T are theindividual
priority vectors derived from A(k)(k =1,2,...,r)by LLSM, and VG (v1 , v2 S, v,(l;)T
is the group priority vector by LLSM under AlJ.

If GCCI(AY)=0(GOCI(A®) = 0), then the krh individual PCM is of fully cardi-
nal (ordinal) consensus. If GCCI(A®YGOCI(A®)) is less than the established threshold
according to the actual situation, then A% reaches the acceptable cardinal (ordinal) consen-
sus; Otherwise, we revise it until A% reaches the acceptable cardinal (ordinal) consensus.
Until now, the thresholds of GCCI and GOCI are not established by the existing literature.
However, the smaller the value of GCCI (GOCI) is, the better the cardinal (ordinal) consen-
sus. Without loss of generality, suppose that the acceptable threshold of GCCI is 0.5, and
that the desired value of GOCI is zero in this paper. In the actual situation, we first check and
revise the individual PCMs to make GCCIs and GOClIs of them as small as possible.

2.5 Compatibility

In order to assess the performance of the proposed ANCM in AHP-GDM, we introduce two
compatibility indicators associated with the compatibility between the individual judgments
and the group priority vector: geometric compatibility index (GCI) (Moreno-Jiménez 2011)
and priority violation number (PVN) (Golany and Kress 1993).

GCl is the cardinal compatibility index between the group priority vector and individual
PCMs, which is defined by

GCI _Zxk 2)(n_ . Zln ( k) .G/ G) ©)

where (A1, A2, ..., A) with Y ;_; Ax = land Ax > Ok = 1,2, ..., r) is the weight vector
of r decision makers.

PVN is the ordinal compatibility index denoting the number of violations in priorities for
the individual PCMs, which is defined by

i G .
lfvi < v and a;j > 1

r . /G
PVYN=Y" 2 3 1,~(A<’<>> 1,--(A<’<>) _ ] 05if v7 =v7 and aji # 1
k=l(n_2)(n_l)i<j ! CY 0.5if v ;évGandaj,:l

0 otherwise
@

Both GCI and PVN are employed to evaluate the compatibility between the group priority
vector and the initial individual judgments. The smaller the values of GCI and PVN are, the
better the compatibility between the individual judgments and the group priority vector.

3 Aggregation of the nearest consistency matrices (ANCM)

In AHP-GDM, the individual PCMs should be of the acceptable consensus and consistency
before using AIJ and AIP. The nearest consistency matrix with the acceptable consensus is
the best approximation of the original individual PCM. Therefore, we replace the individual
PCM by its nearest consistency matrix with the acceptable consensus in AHP-GDM.
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First, we adjust the individual PCMs without the acceptable consensus until they reach
the acceptable consensus. The revised individual PCM is called individual revision matrix.
Then, we derive the nearest consistency matrices of the individual revision matrices and the
individual PCMs with the acceptable consensus. Finally, we aggregate the nearest consistency
matrices by WGMM and then derive the group priority vector by certain prioritization method.

3.1 Revision of the consensus of the individual PCMs

In order to find the judgments breaking consensus in the individual PCMs in AHP-GDM, we
introduce opening coefficient (OC) (Altuzarra et al. 2007) as consensus tool for the individual
PCMs A®) = (a)yun (k = 1,2, r), which is denoted by

oc; =Max{a| [ min{af}a i < j=m ®)

In particular, OC can find the judgments disagreeing with the collective preference pre-
ferred by the other decision makers. Thus, the judgments found by OC should be dealt
with until the individual PCM reaches the acceptable consensus. For example, Altuzarra
et al. (2007) omit the judgments disagreeing most with the collective preference in decision
analysis. In this paper, we will replace the judgments disagreeing most with the collective
preference by the corresponding geometric means of the other individual judgments.

3.2 Nearest consistent matrix

It is well known that different prioritization methods have the same results for any consistent
PCM. The results of AIJ and AIP are identical, regardless of prioritization method when
the individual PCMs are placed by the corresponding nearest consistency matrices in AHP-
GDM. We now briefly review some notations and theorems related to the nearest consistency
matrix.

The set of n x n matrices and the set of n x n matrices with positive entries are denoted
by M, , and M;; ,, respectively. Furthermore, two inversed mappings are defined by

L:M;, — M, [L(X)); =In([X];), X € My, )
E:M,,— My, [EX)];; =exp([X]ij), X € My, (10)

Frobenius norm of matrix A = (a;j),x, is defined by
1/2

n n
lAlp= (D> ) al| . AeMu, (11)

i=1 j=1

Frobenius norm is an index to measure the nearness of two matrices (Meyer 2000), thus,
the distance between two matrices A and B can be denoted by Frobenius norm as follows:

d(A,B) =[|A—=B|p, A,B €M, (12)

Theorem 1 (Meyer 2000) Let matrix A € M;,n, minimizing d(A, A*) = ||A — A®||p is
equivalent to minimizing d(L(A), L(A*)) = ||L(A) — L(A*)| g for any consistent matrix
A* e M}

n.n*

Theorem 2 (Meyer 2000) Let matrix A € M, then X is the nearest consistency matrix of

n,n

L(A) if, and only if, E(X) is the nearest consistency matrix of E(L(A)) = A.
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Theorem 3 (Benitez et al. 2011) Let matrix A € M, ,, then there exists a unique consistent

matrix A* € M, , such that |L(A) — L(A®)||p < IIL(A) — L(C)|| g for any consistent
matrix C € My .

Proof of Theorems 1, 2, 3. See the references (Meyer 2000; Benitez et al. 2011)

Base on the above notations and theorems, we have developed a two-step algorithm for
deriving the nearest consistency matrix of an inconsistent PCM (Lin et al. 2013), which is
briefly introduced as follows:

Step I Calculate the transitional matrix X = (x;;)xn for a PCM A = (a;j)nxn, where
Xjj = %ln(]_[f’zl ail/ajl) (< j)xij=—xj{>j)x;=0foralli, je{l,2,...,n};

Step 2 Calculate the nearest consistency matrix A* = (a;“.),,xn of A = (@;j)nxn, Where
al.*j = exp{x;;}(i < j), a;“j = l/ajl.(i > j),af; =1foralli, je {1,2,...,n}.

For simplicity and consistency, we directly adopt the above two-step algorithm to derive
the nearest consistency matrices of the individual PCMs in AHP-GDM.

3.3 Group priority vector

In AHP-GDM, we still assume that V&) = (v(lk), vék), R v,(lk))T denote the individual prior-
ity vectors derived from AR = (al.(f) Jnxn(k = 1,2, ..., r) by certain prioritization method,
that VG = (v]G, vg ey v,? )T denotes the group priority vector obtained by certain aggre-

gation method, and that (A1, A2, ..., A,) with Zzzl M=land Ay >0k =1,2,...,r)
denotes the weight vector of r decision makers. Several theorems related to AHP-GDM are
introduced as follows:

Theorem4 If a PCM A = (a;j)nxn is consistent in AHP, and V = (v, v2, ..., )T is
the priority vector derived from A, then V is unique with Y ;_yv; = land v; > 0 (i =
1,2, ..., n), regardless of prioritization method.

Theorem 5 Let the individual PCMs A® = (ag-c))nxn (k = 1,2,...,r) be consistent

in AHP-GDM, then the group matrix AG = (ag)nxn = (1_[2:1 (aff)))"‘ )nxn Obtained by
WGMM is consistent.

Proof of Theorems 4 and 5 is straightforward, we omit it here. From Theorem 4, the priority
vector derived from the nearest consistency matrix is unique, regardless of prioritization
method. Therefore, any of the known prioritization methods such as EM, ANM and LLSM,
can be used to derive the unique priority vector from the nearest consistency matrix. From
Theorems 4 and 5, the group matrix obtained by ANCM is consistent, thereby, the group
priority vector is unique, regardless of prioritization method.

Theorem 6 Let VC! = (lel, vgl, R vfl)T and VO = (le2, vgz, R v,(l;z)T be the
group priority vectors in AHP-GDM through AlJ and AIP based on the nearest consistency
matrices, respectively. Then vl.G1 = vl.G2 foralli € {1,2,...,n} with ) !_, vl.Gk = 1and

vk > 06 =1,2,...,n),k=1,2.

Proof Assume that A%® = (al.(]/f*))n «n (k = 1,2, ..., r)arethe nearest consistency matrices,

and that the weight vector of r decision makers is (A1, X2, ..., A,) with Z;;:l A = 1 and
M>0(=1,2,...,r).
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Under AlJ, aggregating the nearest consistency matrices A®*) = (al.(l;*))nxn(k

1,2,...,r) by WGMM, a group matrix is obtained as follows: AG = (al.(/;.),,x,,
8 :
(HIC:l (a,(j*))}hk)nxn'
According to Theorem 5, the group matrix AG = (ag)nxn is consistent. According to

Theorem 4, the obtained group priority vector from AC by any prioritization method (Here,

use LLSM) is VO = G vt .. vSHT, where
\ 1/n I/n i/ n
Hag 1_[1_[<(k*)) 1_[ Ha(k*) , ie{l1,2,...,n}
j=1 j=1k=1 k=1 \j=1

(13)

Under AIP, the individual priority vectors derived from the nearest consistency matrices
AR = (q (k*))nxn (k = 1,2, ...,r) by any prioritization method (Here, use LLSM) are

Ve = (vf ), v, ("*))T where v/ = ([T%_ 1@ "‘*))1/”,1' € {1.2,....n}. The

G2 _ G2\T
\% (v ,...,vn )

group priority Vector obtalned by WGMM is , where

1/n Mk )»k/'l
r r n

2 =T] H“(k*) =TT(TTa" ,ie{l,2,....n) (14

k=1 k=1 \j=I

From the above expressions (13) and (14), it follows that viG1 = vl.G2 for all i €
{1,2,...,n}.

Theorem7 Let V) = (v(k) vzk), e v,(lk))T be the individual priority vectors derived from
the individual PCMs A® = (al.(l;))nx,,(k =1,2,...,r)bycertain prioritization method, and

Ve = (vlc, vzc, e vf)T be the group priority vector obtained by ANCM. If v}k) > vl(k)for
allk € {1,2,...,r}, then v’ > vC.

Proof of Theorem 7 is straightforward, we omit it here.

From Theorem 6, the group priority vectors obtained by ALJ and AIP based on the nearest
consistency matrices are always identical, regardless of prioritization method, thus, the dis-
putes on selecting AIJ or AIP are avoided when selecting ANCM as aggregation method in
AHP-GDM. From Theorem 7, the results of AHP-GDM obtained by ANCM do not violate
the Pareto principle of social choice theory (The Pareto principle essentially says that given
two alternatives A and B, if each member of a group of individuals prefers A to B, then the
group must prefer A to B).

It is a valid way to replace the individual PCM by a positive reciprocal matrix with the
acceptable consistency and consensus when which differs from the individual PCM as little
as possible according to certain metric such as Euclidean distance and similarity measure.
Thus, the group priority vector is easily obtained by ANCM in AHP-GDM, the involved
steps are briefly described as follows:

Step 1 Construct the individual PCMs A® = (a(k))nx,, (k = 1,2,...,r) by decision

makers under one to nine scale, where a( ) > 0, a(k) = 1land a(k) =1 /a(k)
Step 2 Check the consensus of the 1nd1v1dual PCMs accordmg to GCCI and GOCI, and
then assume that A% = (al.(fl))nxn (ky = 1,2,...,1) denote the individual PCMs without

the acceptable consensus while Ak2) — (ag.m),, «n (ko = 1,2, ..., r—I)denote the individual
PCMs with the acceptable consensus;
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Step 3 Calculate the individual revision matrices Ak — (A(k'))nxn ky=1,2,...,0)of
AR = (q (k'))nxn,wherea(jk‘) > 0, A(f“) landa(k‘) /A(k')(k =1,2,...,1),and then
assume that A®) = @{P)pun(k = 1,2, r) denote A®) = @/M)yn k= 1.2,....1)
and A% = (@ P)pn (ky = 1,2, = I;

Step 4 Calculate the transitional matrlces x® = (x(jk)) wn of AR — (&(k))nxn k =
1,2,...,r), where x(k) L ~In([];_, a A(k) )(l < ), x(k) x;’? @@ >j)xij=0;

Step 5 Calculate the nearest consistency matr1ce§ A(k*) (a (k*))nx,, k=1,2,...,r)of
A® = @ )yn, where i = expxi)i < j).al” =1/a “‘*)(z > al? =1

Step 6 Calculate the cons1stent group matrix A = (al nxn by WGMM based on A% =

k k . . . .
@ en k= 1,2, r), where a8 = [Ti (afy ) < j). af = 1/aSG > j),
G _ 1:
a; =1L
Step 7 Derive the unique group priority vector VY = (UIG, vzc, e an )T by prioritization
method (LLSM), where v@ = ([T/_; a$)"/" = [Tj_, ([T}=y aly /" =1.2.....n).
In AHP-GDM, we ﬁrst revise the 1nd1v1dua1 PCM:s without the acceptable consensus and
then obtain the individual revision matrices; We then calculate the corresponding nearest
consistency matrices of the individual revision matrices and the original individual PCMs
with the acceptable consensus; We finally aggregate the nearest consistency matrices to

obtain a consistent group matrix and then derive the unique group priority vector by any of
prioritization methods such as ANM, EM, LLSM, etc.

4 Numerical examples

In this section, we illustrate the applications and advantages of the proposed ANCM by two
numerical examples. Note that we take LLSM as prioritization method in ANCM, and adopt
OC as consensus tool to revise the individual PCMs without the acceptable consensus. We
assume that the weight of decision makers is equal since the nearest consistency matrices are
of the acceptable consensus.

Example 1 Let us consider the group decision analysis situation with six decision makers
taken from Wang and Xu (1990) and Altuzarra et al. (2007). With regards to the same decision
problem, six individual PCMs ABE = 1,2,...,6) provided by six decision makers are
given as follows:
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Table 1GCCIs and GOCIs of six  pMatrix 4D A® 4G 4@ A0 4O 4B 4@
individual PCMs and two

individual revision matrices GCCI 0.113 0378 0.693 0752 0338 0.045 0391 0.353
GOCI 0 0 04 08 0 0 0 0.4
()

Table 2 Priority vectors and ranking orders of six individual PCMs and two individual revision matrices by

EM
Matrix AWM AP AB) A® A® A©) A3 A
vgk) 0.493(1) 0.489(1) 0.278(2) 0.466(1) 0.388(1) 0.474(1) 0.373(1) 0.443(1)
vék) 0.231(2) 0.250(2) 0.308(1) 0.164(3) 0.308(2) 0.261(2) 0.247(2) 0.195(2)
vg“ 0.093(4)  0.113(4)  0.119(4)  0209(2)  0.080(4)  0.098(4)  0.146(4)  0.153(4)
vfp 0.137(3) 0.116(3) 0.198(3) 0.081(4) 0.154(3) 0.121(3) 0.173(3) 0.155(3)
v§k> 0.047(5) 0.032(5) 0.097(5) 0.078(5) 0.070(5) 0.046(5) 0.061(5) 0.053(5)
1 3 5 47 1 4 3 58
131 3 25 141 4 36
AV =11/51/3 1 123, A9=1/31/4 1 1 5],
1/41/2 2 1 3 1/51/3 1 1 17
1/71/51/31/3 1 1/81/61/51/7 1
f11/23 2 5
21 5 1 2
AP =11/31/51 2 12,
121121 5
| 1/5 1/2 2 1/5 1
1 2 6
1/3 1 1 32
AV =11/51 145
1/21/31/411)2
| 1/61/21/52 1
1 2633 2 5 49
12125 4 1ﬁ 1 3 26
A =11/61/21121 |, A®=]1/51/3 1 1 2
1/31/52 1 5 1/41/2 1 1 3
| 1/31/411/51 1/91/61/21/3 1

We first consider the consensus of six individual PCMs. GCCIs and GOClIs of six indi-
vidual PCMs are shown in Table 1. The priority vectors and ranking orders derived from six
individual PCMs by EM are shown in Table 2 (Thereinafter, the numbers in parentheses are
ranking orders).

From Table 1, we have that

GCCI(A®) > 0.5, GOCI(A®) > 0; GCCI(A®) > 0.5, GOCI(A®) > 0
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Table 3 Priority vectors and Matrix A% A2%) AB# A@) A% A6%)
ranking orders of six nearest
consistency matrices v 0491(1) 0481(1) 0.405(1) 0453(1) 0.407(1) 0475(1)

v 02322) 02502) 0.2192) 0.184(2) 0.291(2) 0.261(2)
v 0.092(4) 0.117(4) 0.137(4) 0.156(3) 0.085(4) 0.098(4)
v 0138(3) 0.1203) 0.176(3) 0.1554) 0.147(3) 0.120(3)
v 0.046(5) 0.032(5) 0.063(5) 0.053(5) 0.070(5) 0.046(5)

Thatis, A® and A® are not of the acceptable consensus and should be revised to reach the
acceptable consensus. From Table 2, the preference structures of A and AW are (21435)
and (13245), respectively, which are in disagreement with the collective preference structure
(12435) supported by the other four individual PCMs. Thus A® and A® are not of the
fully ordinal consensus and should be adjusted. Here, we directly adopt OC as consensus
tool in the process of adjusting A® and A®), since OC can find the judgments disagreeing
with the collective preference structure preferred by the other decision makers. The judg-
ments found by OC should be dealt with to reach the acceptable consensus. According to
OC, the judgments with the highest levels of variability in A® and A® are ayo, aza, ass
and ays since OC1p =8, 0C34 = 8, OC35 = 10 and OCy5 = 14. Moreover, the judg-
ments (alz, a§35), % and a45)) disagree with the collective preference structure (12435)
supported by the other four 1nd1v1dual PCMs. For reaching the acceptable consensus, we
replace a 9 by a;; k) = ([T a( )) T (k = 3, 4) for ag), a%), agj) and a(4) in A® and A®,
Thereby,afz)—z 702, a}P=2.724,aP= 0.871 and a/P = 4.360. Accordingly, a>'=0.370,
3_0.367, a/(4)— 1.149 and ag(f)— 0.229. Two individual revision matrices (A’® and A’®)

ds3
are listed as below GCClIs and GOCIs of A’® and A’® are also shown in Table 1.

1 2702 3 2 5 1 3 5 2 6

0370 1 5 1 2 31 1 3 2

A =113 15 1 22724, A9=[1/51 1 0871 5
12 1 12 1 5 1/21/31.149 1 4360

1/5 1/2 03671/5 1 1/61/2 1/5 0229 1

From Table 1, we have that
GCCI(A®) < 0.5 < GCCI(A®), GOCI(A®) =0 < GOCI(AD);
GCCI(A'™) < 0.5 < GCCI(A®), GOCI(A'™®) = 0.4(0) < GOCI(AW).

That is, the individual revision matrix A"® reaches the acceptable consensus. For individ-
ual revision matrix A’®, the distance between 0.156(3) and 0.155(4) is 0.001 (very little),
thus the rank orders of them can be exchanged by coordination, thereby GOCI of A'® is
equal to zero. That is, A’® can reach the fully ordinal consensus by coordination. Thus, A’®)
and A’® are of the acceptable consensus.

We next achieve the nearest consistency matrices of four original individual PCMs (A(),
A@ AG) A0 ) and two individual revision matrices (A" 3, A’ (4)) using Two-step algorithm,
which are denoted by A(k*)(k = 1,2,...,6). The priority vector derived from a nearest
consistency matrix is unique, regardless of prioritization method. Thus, the priority vectors
from the nearest consistency matrices derived by any of prioritization methods are shown in
Table 3.
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Table 4 Group priority vectors Aggregation method ANCM  BPP AIP(EM)  ALI(EM)

and ranking orders obtained by

ANCM, BPP, AIP and AL ok 0455(1)  0479(1) 0.436(1)  0.438(1)
o) 02392) 0.259(2) 0.256(2)  0.258(2)
o) 0.1134)  0.097(4) 0.116@4)  0.1144)
pb 0.1433) 0.1193) 0.1333)  0.130(3)
) 0.051(5) 0.045(5) 0.059(5)  0.059(5)

Table 5 GCls and PVNs of Aggregation method ~ ANCM  BPP AIP(EM)  AII(EM)

ANCM, BPP, AIP and AlJ
GCI 0.249 0363 0.387 0.387
PVN 0.058 0.108  0.108 0.108

We finally compare ANCM with BPP (Altuzarra et al. 2007), AIP and AlJ according to
two compatibility indicators (GCI and PVN). The group priority vectors and ranking orders
derived by ANCM, BPP, AIP and AlJ are shown in Table 4 (We consider EM as prioritization
method in AIP and AlJ). The compatibility indicators (GCI and PVN) between the individual
judgments and the group priority vectors obtained by ANCM, BPP, AIP and AlJ are shown
in Table 5.

From Tables 2 and 4, the ranking orders derived from four original individual PCMs
(A(l),A(z),A(S), A(6)) and two individual revision matrices (A’(3), A (4)) are exactly the same
as the group ranking order obtained by ANCM. It is concluded that ANCM does not violate the
Pareto principal of social choice theory in Example 1. From Table 4, the collective preference
structure (12435) obtained by ANCM is the same as the ones obtained by BPP, AIP and AlJ
although the group priority vectors obtained by them are different. From Table 5, GCI and
PVN of ANCM are less than GCIs and PVNs of BPP, AIP and AlJ, respectively. With respect
to the ordinal compatibility and cardinal compatibility, the result of ANCM is more reliable
than those of BPP, AIP and AlJ in AHP-GDM.

Example 2 Let us consider the group decision analysis example included in Dong et al.
(2010), which consists of five decision makers and four alternatives. Five individual PCMs
A®(k =1,2,...,5) are listed below:

1 4 67 1 5 709 1 3 58
AU | WAL 34 o |51 46| g |13 45
16131 2| 17141 2| 1S4 1 2|
1/71/41/2 1 1/91/61/2 1 1/81/51/2 1
1 4 56 1121 2
N P R P
1/6 1/31/2 1 1/21/3 1/4 1

1 3.9635.692 7.416
0254 1 3464 3
0.1760.289 1 4
0.135 1/3 1/4 1
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Table 6 GCCIs and GOClIs of five  pagrix A A A® A@ A® A/

individual PCMs and an

individual revision matrix GCCI 0.139 0320 0.135 0.134 1334 0253
GOCI 0 0 0 0 1 0

Table 7 Priority vectors and Matrix A A AB) A® A® A5

ranking orders of five individual
PCM:s and an individual revision (k)
matrix by EM v

0.617 0.653(1) 0.570(1) 0.597(1) 0.228(3) 0.601(1)
()]

v 0.224(2) 0.225(2) 0277(2) 0.222(2) 0.295(2) 0.223(2)
v 0.097(3) 0.076(3) 0.096(3) 0.108(3) 0.380(1) 0.120(3)
vl 0.062(4) 0.047(4) 0.057(4) 0.073@) 0.097(4) 0.056(4)

We first consider the consensus of five individual PCMs. GCCIs and GOCls of five indi-
vidual PCMs are shown in Table 6. The priority vectors and ranking orders derived from five
individual PCMs by EM are shown in Table 7.

From Table 6, we have

GCCI(A®) > 0.5, GOCI(A®) >0

That is, only A® is not of the acceptable consensus. From Table 7, the preference struc-
ture (3214) of A® is different with the collective preference structure (1234) supported by
the other four individual PCMs, that is, A® is not of the fully ordinal consensus. Thus,
A® should be adjusted to reach the acceptable consensus. Here, we still adopt OC as
consensus tool to revise A®). According to OC, the judgments with the highest levels of
variability in A® are ay2, a13, a4 and ax since 0Cp;; = 10, 0C;3 =7, 0Ciy = 4.5
and OCy3 = 8. Moreover, the judgments (a 12> ag), ﬁ) ,a23)) disagree with the collective

preference structure (1234) supported by the other four individual PCMs. For reaching the

acceptable consensus, we replace a( ) by a/(s) ( H a(l))r T for agsz)’ ag), “ﬁ) and ag)

in A®. Thereby, a}5'= 3.936, d/'= 5.692, a; = 7 416 and aj;'= 3.464. Accordingly,

/(5) = 0.254, ag(ls )= 0. 176, a:‘(]s ) = 0.135 and a;(25 )— 0.289.The individual revision matrix
A’(S) is listed up. Moreover, GCCI and GOCI of A"® are shown in Table 6. The priority
vector and ranking order derived from A’® by EM are shown in Table 7. From Table 6, we
have that

GCCI(A/@) <05 < GCCI(A<5>), GOCI(A’<5>):0 < G0C1(A<5>).

It is concluded that A’® is of the acceptable cardinal consensus and is of fully ordinal
consensus. That is, A’® is of the acceptable consensus.

We next achieve the nearest consistency matrices for four original individual PCMs (A(D,
AP AP A®) and an individual revision matrix (A’®)) using two-step algorithm, which
are denoted by A("*)(k = 1,2,...,5). The priority vectors from the nearest consistency
matrices derived by any of prioritization methods are shown in Table 8.

We finally compare ANCM with RGMM (Dong et al. 2010), AIP and AIJ according
to two compatibility indicators (GCI and PVN). The group priority vectors and ranking
orders obtained by ANCM, RGMM, AIP and AlJ are shown in Table 9 (We consider EM as

@ Springer



Annals of Operations Research (2022) 316:179-195 193

Table 8 Priority vectors and Matrix A% A2%) AB#) A A%

ranking orders of five nearest

consistency matrices e 0.614(1)  0.646(1)  0569(1)  0.597(1)  0.613(1)
vi) 0225(2) 0227(2) 0276(2) 0221(2) 0217(2)
e 0.0993)  0.0793)  0.097(3)  0.1093)  0.114(3)
vl 0.062(4)  0.048(4)  0.058(4)  0.0744)  0.056(4)

Table 9 Group priority vectors Aggregation method ANCM ~ RGMM  AIP(EM) AIJ(EM)

and ranking orders obtained by

ANCM, BPF, AIP and AL pk) 0.6092(1) 0.5416(1) 0.5344(1) 0.5324(1)
g 0.23202) 02579(2) 0.2637(2) 0.2634(2)
oy 0.0991(3) 0.1299(3) 0.1326(3) 0.1333(3)
oo 0.0589(4) 0.0688(4) 0.0694(4) 0.0709(4)

Table 10 GCIs and PVNs of Aggregation method ANCM  RGMM  AIP(EM)  AII(EM)

ANCM, BPP, AIP and AlJ
GCI 0.127 0341 0.415 0391
PVN 0.000  0.083 0.083 0.083

prioritization method in AIP and AlJ). The compatibility indicators (GCI and PVN) between
the individual judgments and the group priority vectors obtained by ANCM, RGMM, AIP
and AlIJ are shown in Table 10.

From Tables 7 and 9, the ranking orders derived from four original individual PCMs
(AD] A@ AG), A(4)) and an individual revision matrix (A’(S)) are exactly the same as the
group ranking order obtained by ANCM. It is concluded that ANCM does not violate the
Pareto principal of social choice theory in Example 2. From Table 9, the collective preference
structure (1234) obtained by ANCM is the same as the ones obtained by RGMM, AIP and
AlJ although the group priority vectors obtained by them are different. From Table 10, GCI
and PVN of ANCM are less than GCIs and PVNs of RGMM, AIP and AlJ, respectively.
With respect to the ordinal compatibility and cardinal compatibility, the result of ANCM is
more reliable than those of RGMM, AIP and AlJ in AHP-GDM.

The above two examples illustrate how the proposed ANCM performs and the advantages
of ANCM in AHP-GDM. The results show that ANCM more reflects the opinions of the group
as shown by the acceptable consistency and consensus as well as the higher compatibility
indicators for the majority of decision makers and results in the better cardinal compatibility
and ordinal compatibility than other aggregation methods such as BPP, RGMM, AlJ and AIP.

5 Conclusions

In this paper, we propose aggregation of the nearest consistency matrices (ANCM) with
the acceptable consensus, simultaneously considering the consensus and consistency of the
individual PCMs in AHP-GDM. Two numerical examples are examined to illustrate the
applications and advantages of the proposed ANCM. The main characteristics of ANCM are
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as follows: (1) It is independent of prioritization methods used in AHP-GDM; (2) It results
in the same group ranking order as BPP, RGMM, AlJ and AIP; (3) It does not violate Pareto
principle of social choice theory; (4) It effectively improves the consensus and consistency of
the individual PCMs and the compatibility. Moreover, the proposed ANCM is easy to program
and implement in resolving highly complex group decision making problems while resolving
some real-world situations in economy and management fields. In the future research, we
will further extend ANCM to the incomplete and imprecise individual PCMs in AHP-GDM.
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