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Abstract

The notion of uncertainty is of major importance in machine learning and constitutes a key 

element of machine learning methodology. In line with the statistical tradition, uncertainty 

has long been perceived as almost synonymous with standard probability and probabilistic 

predictions. Yet, due to the steadily increasing relevance of machine learning for practical 

applications and related issues such as safety requirements, new problems and challenges 

have recently been identified by machine learning scholars, and these problems may call 

for new methodological developments. In particular, this includes the importance of dis-

tinguishing between (at least) two different types of uncertainty, often referred to as alea-

toric and epistemic. In this paper, we provide an introduction to the topic of uncertainty 

in machine learning as well as an overview of attempts so far at handling uncertainty in 

general and formalizing this distinction in particular.

Keywords Uncertainty · Probability · Epistemic uncertainty · Version space learning · 

Bayesian inference · Calibration · Ensembles · Gaussian processes · Deep neural networks · 

Likelihood-based methods · Credal sets and classifiers · Conformal prediction · Set-valued 

prediction · Generative models

1 Introduction

Machine learning is essentially concerned with extracting models from data, often (though 

not exclusively) using them for the purpose of prediction. As such, it is inseparably con-

nected with uncertainty. Indeed, learning in the sense of generalizing beyond the data seen 
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so far is necessarily based on a process of induction, i.e., replacing specific observations 

by general models of the data-generating process. Such models are never provably correct 

but only hypothetical and therefore uncertain, and the same holds true for the predictions 

produced by a model. In addition to the uncertainty inherent in inductive inference, other 

sources of uncertainty exist, including incorrect model assumptions and noisy or imprecise 

data.

Needless to say, a trustworthy representation of uncertainty is desirable and should be 

considered as a key feature of any machine learning method, all the more in safety-critical 

application domains such as medicine (Yang et al. 2009; Lambrou et al. 2011) or socio-

technical systems (Varshney 2016; Varshney and Alemzadeh 2016). Besides, uncertainty is 

also a major concept within machine learning methodology itself; for example, the princi-

ple of uncertainty reduction plays a key role in settings such as active learning (Aggarwal 

et al. 2014; Nguyen et al. 2019), or in concrete learning algorithms such as decision tree 

induction (Mitchell 1980).

Traditionally, uncertainty is modeled in a probabilistic way, and indeed, in fields like 

statistics and machine learning, probability theory has always been perceived as the ulti-

mate tool for uncertainty handling. Without questioning the probabilistic approach in gen-

eral, one may argue that conventional approaches to probabilistic modeling, which are 

essentially based on capturing knowledge in terms of a single probability distribution, fail 

to distinguish two inherently different sources of uncertainty, which are often referred to 

as aleatoric and epistemic uncertainty (Hora 1996; Der Kiureghian and Ditlevsen 2009). 

Roughly speaking, aleatoric (aka statistical) uncertainty refers to the notion of randomness, 

that is, the variability in the outcome of an experiment which is due to inherently random 

effects. The prototypical example of aleatoric uncertainty is coin flipping: The data-gener-

ating process in this type of experiment has a stochastic component that cannot be reduced 

by any additional source of information (except Laplace’s demon). Consequently, even the 

best model of this process will only be able to provide probabilities for the two possible 

outcomes, heads and tails, but no definite answer. As opposed to this, epistemic (aka sys-

tematic) uncertainty refers to uncertainty caused by a lack of knowledge (about the best 

model). In other words, it refers to the ignorance (cf. Sects. 3.3 and Appendix A.2) of the 

agent or decision maker, and hence to the epistemic state of the agent instead of any under-

lying random phenomenon. As opposed to uncertainty caused by randomness, uncertainty 

caused by ignorance can in principle be reduced on the basis of additional information. For 

example, what does the word “kichwa” mean in the Swahili language, head or tail? The 

possible answers are the same as in coin flipping, and one might be equally uncertain about 

which one is correct. Yet, the nature of uncertainty is different, as one could easily get rid 

of it. In other words, epistemic uncertainty refers to the reducible part of the (total) uncer-

tainty, whereas aleatoric uncertainty refers to the irreducible part.

In machine learning, where the agent is a learning algorithm, the two sources of uncer-

tainty are usually not distinguished. In some cases, such a distinction may indeed appear 

unnecessary. For example, if an agent is forced to make a decision or prediction, the source 

of its uncertainty—aleatoric or epistemic—might actually be irrelevant. This argument is 

often put forward by Bayesians in favor of a purely probabilistic approach (and classical 

Bayesian decision theory). One should note, however, that this scenario does not always 

apply. Instead, the ultimate decision can often be refused or delayed, like in classification 

with a reject option (Chow 1970; Hellman 1970), or actions can be taken that are specifi-

cally directed at reducing uncertainty, like in active learning (Aggarwal et al. 2014).
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Motivated by such scenarios, and advocating a trustworthy representation of uncertainty 

in machine learning, Senge et al. (2014) explicitly refer to the distinction between aleatoric 

and epistemic uncertainty. They propose a quantification of these uncertainties and show 

the usefulness of their approach in the context of medical decision making. A very similar 

motivation is given by Kull and Flach (2014) in the context of their work on reliability 

maps. They distinguish between a predicted probability score and the uncertainty in that 

prediction, and illustrate this distinction with an example from weather forecasting1: “... a 

weather forecaster can be very certain that the chance of rain is 50 %; or her best estimate 

at 20 % might be very uncertain due to lack of data.” Roughly, the 50 % chance corre-

sponds to what one may understand as aleatoric uncertainty, whereas the uncertainty in the 

20 % estimate is akin to the notion of epistemic uncertainty. On the more practical side, 

Varshney and Alemzadeh (2016) give an example of a recent accident of a self-driving car, 

which led to the death of the driver (for the first time after 130 million miles of testing). 

They explain the car’s failure by the extremely rare circumstances, and emphasize “the 

importance of epistemic uncertainty or “uncertainty on uncertainty” in these AI-assisted 

systems”.

More recently, a distinction between aleatoric and epistemic uncertainty has also been 

advocated in the literature on deep learning (Kendall and Gal 2017), where the limited 

awareness of neural networks of their own competence has been demonstrated quite nicely. 

For example, experiments on image classification have shown that a trained model does 

often fail on specific instances, despite being very confident in its prediction (cf. Fig. 1). 

Moreover, such models are often lacking robustness and can easily be fooled by “adversar-

ial examples” (Papernot and McDaniel 2018): Drastic changes of a prediction may already 

be provoked by minor, actually unimportant changes of an object. This problem has not 

only been observed for images but also for other types of data, such as natural language 

text (cf. Fig. 2 for an example).

This paper provides an overview of machine learning methods for handling uncertainty, 

with a specific focus on the distinction between aleatoric and epistemic uncertainty in the 

common setting of supervised learning. In the next section, we provide a short introduc-

tion to this setting and propose a distinction between different sources of uncertainty. Sec-

tion  3 elaborates on modeling epistemic uncertainty. More specifically, it considers set-

based modeling and modeling with (probability) distributions as two principled approaches 

to capturing the learner’s epistemic uncertainty about its main target, that is, the (Bayes) 

optimal model within the hypothesis space. Concrete approaches for modeling and han-

dling uncertainty in machine learning are then discussed in Sect.  4, prior to concluding 

the paper in Sect. 5. In addition, Appendix A provides some general background on uncer-

tainty modeling (independent of applications in machine learning), specifically focusing 

on the distinction between set-based and distributional (probabilistic) representations and 

emphasizing the potential usefulness of combining them.

Table 1 summarizes some important notation. Let us note that, for the sake of readabil-

ity, a somewhat simplified notation will be used for probability measures and associated 

distribution functions. Most of the time, these will be denoted by P and p , respectively, 

even if they refer to different measures and distributions on different spaces (which will be 

clear from the arguments). For example, we will write p(h) and p(y | x) for the probability 

1 The semantic interpretation of probability is arguably not very clear in examples of that kind: What 

exactly does it mean to have a 50% chance of rain for the next day? This is not important for the point we 

want to make here, however.
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(density) of hypotheses h (as elements of the hypothesis space H ) and outcomes y (as 

elements of the output space Y ), instead of using different symbols, such as pH(h) and 

pY(y | x).

2  Sources of uncertainty in supervised learning

Uncertainty occurs in various facets in machine learning, and different settings and learn-

ing problems will usually require a different handling from an uncertainty modeling point 

of view. In this paper, we focus on the standard setting of supervised learning (cf. Fig. 3), 

which we briefly recall in this section. Moreover, we identify different sources of (predic-

tive) uncertainty in this setting.

2.1  Supervised learning and predictive uncertainty

In supervised learning, a learner is given access to a set of training data

where X  is an instance space and Y the set of outcomes that can be associated with an 

instance. Typically, the training examples (xi, yi) are assumed to be independent and iden-

tically distributed (i.i.d.) according to some unknown probability measure P on X × Y . 

Given a hypothesis space H (consisting of hypotheses h ∶ X ⟶ Y mapping instances x 

to outcomes y) and a loss function � ∶ Y × Y ⟶ ℝ , the goal of the learner is to induce a 

hypothesis h∗ ∈ H with low risk (expected loss)

Thus, given the training data D , the learner needs to “guess” a good hypothesis h. This 

choice is commonly guided by the empirical risk

i.e., the performance of a hypothesis on the training data. However, since Remp(h) is only an 

estimation of the true risk R(h), the hypothesis (empirical risk minimizer)

favored by the learner will normally not coincide with the true risk minimizer

Correspondingly, there remains uncertainty regarding h∗ as well as the approximation qual-

ity of ĥ (in the sense of its proximity to h∗ ) and its true risk R(ĥ).

Eventually, one is often interested in predictive uncertainty, i.e., the uncertainty related 

to the prediction ŷ
q
 for a concrete query instance x

q
∈ X  . In other words, given a partial 

(1)D∶=
{

(x1, y1),… , (xN , yN)
}

⊂ X × Y,

(2)R(h)∶=∫
X×Y

�(h(x), y) d P(x, y).

(3)Remp(h)∶=
1

N

N
∑

i=1

�(h(xi), yi),

(4)ĥ∶=argmin
h∈H

Remp(h)

(5)h
∗∶=argmin

h∈H

R(h) .
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observation (x
q
, ⋅) , we are wondering what can be said about the missing outcome, espe-

cially about the uncertainty related to a prediction of that outcome. Indeed, estimating and 

quantifying uncertainty in a transductive way, in the sense of tailoring it for individual 

Fig. 1  Predictions by EfficientNet (Tan and Le 2019) on test images from ImageNet: For the left image, the 

neural network predicts “typewriter keyboard” with certainty 83.14 %, for the right image “stone wall” with 

certainty 87.63 %

Fig. 2  Adversarial example (right) misclassified by a machine learning model trained on textual data: 

Changing only a single—and apparently not very important—word (highlighted in bold font) is enough 

to turn the correct prediction “negative sentiment” into the incorrect prediction “positive sentiment” (Sato 

et al. 2018)

Table 1  Notation used throughout the paper

Notation Meaning

P , p Probability measure, density or mass function

X  , x , x
i

Instance space, instance

Y , y, yi Output space, outcome

H , h Hypothesis space, hypothesis

V = V(H, D) Version space

�(y) Possibility/plausibility of outcome y

h(x) Outcome y ∈ Y for instance x predicted by hypothesis h

ph(y | x) = p(y | x, h) Probability of outcome y given x , predicted by h

� Loss function

h
∗ , ĥ Risk-minimizing hypothesis, empirical risk minimizer

f ∗ Pointwise Bayes predictor

�(X) Expected value of random variable X

�(X) Variance of random variable X

[[⋅]] Indicator function
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instances, is arguably important and practically more relevant than a kind of average accu-

racy or confidence, which is often reported in machine learning. In medical diagnosis, for 

example, a patient will be interested in the reliability of a test result in her particular case, 

not in the reliability of the test on average. This view is also expressed, for example, by 

Kull and Flach (2014): “Being able to assess the reliability of a probability score for each 

instance is much more powerful than assigning an aggregate reliability score [...] independ-

ent of the instance to be classified.”

Emphasizing the transductive nature of the learning process, the learning task could also 

be formalized as a problem of predictive inference as follows: Given a set (or sequence) of 

data points (X1, Y1),… , (X
N

, Y
N
) and a query point X

N+1
 , what is the associated outcome 

Y
N+1

 ? Here, the data points are considered as (realizations of) random variables,2 which 

are commonly assumed to be independent and identically distributed (i.i.d.). A prediction 

could be given in the form of a point prediction Ŷ
N+1

∈ Y , but also (and perhaps prefera-

bly) in the form of a predictive set Ĉ(X
N+1

) ⊆ Y that is likely to cover the true outcome, for 

example an interval in the case of regression (cf. Sects. 4.8 and 4.9). Regarding the aspect 

of uncertainty, different properties of Ĉ(X
N+1

) might then be of interest. For example, com-

ing back to the discussion from the previous paragraph, a basic distinction can be made 

between a statistical guarantee for marginal coverage, namely P(Y
N+1

∈ Ĉ(X
N+1

)) ≥ 1 − � 

for a (small) threshold � > 0 , and conditional coverage, namely

Roughly speaking, in the case of marginal coverage, one averages over both X
N+1

 and Y
N+1

 

(i.e., the probability P refers to a joint measure on X × Y ), while in the case of conditional 

coverage, X
N+1

 is fixed and the average in taken over Y
N+1

 only (Barber et al. 2020). Note 

that predictive inference as defined here does not necessarily require the induction of a 

hypothesis ĥ in the form of a (global) map X ⟶ Y , i.e., the solution of an induction prob-

lem. While it is true that transductive inference can be realized via inductive inference (i.e., 

by inducing a hypothesis ĥ first and then producing a prediction Ŷ
N+1

= ĥ(X
N+1

) by apply-

ing this hypothesis to the query X
N+1

 ), one should keep in mind that induction is a more 

difficult problem than transduction (Vapnik 1998).

P

(
Y

N+1 ∈ Ĉ(X
N+1) |X

N+1 = x

)
≥ 1 − � for (almost) all x ∈ X .

Fig. 3  The basic setting of supervised learning: A hypothesis ĥ ∈ H is induced from the training data D and 

used to produce predictions for new query instances x ∈ X

2 whence they are capitalized here
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2.2  Sources of uncertainty

As the prediction ŷ
q
 constitutes the end of a process that consists of different learning and 

approximation steps, all errors and uncertainties related to these steps may also contribute 

to the uncertainty about ŷ
q
 (cf. Fig. 4):

• Since the dependency between X  and Y is typically non-deterministic, the description 

of a new prediction problem in the form of an instance x
q
 gives rise to a conditional 

probability distribution 

 on Y , but it does normally not identify a single outcome y in a unique way. Thus, even 

given full information in the form of the measure P (and its density p ), uncertainty 

about the actual outcome y remains. This uncertainty is of an aleatoric nature. In some 

cases, the distribution (6) itself (called the predictive posterior distribution in Bayes-

ian inference) might be delivered as a prediction. Yet, when being forced to commit to 

point estimates, the best predictions (in the sense of minimizing the expected loss) are 

prescribed by the pointwise Bayes predictor f ∗ , which is defined by 

 for each x ∈ X .
• The Bayes predictor (5) does not necessarily coincide with the pointwise Bayes pre-

dictor (7). This discrepancy between h∗ and f ∗ is connected to the uncertainty regard-

ing the right type of model to be fit, and hence the choice of the hypothesis space H 

(which is part of what is called “background knowledge” in Fig.  3). We shall refer 

to this uncertainty as model uncertainty.3 Thus, due to this uncertainty, one can not 

guarantee that h∗(x) = f ∗(x) , or, in case the hypothesis h
∗ (e.g., a probabilistic clas-

sifier) delivers probabilistic predictions p(y | x, h∗) instead of point predictions, that 

p(⋅ | x, h∗) = p(⋅ | x).
• The hypothesis ĥ produced by the learning algorithm, for example the empirical risk 

minimizer (4), is only an estimate of h
∗ , and the quality of this estimate strongly 

depends on the quality and the amount of training data. We shall refer to the discrep-

ancy between ĥ and h∗ , i.e., the uncertainty about how well the former approximates the 

latter, as approximation uncertainty.

2.3  Reducible versus irreducible uncertainty

As already said, one way to characterize uncertainty as aleatoric or epistemic is to ask 

whether or not the uncertainty can be reduced through additional information: Aleatoric 

(6)p(y | x
q
) =

p(x
q
, y)

p(x
q
)

(7)f ∗(x)∶=argmin
ŷ∈Y ∫

Y

�(y, ŷ) dP(y | x)

3 The notion of a model is not used in a unique way in the literature. Here, as already said, we essentially 

refer to the choice of the hypothesis space H , so a model could be a linear model or a Gaussian process. 

Sometimes, a single hypothesis h ∈ H is also called a model. Then, “model uncertainty” might be incor-

rectly understood as uncertainty about this hypothesis, for which we shall introduce the term “approxima-

tion uncertainty”.



464 Machine Learning (2021) 110:457–506

1 3

uncertainty refers to the irreducible part of the uncertainty, which is due to the non-deter-

ministic nature of the sought input/output dependency, that is, to the stochastic depend-

ency between instances x and outcomes y, as expressed by the conditional probability (6). 

Model uncertainty and approximation uncertainty, on the other hand, are subsumed under 

the notion of epistemic uncertainty, that is, uncertainty due to a lack of knowledge about 

the perfect predictor (7), for example caused by uncertainty about the parameters of a 

model. In principle, this uncertainty can be reduced.

This characterization, while evident at first sight, may appear somewhat blurry upon 

closer inspection. What does “reducible” actually mean? An obvious source of additional 

information is the training data D : The learner’s uncertainty can be reduced by observ-

ing more data, while the setting of the learning problem—the instance space X  , output 

space Y , hypothesis space H , joint probability P on X × Y—remains fixed. In practice, 

this is of course not always the case. Imagine, for example, that a learner can decide to 

extend the description of instances by additional features, which essentially means replac-

ing the current instance space X  by another space X′ . This change of the setting may have 

an influence on uncertainty. An example is shown in Fig. 5: In a low-dimensional space 

(here defined by a single feature x
1
 ), two class distributions are overlapping, which causes 

(aleatoric) uncertainty in a certain region of the instance space. By embedding the data in 

a higher-dimensional space (here accomplished by adding a second feature x
2
 ), the two 

classes become separable, and the uncertainty can be resolved. More generally, embed-

ding data in a higher-dimensional space will reduce aleatoric and increase epistemic uncer-

tainty, because fitting a model will become more difficult and require more data.

What this example shows is that aleatoric and epistemic uncertainty should not be seen 

as absolute notions. Instead, they are context-dependent in the sense of depending on the 

setting (X, Y, H, P) . Changing the context will also change the sources of uncertainty: alea-

toric may turn into epistemic uncertainty and vice versa. Consequently, by allowing the 

learner to change the setting, the distinction between these two types of uncertainty will 

be somewhat blurred (and their quantification will become even more difficult). This view 

of the distinction between aleatoric and epistemic uncertainty is also shared by Der Kiu-

reghian and Ditlevsen (2009), who note that “these concepts only make unambiguous sense 

if they are defined within the confines of a model of analysis”, and that “In one model an 

addressed uncertainty may be aleatory, in another model it may be epistemic.”

Fig. 4  Different types of uncertainties related to different types of discrepancies and approximation errors: 

f ∗ is the pointwise Bayes predictor, h∗ is the best predictor within the hypothesis space, and ĥ the predictor 

produced by the learning algorithm
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2.4  Approximation and model uncertainty

Assuming the setting (X, Y, H, P) to be fixed, the learner’s lack of knowledge will essen-

tially depend on the amount of data it has seen so far: The larger the number N = |D| 

of observations, the less ignorant the learner will be when having to make a new pre-

diction. In the limit, when N → ∞ , a consistent learner will be able to identify h∗ (see 

Fig. 6 for an illustration), i.e., it will get rid of its approximation uncertainty.

What is (implicitly) assumed here is a correctly specified hypothesis space H , such 

that f ∗ ∈ H . In other words, model uncertainty is simply ignored. For obvious reasons, 

this uncertainty is very difficult to capture, let alone quantify. In a sense, a kind of meta-

analysis would be required: Instead of expressing uncertainty about the ground-truth 

hypothesis h within a hypothesis space H , one has to express uncertainty about which 

H among a set ℍ of candidate hypothesis spaces might be the right one. Practically, 

such kind of analysis does not appear to be feasible. On the other side, simply assuming 

a correctly specified hypothesis space H actually means neglecting the risk of model 

misspecification. To some extent, this appears to be unavoidable, however. In fact, the 

learning itself as well as all sorts of inference from the data are normally done under 

the assumption that the model is valid. Otherwise, since some assumptions are indeed 

always needed, it will be difficult to derive any useful conclusions.

As an aside, let us note that these assumptions, in addition to the nature of the ground 

truth f ∗ , also include other (perhaps more implicit) assumptions about the setting and 

the data-generating process. For example, imagine that a sudden change of the distribu-

tion cannot be excluded, or a strong discrepancy between training and test data (Malinin 

and Gales 2018). Not only prediction but also the assessment of uncertainty would then 

become difficult, if not impossible. Indeed, if one cannot exclude something completely 

unpredictable to happen, there is hardly any way to reduce predictive uncertainty. To 

take a simple example, (epistemic) uncertainty about the bias of a coin can be estimated 

and quantified, for example in the form of a confidence interval, from an i.i.d. sequence 

of coin tosses. But what if the bias may change from one moment to the other (e.g., 

because the coin is replaced by another one), or another outcome becomes possible 

(e.g., “invalid” if the coin has not been tossed in agreement with a new execution rule)? 

While this example may appear a bit artificial, there are indeed practical classification 

problems in which certain classes y ∈ Y may “disappear” while new classes emerge, 

i.e., in which Y may change in the course of time. Likewise, non-stationarity of the 

data-generating process (the measure P ), including the possibility of drift or shift of the 

distribution, is a common assumption in learning on data streams (Gama 2012).

Coming back to the assumptions about the hypothesis space H , the latter is actually 

very large for some learning methods, such as nearest neighbor classification or (deep) 

neural networks. Thus, the learner has a high capacity (or “universal approximation” 

capability) and can express hypotheses in a very flexible way. In such cases, h∗ = f ∗ or 

at least h∗ ≈ f ∗ can safely be assumed. In other words, since the model assumptions are 

so weak, model uncertainty essentially disappears (at least when disregarding or taking 

for granted other assumptions as discussed above). Yet, the approximation uncertainty 

still remains a source of epistemic uncertainty. In fact, this uncertainty tends to be high 

for methods like nearest neighbors or neural networks, especially if data is sparse.

In the next section, we recall two specific though arguably natural and important 

approaches for capturing this uncertainty, namely version space learning and Bayesian 

inference. In version space learning, uncertainty about h∗ is represented in terms of a 
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set of possible candidates, whereas in Bayesian learning, this uncertainty is modeled in 

terms of a probability distribution on H . In both cases, an explicit distinction is made 

between the uncertainty about h∗ , and how this uncertainty translates into uncertainty 

about the outcome for a query x
q
.

3  Modeling approximation uncertainty: set‑based 
versus distributional representations

Bayesian inference can be seen as the main representative of probabilistic methods 

and provides a coherent framework for statistical reasoning that is well-established in 

machine learning (and beyond). Version space learning can be seen as a “logical” (and 

Fig. 5  Left: The two classes are overlapping, which causes (aleatoric) uncertainty in a certain region of the 

instance space. Right: By adding a second feature, and hence embedding the data in a higher-dimensional 

space, the two classes become separable, and the uncertainty can be resolved

Fig. 6  Left: Even with precise knowledge about the optimal hypothesis, the prediction at the query point 

(indicated by a question mark) is aleatorically uncertain, because the two classes are overlapping in that 

region. Right: A case of epistemic uncertainty due to a lack of knowledge about the right hypothesis, which 

is in turn caused by a lack of data
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in a sense simplified) counterpart of Bayesian inference, in which hypotheses and pre-

dictions are not assessed numerically in terms of probabilities, but only qualified (deter-

ministically) as being possible or impossible. In spite of its limited practical usefulness, 

version space learning is interesting for various reasons. In particular, in light of our 

discussion about uncertainty, it constitutes an interesting case: By construction, version 

space learning is free of aleatoric uncertainty, i.e., all uncertainty is epistemic.

3.1  Version space learning

In the idealized setting of version space learning, we assume a deterministic depend-

ency f ∗ ∶ X ⟶ Y , i.e., the distribution (6) degenerates to

Moreover, the training data (1) is free of noise. Correspondingly, we also assume that clas-

sifiers produce deterministic predictions h(x) ∈ {0, 1} in the form of probabilities 0 or 1. 

Finally, we assume that f ∗ ∈ H , and therefore h∗ = f ∗ (which means there is no model 

uncertainty).

Under these assumptions, a hypothesis h ∈ H can be eliminated as a candidate as soon 

as it makes at least one mistake on the training data: in that case, the risk of h is neces-

sarily higher than the risk of h∗ (which is 0). The idea of the candidate elimination algo-

rithm (Mitchell 1977) is to maintain the version space V ⊆ H that consists of the set of all 

hypotheses consistent with the data seen so far:

Obviously, the version space is shrinking with an increasing amount of training data, i.e., 

V(H, D
�) ⊆ V(H, D) for D ⊆ D

′.

If a prediction ŷ
q
 for a query instance x

q
 is sought, this query is submitted to all mem-

bers h ∈ V of the version space. Obviously, a unique prediction can only be made if all 

members agree on the outome of x
q
 . Otherwise, several outcomes y ∈ Y may still appear 

possible. Formally, mimicking the logical conjunction with the minimum operator and 

the existential quantification with a maximum, we can express the degree of possibility or 

plausibility of an outcome y ∈ Y as follows ( [[⋅]] denotes the indicator function):

Thus, �(y) = 1 if there exists a candidate hypothesis h ∈ V such that h(xq) = y , and 

�(y) = 0 otherwise. In other words, the prediction produced in version space learning is a 

subset

See Fig. 7 for an illustration.

Note that the inference (10) can be seen as a kind of constraint propagation, in which the 

constraint h ∈ V on the hypothesis space H is propagated to a constraint on Y , expressed in 

the form of the subset (11) of possible outcomes; or symbolically:

(8)p(y | xq) =

{
1 if y = f ∗(xq)

0 if y ≠ f ∗(xq)

(9)V = V(H, D)∶=

{
h ∈ H | h(xi) = yi for i = 1,… , N

}

(10)�(y)∶=max
h∈H

min

(

[[h ∈ V]], [[h(xq) = y]]
)

(11)Y = Y(xq)∶={h(xq) | h ∈ V} = {y |�(y) = 1} ⊆ Y
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This view highlights the interaction between prior knowledge and data: It shows that what 

can be said about the possible outcomes y
q
 not only depends on the data D but also on the 

hypothesis space H , i.e., the model assumptions the learner starts with. The specification 

of H always comes with an inductive bias, which is indeed essential for learning from data 

(Mitchell 1980). In general, both aleatoric and epistemic uncertainty (ignorance) depend 

on the way in which prior knowledge and data interact with each other. Roughly speak-

ing, the stronger the knowledge the learning process starts with, the less data is needed 

to resolve uncertainty. In the extreme case, the true model is already known, and data is 

completely superfluous. Normally, however, prior knowledge is specified by assuming a 

certain type of model, for example a linear relationship between inputs x and outputs y. 

Then, all else (namely the data) being equal, the degree of predictive uncertainty depends 

on how flexible the corresponding model class is. Informally speaking, the more restrictive 

the model assumptions are, the smaller the uncertainty will be. This is illustrated in Fig. 8 

for the case of binary classification.

Coming back to our discussion about uncertainty, it is clear that version space learning 

as outlined above does not involve any kind of aleatoric uncertainty. Instead, the only source 

of uncertainty is a lack of knowledge about h∗ , and hence of epistemic nature. On the model 

level, the amount of uncertainty is in direct correspondence with the size of the version space 

V and reduces with an increasing sample size. Likewise, the predictive uncertainty could be 

measured in terms of the size of the set (11) of candidate outcomes. Obviously, this uncer-

tainty may differ from instance to instance, or, stated differently, approximation uncertainty 

may translate into prediction uncertainty in different ways.

In version space learning, uncertainty is represented in a purely set-based manner: the ver-

sion space V and prediction set Y(xq) are subsets of H and Y , respectively. In other words, 

hypotheses h ∈ H and outcomes y ∈ Y are only qualified in terms of being possible or not. 

In the following, we discuss the Bayesian approach, in which hypotheses and predictions are 

qualified more gradually in terms of probabilities.

3.2  Bayesian inference

Consider a hypothesis space H consisting of probabilistic predictors, that is, hypotheses h that 

deliver probabilistic predictions ph(y | x) = p(y | x, h) of outcomes y given an instance x . In 

the Bayesian approach, H is supposed to be equipped with a prior distribution p(⋅) , and learn-

ing essentially consists of replacing the prior by the posterior distribution:

where p(D | h) is the probability of the data given h (the likelihood of h). Intuitively, 

p(⋅ |D) captures the learner’s state of knowledge, and hence its epistemic uncertainty: The 

more “peaked” this distribution, i.e., the more concentrated the probability mass in a small 

region in H , the less uncertain the learner is. Just like the version space V in version space 

learning, the posterior distribution on H provides global (averaged/aggregated over the 

entire instance space) instead of local, per-instance information. For a given query instance 

x
q
 , this information may translate into quite different representations of the uncertainty 

regarding the prediction ŷ
q
 (cf. Fig. 9).

(12)H, D, xq ⊧ Y

(13)p(h |D) =
p(h) ⋅ p(D | h)

p(D)
∝ p(h) ⋅ p(D | h) ,
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Fig. 7  Illustration of version space learning inference. The version space V , which is the subset of hypoth-

eses consistent with the data seen so far, represents the state of knowledge of the learner. For a query 

x
q
∈ X  , the set of possible predictions is given by the set Y = {h(xq) | h ∈ V} . The distribution on the right 

is the characteristic function � ∶ Y ⟶ {0, 1} of this set, which can be interpreted as a {0, 1}-valued pos-

sibility distribution (indicating whether y is a possible outcome or not, i.e., �(y) = [[y ∈ Y]])

Fig. 8  Two examples illustrating predictive uncertainty in version space learning for the case of binary clas-

sification. In the first example (above), the hypothesis space is given in terms of rectangles (assigning inte-

rior instances to the positive class and instances outside to the negative class). Both pictures show some of 

the (infinitely many) elements of the version space. Top left: Restricting H to axis-parallel rectangles, the 

first query point is necessarily positive, the second one necessarily negative, because these predictions are 

produced by all h ∈ V . As opposed to this, both positive and negative predictions can be produced for the 

third query. Top right: Increasing flexibility (or weakening prior knowledge) by enriching the hypothesis 

space and also allowing for non-axis-parallel rectangles, none of the queries can be classified with cer-

tainty anymore. In the second example (below), hypotheses are linear and quadratic discriminant functions, 

respectively. Bottom left: If the hypothesis space is given by linear discriminant functions, all hypothesis 

consistent with the data will predict the query instance as positive. Bottom right: Enriching the hypothesis 

space with quadratic discriminants, the members of the version space will no longer vote unanimously: 

some of them predict the positive and others the negative class
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More specifically, the representation of uncertainty about a prediction ŷ
q
 is given by the 

image of the posterior p(h |D) under the mapping h ↦ p(y | xq, h) from hypotheses to prob-

abilities of outcomes. This yields the predictive posterior distribution

In this type of (proper) Bayesian inference, a final prediction is thus produced by model 

averaging: The predicted probability of an outcome y ∈ Y is the expected probability 

p(y | xq, h) , where the expectation over the hypotheses is taken with respect to the posterior 

distribution on H ; or, stated differently, the probability of an outcome is a weighted aver-

age over its probabilities under all hypotheses in H , with the weight of each hypothesis 

h given by its posterior probability p(h |D) . Since model averaging is often difficult and 

computationally costly, sometimes only the single hypothesis

with the highest posterior probability is adopted, and predictions on outcomes are derived 

from this hypothesis.

In (14), aleatoric and epistemic uncertainty are not distinguished any more, because 

epistemic uncertainty is “averaged out.” Consider the example of coin flipping, and let the 

hypothesis space be given by H∶={h
�
| 0 ≤ � ≤ 1} , where h

�
 is modeling a biased coin 

landing heads up with a probability of � and tails up with a probability of 1 − � . According 

to (14), we derive a probability of 1/2 for heads and tails, regardless of whether the (poste-

rior) distribution on H is given by the uniform distribution (all coins are equally probable, 

i.e., the case of complete ignorance) or the one-point measure assigning probability 1 to 

h
1∕2

 (the coin is known to be fair with complete certainty):

(14)p(y | xq) = ∫
H

p(y | xq, h) d P(h |D).

(15)hmap∶=argmax
h∈H

p(h |D)

p(y) = ∫
H

� d P =
1

2
= ∫

H

� d P�

Fig. 9  Illustration of Bayesian inference. Updating a prior distribution on H based on training data D , a 

posterior distribution p(h |D) is obtained, which represents the state of knowledge of the learner (middle). 

Given a query x
q
∈ X  , the predictive posterior distribution on Y is then obtained through Bayesian model 

averaging: Different hypotheses h ∈ H provide predictions, which are aggregated in terms of a weighted 

average
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for the uniform measure P (with probability density function p(�) ≡ 1 ) as well as the meas-

ure P′ with probability mass function p�(�) = 1 if � = 1∕2 and = 0 for � ≠ 1∕2 . Obviously, 

MAP inference (15) does not capture epistemic uncertainty either.

More generally, consider the case of binary classification with Y∶={−1,+1} and 

ph(+1 | xq) the probability predicted by the hypothesis h for the positive class. Instead of 

deriving a distribution on Y according to (14), one could also derive a predictive distribu-

tion for the (unknown) probability q∶=p(+1 | x
q
) of the positive class:

This is a second-order probability, which still contains both aleatoric and epistemic uncer-

tainty. The question of how to quantify the epistemic part of the uncertainty is not at all 

obvious, however. Intuitively, epistemic uncertainty should be reflected by the variability of 

the distribution (16): the more spread the probability mass over the unit interval, the higher 

the uncertainty seems to be. But how to put this into quantitative terms? Entropy is argua-

bly not a good choice, for example, because this measure is invariant against redistribution 

of probability mass. For instance, the distributions p and p
′ with p(q | x

q
)∶=12(q − 1∕2)2 

and p
�(q | x

q
)∶=3 − p(q | x

q
) both have the same entropy, although they correspond to 

quite different states of information. From this point of view, the variance of the distribu-

tion would be better suited, but this measure has other deficiencies (for example, it is not 

maximized by the uniform distribution, which could be considered as a case of minimal 

informedness).

The difficulty of specifying epistemic uncertainty in the Bayesian approach is rooted in 

the more general difficulty of representing a lack of knowledge in probability theory. This 

issue will be discussed next.

3.3  Representing a lack of knowledge

As already said, uncertainty is captured in a purely set-based way in version space learning: 

V ⊆ H is a set of candidate hypotheses, which translates into a set of candidate outcomes 

Y ⊆ Y for a query x
q
 . In the case of sets, there is a rather obvious correspondence between 

the degree of uncertainty in the sense of a lack of knowledge and the size of the set of 

candidates: Proceeding from a reference set Ω of alternatives, assuming some ground-truth 

�
∗ ∈ Ω , and expressing knowledge about the latter in terms of a subset C ⊆ Ω of possible 

candidates, we can clearly say that the bigger C, the larger the lack of knowledge. More 

specifically, for finite Ω , a common uncertainty measure in information theory is log(|C|) . 

Consequently, knowledge gets weaker by adding additional elements to C and stronger by 

removing candidates.

In standard probabilistic modeling and Bayesian inference, where knowledge is con-

veyed by a distribution p on Ω , it is much less obvious how to “weaken” this knowledge. 

This is mainly because the total amount of belief is fixed in terms of a unit mass that can 

be distributed among the elements � ∈ Ω . Unlike for sets, where an additional candi-

date � can be added or removed without changing the plausibility of all other candidates, 

(16)p(q | xq) = ∫
H

[[ p(+1 | xq, h) = q ]] d P(h |D).
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increasing the weight of one alternative � requires decreasing the weight of another alter-

native �′ by exactly the same amount.

Of course, there are also measures of uncertainty for probability distributions, most 

notably the (Shannon) entropy, which, for finite Ω , is given as follows:

However, these measures are primarily capturing the shape of the distribution, namely its 

“peakedness” or non-uniformity (Dubois and Hüllermeier 2007), and hence inform about 

the predictability of the outcome of a random experiment. Seen from this point of view, 

they are more akin to aleatoric uncertainty, whereas the set-based approach (i.e., represent-

ing knowledge in terms of a subset C ⊆ Ω of candidates) is arguably better suited for cap-

turing epistemic uncertainty.

For these reasons, it has been argued that probability distributions are less suitable for 

representing ignorance in the sense of a lack of knowledge (Dubois et al. 1996). For exam-

ple, the case of complete ignorance is typically modeled in terms of the uniform distri-

bution p ≡ 1∕|Ω| in probability theory; this is justified by the “principle of indifference” 

invoked by Laplace, or by referring to the principle of maximum entropy4. Then, how-

ever, it is not possible to distinguish between (i) precise (probabilistic) knowledge about 

a random event, such as tossing a fair coin, and (ii) a complete lack of knowledge due to 

an incomplete description of the experiment. This was already pointed out by the famous 

Ronald Fisher, who noted that “not knowing the chance of mutually exclusive events and 

knowing the chance to be equal are two quite different states of knowledge.”

Another problem in this regard is caused by the measure-theoretic grounding of prob-

ability and its additive nature. For example, the uniform distribution is not invariant under 

reparametrization (a uniform distribution on a parameter � does not translate into a uni-

form distribution on 1∕� , although ignorance about � implies ignorance about 1∕� ). Like-

wise, expressing ignorance about the length x of a cube in terms of a uniform distribution 

on an interval [l, u] does not yield a uniform distribution of x3 on [l3, u
3] , thereby suggest-

ing some degree of informedness about its volume. Problems of this kind render the use 

of a uniform prior distribution, often interpreted as representing epistemic uncertainty in 

Bayesian inference, at least debatable.5

The argument that a single (probability) distribution is not enough for representing 

uncertain knowledge is quite prominent in the literature. Correspondingly, various gener-

alizations of standard probability theory have been proposed, including imprecise prob-

ability (Walley 1991), evidence theory (Shafer 1976; Smets and Kennes 1994), and possi-

bility theory (Dubois and Prade 1988). These formalisms are essentially working with sets 

of probability distributions, i.e., they seek to take advantage of the complementary nature 

of sets and distributions, and to combine both representations in a meaningful way (cf. 

Fig. 10). We also refer to Appendix A for a brief overview.

(17)H(p)∶= −
∑

�∈Ω

p(�) log p(�)

5 This problem is inherited by hierarchical Bayesian modeling. See work on “non-informative” priors, how-

ever (Jeffreys 1946; Bernardo 1979).

4 Obviously, there is a technical problem in defining the uniform distribution in the case where Ω is not 

finite.
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4  Machine learning methods for representing uncertainty

This section presents several important machine learning methods that allow for represent-

ing the learner’s uncertainty in a prediction. They differ with regard to the type of predic-

tion produced and the way in which uncertainty is represented. Another interesting ques-

tion is whether they allow for distinguishing between aleatoric and epistemic uncertainty, 

and perhaps even for quantifying the amount of uncertainty in terms of degrees of aleatoric 

and epistemic (and total) uncertainty.

Structuring the methods or arranging them in the form of a taxonomy is not an easy 

task, and there are various possibilities one may think of. As shown in the overview in 

Fig. 11, a possible distinction one may think of is whether a method is rooted in classical, 

frequentist statistics (building on methods for maximum likelihood inference and param-

eter estimation like in Sect. 4.2, density estimation like in Sect. 4.3, or hypothesis testing 

like in Sect. 4.8), or whether it is more inspired by Bayesian inference. Another distinc-

tion that can be made is between uncertainty quantification and set-valued prediction: Most 

of the methods produce a prediction and equip this prediction with additional information 

about the certainty or uncertainty in that prediction. The other way around, one may of 

course also pre-define a desired level of certainty, and then produce a prediction that com-

plies with this requirement—naturally, such a prediction appears in the form of a set of 

candidates that is sufficiently likely to contain the ground truth.

The first three sections are related to classical statistics and probability estimation. 

Machine learning methods for probability estimation (Sect. 4.1), i.e., for training a proba-

bilistic predictor, often commit to a single hypothesis learned on the data, thereby ignoring 

epistemic uncertainty. Instead, predictions obtained by this hypothesis essentially represent 

aleatoric uncertainty. As opposed to this, Sect.  4.2 discusses likelihood-based inference 

and Fisher information, which allows for deriving confidence regions that reflect epistemic 

uncertainty about the hypothesis. The focus here (like in frequentist statistics in general) 

is more on parameter estimation and less on prediction. Section 4.3 presents methods for 

learning generative models, which essentially comes down to the problem of density esti-

mation. Here, predictions and uncertainty quantification are produced on the basis of class-

conditional density functions.

The second block of methods is more in the spirit of Bayesian machine learning. Here, 

knowledge and uncertainty about the sought (Bayes-optimal) hypothesis is maintained 

explicitly in the form of a distribution on the hypothesis space (Sects. 4.4 and 4.5), a set 

of distributions (Sect. 4.6), or a graded set of distributions (Sect. 4.7), and this knowledge 

is updated in the light of additional observations (see also Fig. 10). Correspondingly, all 

these methods provide information about both aleatoric and epistemic uncertainty. Perhaps 

the most well-known approach in the realm of Bayesian machine learning is Gaussian pro-

cesses, which are discussed in Sect. 4.4. Another popular approach is deep learning and 

neural networks, and especially interesting from the point of view of uncertainty quantifi-

cation is recent work on “Bayesian” extensions of such networks. Section 4.6 addresses the 

concept of credal sets, which is closely connected to the theory of imprecise probabilities, 

and which can be seen as a generalization of Bayesian inference where a single prior distri-

bution is replaced by a set of priors. Section 4.7 presents an approach to reliable prediction 

that combines set-based and distributional (probabilistic) inference, and which, to the best 

of our knowledge, was the first to explicitly motivate the distinction between aleatoric and 

epistemic uncertainty in a machine learning context.
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Finally, methods focusing on set-valued prediction are discussed in Sects. 4.8 and 4.9. 

Conformal prediction is rooted in frequentist statistics and hypothesis testing. Roughly 

speaking, to decide whether to include or exclude a candidate prediction, the correctness of 

that prediction is tested as a hypothesis. The second approach makes use of concepts from 

statistical (Bayesian) decision theory and constructs set-valued predictions based on the 

principle of expected utility maximization.

Fig. 10  Set-based versus distributional knowledge representation on the level of predictions, hypotheses, 

and models. In version space learning, the model class is fixed, and knowledge about hypotheses and out-

comes is represented in terms of sets (blue color). In Bayesian inference, sets are replaced by probability 

distributions (gray shading). Theories like possibility and evidence theory are in-between, essentially work-

ing with sets of distributions. Credal inference (cf. Sect. 4.6) generalizes Bayesian inference by replacing 

a single prior with a set of prior distributions (here identified by a set of hyper-parameters). In hierarchical 

Bayesian modeling, this set is again replaced by a distribution, i.e., a second-order probability

Fig. 11  Overview of the methods presented in Sect. 4
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As already said, the categorization of methods is certainly not unique. For example, as 

the credal approach is of a “set-valued” nature (starting with a set of priors, a set of poste-

rior distributions is derived, and from these in turn a set of predictions), it has a strong link 

to set-valued prediction (as indicated by the dashed line in Fig. 11). Likewise, the approach 

to reliable classification in Sect. 4.7 makes use of the concept of normalized likelihood, 

and hence has a strong connection to likelihood-based inference.

4.1  Probability estimation via scoring, calibration, and ensembling

There are various methods in machine learning for inducing probabilistic predictors. These 

are hypotheses h that do not merely output point predictions h(x) ∈ Y , i.e., elements of 

the output space Y , but probability estimates ph(⋅ | x) = p(⋅ | x, h) , i.e., complete probability 

distributions on Y . In the case of classification, this means predicting a single (conditional) 

probability ph(y | x) = p(y | x, h) for each class y ∈ Y , whereas in regression, p(⋅ | x, h) is 

a density function on ℝ . Such predictors can be learned in a discriminative way, i.e., in 

the form of a mapping x ↦ p(⋅ | x) , or in a generative way, which essentially means learn-

ing a joint distribution on X × Y . Moreover, the approaches can be parametric (assuming 

specific parametric families of probability distributions) or non-parametric. Well-known 

examples include classical statistical methods such as logistic and linear regression, Bayes-

ian approaches such as Bayesian networks and Gaussian processes (cf. Sect. 4.4), as well as 

various techniques in the realm of (deep) neural networks (cf. Sect. 4.5).

Training probabilistic predictors is typically accomplished by minimizing suitable loss 

functions, i.e., loss functions that enforce “correct” (conditional) probabilities as predic-

tions. In this regard, proper scoring rules (Gneiting and Raftery 2005) play an important 

role, including the log-loss as a well-known special case. Sometimes, however, estimates 

are also obtained in a very simple way, following basic frequentist techniques for probabil-

ity estimation, like in Naïve Bayes or nearest neighbor classification.

The predictions delivered by corresponding methods are at best “pseudo-probabilities” 

that are often not very accurate. Besides, there are many methods that deliver natural 

scores, intuitively expressing a degree of confidence (like the distance from the separating 

hyperplane in support vector machines), but which do not immediately qualify as probabil-

ities either. The idea of scaling or calibration methods is to turn such scores into proper, 

well-calibrated probabilities, that is, to learn a mapping from scores to the unit interval that 

can be applied to the output of a predictor as a kind of post-processing step (Flach 2017). 

Examples of such methods include binning (Zadrozny and Elkan 2001), isotonic regression 

(Zadrozny and Elkan 2002), logistic scaling (Platt 1999) and improvements thereof (Kull 

et al. 2017), as well as the use of Venn predictors (Johansson et al. 2018). Calibration is 

still a topic of ongoing research.

Another import class of methods is ensemble learning, such as bagging or boosting, 

which are especially popular in machine learning due to their ability to improve accuracy 

of (point) predictions. Since such methods produce a (large) set of predictors h1,… , h
M

 

instead of a single hypothesis, it is tempting to produce probability estimates following 

basic frequentist principles. In the simplest case (of classification), each prediction h
i
(x) 

can be interpreted as a “vote” in favor of a class y ∈ Y , and probabilities can be estimated 

by relative frequencies—needless to say, probabilities constructed in this way tend to be 

biased and are not necessarily well calibrated. Especially important in this field are tree-

based methods such as random forests (Breiman 2001; Kruppa et al. 2014).
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Obviously, while standard probability estimation is a viable approach to representing 

uncertainty in a prediction, there is no explicit distinction between different types of uncer-

tainty. Methods falling into this category are mostly concerned with the aleatoric part of 

the overall uncertainty.6

4.2  Maximum likelihood estimation and Fisher information

The notion of likelihood is one of the key elements of statistical inference in general, and 

maximum likelihood estimation is an omnipresent principle in machine learning as well. 

Indeed, many learning algorithms, including those used to train deep neural networks, 

realize model induction as likelihood maximization. Besides, there is a close connection 

between likelihood-based and Bayesian inference, as in many cases, the former is effec-

tively equivalent to the latter with a uniform prior—disregarding, of course, important con-

ceptual differences and philosophical foundations.

Adopting the common perspective of classical (frequentist) statistics, consider a data-

generating process specified by a parametrized family of probability measures P
�
 , where 

� ∈ Θ is a parameter vector. Let f
�
(⋅) denote the density (or mass) function of P

�
 , i.e., 

f
�
(X) is the probability to observe the data X when sampling from P

�
 . An important prob-

lem in statistical inference is to estimate the parameter � , i.e., to identify the underlying 

data-generating process P
�
 , on the basis of a set of observations D = {X1,… , X

N
} , and 

maximum likelihood estimation (MLE) is a general principle for tackling this problem. 

More specifically, the MLE principle prescribes to estimate � by the maximizer of the like-

lihood function, or, equivalently, the log-likelihood function. Assuming that X1,… , X
N

 are 

independent, and hence that D is distributed according to (P
�
)N , the log-likelihood function 

is given by

An important result of mathematical statistics states that the distribution of the maximum 

likelihood estimate �̂ is asymptotically normal, i.e., converges to a normal distribution as 

N → ∞ . More specifically, 
√

N(�̂ − �) converges to a normal distribution with mean 0 and 

covariance matrix �−1

N
(�) , where

is the Fisher information matrix (the negative Hessian of the log-likelihood function at 

�) . This result has many implications, both theoretically and practically. For example, the 

Fisher information plays an important role in the Cramér-Rao bound and provides a lower 

bound to the variance of any unbiased estimator of � (Frieden 2004).

Moreover, the Fisher information matrix allows for constructing (approximate) confi-

dence regions for the sought parameter � around the estimate �̂ (approximating7 �
N
(�) by 

�
N
(�̂) ). Obviously, the larger this region, the higher the (epistemic) uncertainty about the 

�N(�)∶=

N
∑

n=1

log f
�
(Xn) .

�N(�) = −

[

�
�

(

�
2
�N

��i ��j

)]

1≤i,j≤N

7 Of course, the validity of this “plug-in” estimate requires some formal assumptions.

6 Yet, as will be seen later on, one way to go beyond mere aleatoric uncertainty is to combine the above 

methods, for example learning ensembles of probabilistic predictors (cf. Sect. 4.5).
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true model � . Roughly speaking, the size of the confidence region is in direct correspond-

ence with the “peakedness” of the likelihood function around its maximum. If the likeli-

hood function is peaked, small changes of the data do not change the estimation �̂ too 

much, and the learner is relatively sure about the true model (data-generating process). 

As opposed to this, a flat likelihood function reflects a high level of uncertainty about � , 

because there are many parameters that are close to �̂ and have a similar likelihood.

In a machine learning context, where parameters � may identify hypotheses h = h
�
 , a 

confidence region for the former can be seen as a representation of epistemic uncertainty 

about h∗ , or, more specifically, approximation uncertainty. To obtain a quantitative meas-

ure of uncertainty, the Fisher information matrix can be summarized in a scalar statistic, 

for example the trace (of the inverse) or the smallest eigenvalue. Based on corresponding 

measures, Fisher information has been used, among others, for optimal statistical design 

(Pukelsheim 2006) and active machine learning (Sourati et al. 2018).

4.3  Generative models

As already explained, for learning methods with a very large hypothesis space H , model 

uncertainty essentially disappears, while approximation uncertainty might be high (cf. 

Sect. 2.4). In particular, this includes learning methods with high flexibility, such as (deep) 

neural networks and nearest neighbors. In methods of that kind, there is no explicit assump-

tion about a global structure of the dependency between inputs x and outcomes y. There-

fore, inductive inference will essentially be of a local nature: A class y is approximated by 

the region in the instance space in which examples from that class have been seen, aleatoric 

uncertainty occurs where such regions are overlapping, and epistemic uncertainty where no 

examples have been encountered so far (cf. Fig. 12).

An intuitive idea, then, is to consider generative models to quantify epistemic uncer-

tainty. Such approaches typically look at the densities p(x) to decide whether input points 

are located in regions with high or low density, in which the latter acts as a proxy for a high 

epistemic uncertainty. The density p(x) can be estimated with traditional methods, such as 

kernel density estimation or Gaussian mixtures. Yet, novel density estimation methods still 

appear in the machine learning literature. Some more recent approaches in this area include 

isolation forests (Liu et al. 2009), auto-encoders (Goodfellow et al. 2016), and radial basis 

function networks (Bazargami and Mac-Namee 2019).

As shown by these methods, density estimation is also a central building block in anom-

aly and outlier detection. Often, a threshold is applied on top of the density p(x) to decide 

whether a data point is an outlier or not. For example, in auto-encoders, a low-dimensional 

representation of the original input in constructed, and the reconstruction error can be used 

as a measure of support of a data point within the underlying distribution. Methods of that 

kind can be classified as semi-supervised outlier detection methods, in contrast to super-

vised methods, which use annotated outliers during training. Many semi-supervised outlier 

detection methods are inspired by one-class support vector machines (SVMs), which fit a 

hyperplane that separates outliers from “normal” data points in a high-dimensional space 

(Khan and Madden 2014). Some variations exist, where for example a hypersphere instead 

of a hyperplane is fitted to the data (Tax and Duin 2004).

Outlier detection is also somewhat related to the setting of classification with a reject 

option, e.g., when the classifier refuses to predict a label in low-density regions (Perello-

Nieto et al. 2016). For example, Ziyin et al. (2019) adopt this viewpoint in an optimization 

framework where an outlier detector and a standard classifier are jointly optimized. Since 
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a data point is rejected if it is an outlier, the focus is here on epistemic uncertainty. In con-

trast, most papers on classification with reject option employ a reasoning on conditional 

class probabilities p(y | x) , using specific utility scores. These approaches rather capture 

aleatoric uncertainty (see also Sect. 4.9), showing that seemingly related papers adopting 

the same terminology can have different notions of uncertainty in mind.

In recent papers, outlier detection is often combined with the idea of set-valued predic-

tion (to be further discussed in Sects. 4.6 and 4.8). Here, three scenarios can occur for a 

multi-class classifier: (i) A single class is predicted. In this case, the epistemic and alea-

toric uncertainty are both assumed to be sufficiently low. (ii) The “null set” (empty set) is 

predicted, i.e., the classifier abstains when there is not enough support for making a pre-

diction. Here, the epistemic uncertainty is too high to make a prediction. (iii) A set of car-

dinality bigger than one is predicted. Here, the aleatoric uncertainty is too high, while the 

epistemic uncertainty is assumed to be sufficiently low.

Hechtlinger et al. (2019) implement this idea by fitting a generative model p(x | y) per 

class, and predicting null sets for data points that have a too low density for any of those 

generative models. A set of cardinality one is predicted when the data point has a suffi-

ciently high density for exactly one of the models p(x | y) , and a set of higher cardinality is 

returned when this happens for more than one of the models. Sondhi et al. (2019) propose 

a different framework with the same reasoning in mind. Here, a pair of models is fitted in a 

joint optimization problem. The first model acts as an outlier detector that intends to reject 

as few instances as possible, whereas the second model optimizes a set-based utility score. 

The joint optimization problem is therefore a linear combination of two objectives that cap-

ture, respectively, components of epistemic and aleatoric uncertainty.

Generative models often deliver intuitive solutions to the quantification of epistemic 

and aleatoric uncertainty. In particular, the distinction between the two types of uncer-

tainty explained above corresponds to what Hüllermeier and Brinker (2008) called “con-

flict” (overlapping distributions, evidence in favor of more than one class) and “ignorance” 

(sparsely populated region, lack of evidence in favor of any class). Yet, like essentially all 

other methods discussed in this section, they also have disadvantages. An inherent problem 

with semi-supervised outlier detection methods is how to define the threshold that decides 

whether a data point is an outlier or not. Another issue is how to choose the model class 

for the generative model. Density estimation is a difficult problem, which, to be successful, 

typically requires a lot of data. When the sample size is small, specifying the right model 

class is not an easy task, so the model uncertainty will typically be high.

Fig. 12  If a hypothesis space is very rich, so that it can essentially produce every decision boundary, the 

epistemic uncertainty is high in sparsely populated regions without training examples. The lower query 

point in the left picture, for example, could easily be classified as red (middle picture) but also as black 

(right picture). In contrast to this, the second query is in a region where the two class distributions are over-

lapping, and where the aleatoric uncertainty is high
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4.4  Gaussian processes

Just like in likelihood-based inference, the hypothesis space in Bayesian inference (cf. 

Sect. 3.2) is often parametrized in the sense that each hypothesis h = h
�
∈ H is (uniquely) 

identified by a parameter (vector) � ∈ Θ ⊆ ℝ
d of fixed dimensionality d. Thus, computa-

tion of the posterior (13) essentially comes down to updating beliefs about the true (or 

best) parameter, which is treated as a multivariate random variable:

Gaussian processes (Seeger 2004) generalize the Bayesian approach from inference about 

multivariate (but finite-dimensional) random variables to inference about (infinite-dimen-

sional) functions. Thus, they can be thought of as distributions not just over random vec-

tors but over random functions.

More specifically, a stochastic process in the form of a collection of random variables 

{f (x) | x ∈ X} with index set X  is said to be drawn from a Gaussian process with mean 

function m and covariance function k, denoted f ∼ GP(m, k) , if for any finite set of ele-

ments x1,… , x
m
∈ X  , the associated finite set of random variables f (x1),… , f (xm) has 

the following multivariate normal distribution:

Note that the above properties imply

and that k needs to obey the properties of a kernel function (so as to guarantee proper 

covariance matrices). Intuitively, a function f drawn from a Gaussian process prior can be 

thought of as a (very) high-dimensional vector drawn from a (very) high-dimensional mul-

tivariate Gaussian. Here, each dimension of the Gaussian corresponds to an element x from 

the index set X  , and the corresponding component of the random vector represents the 

value of f (x).

Gaussian processes allow for doing proper Bayesian inference (13) in a non-para-

metric way: Starting with a prior distribution on functions h ∈ H , specified by a mean 

function m (often the zero function) and kernel k, this distribution can be replaced by a 

posterior in light of observed data D = {(xi, yi)}
N
i=1

 , where an observation yi = f (xi) + �i 

could be corrupted by an additional (additive) noise component �
i
 . Likewise, a posterior 

predictive distribution can be obtained on outcomes y ∈ Y for a new query x
q
∈ X  . In 

the general case, the computations involved are intractable, though turn out to be rather 

simple in the case of regression ( Y = ℝ ) with Gaussian noise. In this case, and assum-

ing a zero-mean prior, the posterior predictive distribution is again a Gaussian with 

mean � and variance �2 as follows:

(18)p(� |D) ∝ p(�) ⋅ p(D |�).

⎡
⎢
⎢
⎢
⎣

f (x1)

f (x2)

⋮

f (xm)

⎤
⎥
⎥
⎥
⎦

∼ N

⎛
⎜
⎜
⎜
⎝

⎡
⎢
⎢
⎢
⎣

m(x1)

m(x2)

⋮

m(xm)

⎤
⎥
⎥
⎥
⎦

,

⎡
⎢
⎢
⎣

k(x1, x1) ⋯ k(x1, xm)

⋮ ⋱ ⋮

k(xm, x1) ⋯ k(xm, xm)

⎤
⎥
⎥
⎦

⎞
⎟
⎟
⎟
⎠

m(x) = �(f (x)) ,

k(x, x
�) = �

(

(f (x) − m(x))(f (x�) − m(x�))
)

,

� = K(xq, X)(K(X, X) + �
2

�
I)−1

y ,

�
2 = K(xq, xq) + �

2

�
− K(xq, X)(K(X, X) + �

2

�
I)−1K(X, xq) ,
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where X is an N × d matrix summarizing the training inputs (the i
th row of X is 

given by (x
i
)⊤ ), K(X,  X) is the kernel matrix with entries (K(X, X))i,j = k(xi, xj) , 

y = (y1,… , yN) ∈ ℝ
N is the vector of observed training outcomes, and �2

�
 is the variance 

of the (additive) error term for these observations (i.e., yi is normally distributed with 

expected value f (xi) and variance �2

�
).

Problems with discrete outcomes y, such as binary classification with Y = {−1,+1} , 

are made amenable to Gaussian processes by suitable link functions, linking these out-

comes with the real values h = h(x) as underlying (latent) variables. For example, using 

the logistic link function

the following posterior predictive distribution is obtained:

where

However, since the likelihood will no longer be Gaussian, approximate inference tech-

niques (e.g., Laplace, expectation propagation, MCMC) will be needed.

As for uncertainty representation, our general remarks on Bayesian inference (cf. 

Sect.  3.2) obviously apply to Gaussian processes as well. In the case of regression, the 

variance �2 of the posterior predictive distribution for a query x
q
 is a meaningful indica-

tor of (total) uncertainty. The variance of the error term, �2

�
 , corresponds to the aleatoric 

uncertainty, so that the difference could be considered as epistemic uncertainty. The lat-

ter is largely determined by the (parameters of the) kernel function, e.g., the characteris-

tic length-scale of a squared exponential covariance function (Blum and Riedmiller 2013). 

Both have an influence on the width of confidence intervals that are typically obtained for 

per-instance predictions, and which reflect the total amount of uncertainty (cf. Fig. 13). By 

determining all (hyper-) parameters of a GP, these sources of uncertainty can in principle 

be separated, although the estimation itself is of course not an easy task.

4.5  Deep neural networks

Work on uncertainty in deep learning fits the general framework we introduced so far, 

especially the Bayesian approach, quite well, although the methods proposed are spe-

cifically tailored for neural networks as a model class. A standard neural network can be 

seen as a probabilistic classifier h: in the case of classification, given a query x ∈ X  , the 

final layer of the network typically outputs a probability distribution (using transforma-

tions such as softmax) on the set of classes Y , and in the case of regression, a distribution 

(e.g., a Gaussian8) is placed over a point prediction h(x) ∈ ℝ (typically conceived as the 

p(y | h) = s(h) =
1

1 + exp(−y h)
,

p(y = +1 |X, y, xq) = ∫ �(h�) p(h� |X, y, xq) d h�
,

p(h� |X, y, xq) = ∫ p(h� |X, xq, h) p(h |X, y) d h .

8 Lee et al. (2018a) offer an interesting discussion of the connection between deep networks and Gaussian 

processes.
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expectation of the distribution). Training a neural network can essentially be seen as doing 

maximum likelihood inference. As such, it yields probabilistic predictions, but no informa-

tion about the confidence in these probabilities. In other words, it captures aleatoric but no 

epistemic uncertainty.

In the context of neural networks, epistemic uncertainty is commonly understood as 

uncertainty about the model parameters, that is, the weights w of the neural network (which 

correspond to the parameter � in (18)). Obviously, this is a special case of what we called 

approximation uncertainty. To capture this kind of epistemic uncertainty, Bayesian neural 

networks (BNNs) have been proposed as a Bayesian extension of deep neural networks 

(Denker and LeCun 1991; Kay 1992; Neal 2012). In BNNs, each weight is represented by 

a probability distribution (again, typically a Gaussian) instead of a real number, and learn-

ing comes down to Bayesian inference, i.e., computing the posterior p(w |D) . The predic-

tive distribution of an outcome given a query instance x
q
 is then given by

Since the posteriors on the weights cannot be obtained analytically, approximate variational 

techniques are used (Jordan et al. 1999; Graves 2011), seeking a variational distribution q
�
 

on the weights that minimizes the Kullback-Leibler divergence KL(q
�
‖p(w �D)) between 

q
�
 and the true posterior. An important example is Dropout variational inference (Gal 

and Ghahramani 2016), which establishes an interesting connection between (variational) 

Bayesian inference and the idea of using Dropout as a learning technique for neural net-

works. Likewise, given a query x
q
 , the predictive distribution for the outcome y is approxi-

mated using techniques like Monte Carlo sampling, i.e., drawing model weights from the 

approximate posterior distributions (again, a connection to Dropout can be established). 

The total uncertainty can then be quantified in terms of common measures such as entropy 

(in the case of classification) or variance (in the case of regression) of this distribution.

The total uncertainty, say the variance �(ŷ) in regression, still contains both, the resid-

ual error, i.e., the variance of the observation error (aleatoric uncertainty), �2

�
 , and the 

variance due to parameter uncertainty (epistemic uncertainty). The former can be hetero-

scedastic, which means that �2

�
 is not constant but a function of x ∈ X  . Kendall and Gal 

(2017) propose a way to learn heteroscedastic aleatoric uncertainty as loss attenuation. 

Roughly speaking, the idea is to let the neural net not only predict the conditional mean of 

y given x
q
 , but also the residual error. The corresponding loss function to be minimized is 

constructed in such a way (or actually derived from the probabilistic interpretation of the 

p(y | xq, D) = ∫ p(y | xq, w) p(w |D) dw.

Fig. 13  Simple one-dimensional illustration of Gaussian processes ( X = [0, 6] ), with very few examples on 

the left and more examples on the right. The predictive uncertainty, as reflected by the width of the confi-

dence band around the mean function (orange line) reduces with an increasing number of observations
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model) that prediction errors for points with a high residual variance are penalized less, but 

at the same time, a penalty is also incurred for predicting a high variance.

An explicit attempt at measuring and separating aleatoric and epistemic uncertainty (in 

the context of regression) is made by Depeweg et al. (2018). Their idea is as follows: They 

quantify the total uncertainty as well as the aleatoric uncertainty, and then obtain the epis-

temic uncertainty as the difference. More specifically, they propose to measure the total 

uncertainty in terms of the entropy of the predictive posterior distribution, which, in the 

case of discrete Y , is given by9

This uncertainty also includes the (epistemic) uncertainty about the network weights w . 

Fixing a set of weights, i.e., considering a distribution p(y |w, x) , thus removes the epis-

temic uncertainty. Therefore, the expectation over the entropies of these distributions,

is a measure of the aleatoric uncertainty. Finally, the epistemic uncertainty is obtained as 

the difference

which equals the mutual information I(y, w) between y and w . Intuitively, epistemic uncer-

tainty thus captures the amount of information about the model parameters w that would be 

gained through knowledge of the true outcome y. A similar approach was recently adopted 

by Mobiny et al. (2017), who also propose a technique to compute (21) approximately.

Bayesian model averaging establishes a natural connection between Bayesian inference 

and ensemble learning, and indeed, as already mentioned in Sect. 4.5, the variance of the 

predictions produced by an ensemble is a good indicator of the (epistemic) uncertainty in a 

prediction. In fact, the variance is inversely related to the “peakedness” of a posterior dis-

tribution p(h |D) and can be seen as a measure of the discrepancy between the (most prob-

able) candidate hypotheses in the hypothesis space. Based on this idea, Lakshminarayanan 

et al. (2017) propose a simple ensemble approach as an alternative to Bayesian NNs, which 

is easy to implement, readily parallelizable, and requires little hyperparameter tuning.

Inspired by Mobiny et  al. (2017), an ensemble approach is also proposed by Shaker 

and Hüllermeier (2020). Since this approach does not necessarily need to be implemented 

with neural networks as base learners,10 we switch notation and replace weight vectors w 

by hypotheses h. To approximate the measures (21) and (20), the posterior distribution 

p(h |D) is represented by a finite ensemble of hypotheses h1,… , h
M

 . An approximation of 

(20) can then be obtained by

(19)
H
[

p(y | x)
]
= −

∑

y∈Y

p(y | x) log2 p(y | x) .

(20)�p(w |D)H
[
p(y |w, x)

]
= −∫ p(w |D)

(
∑

y∈Y

p(y |w, x) log2 p(y |w, x)

)
d w,

(21)ue(x)∶=H
[
p(y | x)

]
− �p(w |D)H

[
p(y |w, x)

]
,

10 Indeed, the authors use decision trees, i.e., a random forest as an ensemble.

9 Depeweg et  al. (2018) actually consider the continuous case, in which case the entropy needs to be 

replaced by the differential entropy.
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an approximation of (19) by

and finally an approximation of (21) by u
e
(x)∶=u

t
(x) − u

a
(x) . The latter corresponds to the 

Jensen-Shannon divergence (Endres and Schindelin 2003) of the distributions p(y | hi, x) , 

i ∈ [M] (Malinin and Gales 2018).

4.6  Credal sets and classifiers

The theory of imprecise probabilities (Walley 1991) is largely built on the idea to specify 

knowledge in terms of a set Q of probability distributions instead of a single distribution. 

In the literature, such sets are also referred to as credal sets, and often assumed to be con-

vex (i.e., q, q� ∈ Q implies �q + (1 − �)q� ∈ Q for all � ∈ [0, 1] ). The concept of credal sets 

and related notions provide the basis of a generalization of Bayesian inference, which is 

especially motivated by the criticism of non-informative priors as models of ignorance in 

standard Bayesian inference (cf. Sect. 3.3). The basic idea is to replace a single prior dis-

tribution on the model space, as used in Bayesian inference, by a (credal) set of candidate 

priors. Given a set of observed data, Bayesian inference can then be applied to each can-

didate prior, thereby producing a (credal) set of posteriors. Correspondingly, any value or 

quantity derived from a posterior (e.g., a prediction, an expected value, etc.) is replaced 

by a set of such values or quantities. An important example of such an approach is robust 

inference for categorical data with the imprecise Dirichlet model, which is an extension of 

inference with the Dirichlet distribution as a conjugate prior for the multinomial distribu-

tion (Bernardo 2005).

Methods of that kind have also been used in the context of machine learning, for exam-

ple in the framework of the Naïve Credal Classifier (Zaffalon 2002; Corani and Zaffalon 

2008) or more recently as an extension of sum-product networks (Maau et al. 2017). As for 

the former, we can think of a Naïve Bayes (NB) classifier as a hypothesis h = h
�
 specified 

by a parameter vector � that comprises a prior probability �
k
 for each class yk ∈ Y and a 

conditional probability �i,j,k for observing the ith value ai,j of the jth attribute given class yk . 

For a given query instance specified by attributes (a
i1,1,… , a

i
J
,J) , the posterior class prob-

abilities are then given by

In the Naïve Credal Classifier, the �
k
 and �ij,j,k

 are specified in terms of (local) credal sets11, 

i.e., there is a class of probability distributions Q on Y playing the role of candidate priors, 

and a class of probability distributions Qj,k specifying possible distributions on the attribute 

(22)ua(x)∶= −
1

M

M∑

i=1

∑

y∈Y

p(y | hi, x) log2 p(y | hi, x) ,

(23)ut(x)∶= −
∑

y∈Y

(
1

M

M∑

i=1

p(y | hi, x)

)
log2

(
1

M

M∑

i=1

p(y | hi, x)

)
,

(24)p(yk | ai1,1,… , aiJ ,J) ∝ �k

J∏

j=1

�ij,j,k
.

11 These could be derived from empirical data, for example, by doing generalized Bayesian inference with 

the imprecise Dirichlet model.
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values of the jth attribute given class yk . A single posterior class probability (24) is then 

replaced by the set (interval) of such probabilities that can be produced by taking �
k
 from a 

distribution in Q and �ij,j,k
 from a distribution in Qj,k . As an aside, let us note that the com-

putations involved may of course become costly.

4.6.1  Uncertainty measures for credal sets

Interestingly, there has been quite some work on defining uncertainty measures for credal 

sets and related representation, such as Dempster-Shafer evidence theory (Klir 1994). Even 

more interestingly, a basic distinction between two types of uncertainty contained in a cre-

dal set, referred to as conflict (randomness, discord) and non-specificity, respectively, has 

been made by Yager (1983). The importance of this distinction was already emphasized by 

Kolmogorov (1965). These notions are in direct correspondence with what we call aleato-

ric and epistemic uncertainty.

The standard uncertainty measure in classical possibility theory (where uncertain infor-

mation is simply represented in the form of subsets A ⊆ Y of possible alternatives) is the 

Hartley measure12 (Hartley 1928)

Just like the Shannon entropy (17), this measure can be justified axiomatically13.

Given the insight that conflict and non-specificity are two different, complementary 

sources of uncertainty, and standard (Shannon) entropy and (25) as well-established meas-

ures of these two types of uncertainty, a natural question in the context of credal sets is to 

ask for a generalized representation

where U is a measure of total (aggregate) uncertainty, AU a measure of aleatoric uncer-

tainty (conflict, a generalization of the Shannon entropy), and EU a measure of epistemic 

uncertainty (non-specificity, a generalization of the Hartely measure).

As for the non-specificity part in (26), the following generalization of the Hartley meas-

ure to the case of graded possibilities has been proposed by various authors (Abellan and 

Moral 2000):

where mQ ∶ 2Y
⟶ [0, 1] is the Möbius inverse of the capacity function � ∶ 2Y

⟶ [0, 1] 

defined by

for all A ⊆ Y , that is,

(25)H(A) = log(|A|) ,

(26)U(Q) = AU(Q) + EU(Q) ,

(27)
GH(Q)∶=

∑

A⊆Y

mQ(A) log(|A|) ,

(28)�Q(A)∶= inf
q∈Q

q(A)

12 Be aware that we denote both the Hartley measure and the Shannon entropy by H, which is common in 

the literature. The meaning should be clear from the context.
13 For example, see Chapter IX, pages 540–616, in the book by Rényi (1970).
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The measure (27) enjoys several desirable axiomatic properties, and its uniqueness was 

shown by Klir and Mariano (1987).

The generalization of the Shannon entropy H as a measure of conflict turned out to be 

more difficult. The upper and lower Shannon entropy play an important role in this regard:

Based on these measures, the following disaggregations of total uncertainty (26) have been 

proposed (Abellan et al. 2006):

In both cases, upper entropy serves as a measure of total uncertainty U(Q), which is again 

justified on an axiomatic basis. In the first case, the generalized Hartley measure is used for 

quantifying epistemic uncertainty, and aleatoric uncertainty is obtained as the difference 

between total and epistemic uncertainty. In the second case, epistemic uncertainty is speci-

fied in terms of the difference between upper and lower entropy.

4.6.2  Set‑valued prediction

Credal classifiers are used for “indeterminate” prediction, that is, to produce reliable set-

valued predictions that are likely to cover the true outcome. In this regard, the notion of 

dominance plays an important role: An outcome y dominates another outcome y
′ if y is 

more probable than y′ for each distribution in the credal set, that is,

where C is a credal set of hypotheses, and p(y | x, h) the probability of the outcome y (for 

the query x
q
 ) under hypothesis h. The set-valued prediction for a query x

q
 is then given by 

the set of all non-dominated outcomes y ∈ Y , i.e., those outcomes that are not dominated 

by any other outcome. Practically, the computations are based on the interval-valued prob-

abilities [p(y | x
q
), p(y | x

q
)] assigned to each class y ∈ Y , where

Note that the upper probabilities p(y | x
q
) are very much in the spirit of the plausibility 

degrees (36).

Interestingly, uncertainty degrees can be derived on the basis of dominance degrees 

(32). For example, the following uncertainty score has been proposed by Antonucci et al. 

(2012) in the context of uncertainty sampling for active learning:

mQ(A) =
∑

B⊆A

(−1)|A⧵B|
�Q(B) .

(29)H∗(Q)∶=max
q∈Q

H(q) , H∗(Q)∶=min
q∈Q

H(q)

(30)H∗(Q) =
(

H∗(Q) − GH(Q)
)

+ GH(Q)

(31)H∗(Q) = H∗(Q) +
(

H∗(Q) − H∗(Q)
)

(32)�(y, y�, x)∶= inf
h∈C

p(y | xq, h)

p(y� | xq, h)
> 1 ,

(33)p(y | xq)∶= inf
h∈C

p(y | xq, h) , p(y | xq)∶= sup
h∈C

p(y | xq, h) .

(34)s(x
q
)∶= − max

(

�(+1,−1, x
q
), �(−1,+1, x

q
)
)

.
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This degree is low if one of the outcomes strongly dominates the other one, but high if 

this is not the case. It is closely related to the degree of epistemic uncertainty in (39) to be 

discussed in Sect. 4.7, but also seems to capture some aleatoric uncertainty. In fact, s(x
q
) 

increases with both, the width of the interval [p(y | x
q
), p(y | x

q
)] as well as the closeness of 

its middle point to 1∕2.

Lassiter (2020) discusses the modeling of “credal imprecision” by means of sets 

of measures in a critical way and contrasts this approach with hierarchical probabilistic 

(Bayesian) models, i.e., distributions of measures (see Fig. 10, right side). Among several 

arguments put forward against sets-of-measures models, one aspect is specifically inter-

esting from a machine learning perspective, namely the problem that modeling a lack of 

knowledge in a set-based manner may hamper the possibility of inductive inference, up to 

a point where learning from empirical data is not possible any more. This is closely con-

nected to the insight that learning from data necessarily requires an inductive bias, and 

learning without assumptions is not possible (Wolpert 1996). To illustrate the point, con-

sider the case of complete ignorance as an example, which could be modeled by the credal 

set ℙ
all

 that contains all probability measures (on a hypothesis space) as candidate priors. 

Updating this set by pointwise conditioning on observed data will essentially reproduce 

the same set as a credal set of posteriors. Roughly speaking, this is because ℙ
all

 will con-

tain very extreme priors, which will remain extreme even after updating with a sample of 

finite size. In other words, no finite sample is enough to annihilate a sufficiently extreme 

prior belief. Replacing ℙ
all

 by a proper subset of measures may avoid this problem, but any 

such choice (implying a sharp transition between possible and excluded priors) will appear 

somewhat arbitrary. According to Lassiter (2020), an appealing alternative is using a prob-

ability distribution instead of a set, like in hierarchical Bayesian modeling.

4.7  Reliable classification

To the best of our knowledge, Senge et al. (2014) were the first to explicitly motivate the 

distinction between aleatoric and epistemic uncertainty in a machine learning context. 

Their approach leverages the concept of normalized likelihood (cf. Sect.  A.4). Moreover, it 

combines set-based and distributional (probabilistic) inference, and thus can be positioned 

in-between version space learning and Bayesian inference as discussed in Sect. 3. Since the 

approach contains concepts that might be less known to a machine learning audience, our 

description is a bit more detailed than for the other methods discussed in this section.

Consider the simplest case of binary classification with classes Y∶={−1,+1} , which 

suffices to explain the basic idea (and which has been generalized to the multi-class case 

by Nguyen et al. (2018)). Senge et al. (2014) focus on predictive uncertainty and derive 

degrees of uncertainty in a prediction in two steps, which we are going to discuss in turn:

• First, given a query instance x
q
 , a degree of “plausibility” is derived for each candidate 

outcome y ∈ Y . These are degrees in the unit interval, but no probabilities. As they are 

not constrained by a total mass of 1, they are more apt at capturing a lack of knowledge, 

and hence epistemic uncertainty (cf. Sect. 3.3).
• Second, degrees of aleatoric and epistemic uncertainty are derived from the degrees of 

plausibility.
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4.7.1  Modeling the plausibility of predictions

Recall that, in version space learning, the plausibility of both hypotheses and outcomes are 

expressed in a purely bivalent way: according to (10), a hypotheses is either considered pos-

sible/plausible or not ( [[h ∈ V]] ), and an outcome y is either supported or not ( [[h(x) = y]] ). 

Senge et al. (2014) generalize both parts of the prediction from bivalent to graded plausi-

bility and support: A hypothesis h ∈ H has a degree of plausibility �H(h) ∈ [0, 1] , and the 

support of outcomes y is expressed in terms of probabilities h(x) = p(y | x) ∈ [0, 1].

More specifically, referring to the notion of normalized likelihood, a plausibility distri-

bution on H (i.e., a plausibility for each hypothesis h ∈ H ) is defined as follows:

where L(h) is the likelihood of the hypothesis h on the data D (i.e., the probability of D 

under this hypothesis), and hml
∈ H is the maximum likelihood (ML) estimation. Thus, the 

plausibility of a hypothesis is in proportion to its likelihood,14 with the ML estimate having 

the highest plausibility of 1.

The second step, both in version space and Bayesian learning, consists of translating 

uncertainty on H into uncertainty about the prediction for a query x
q
 . To this end, all pre-

dictions h(xq) need to be aggregated, taking into account the plausibility of the hypotheses 

h ∈ H . Due to the problems of the averaging approach (14) in Bayesian inference, a gen-

eralization of the “existential” aggregation (10) used in version space learning is adopted:

where �(+1 | h, xq) is the degree of support of the positive class provided by h.15 This 

measure of support, which generalizes the all-or-nothing support [[h(x) = y]] in (10), is 

defined as follows:

Thus, the support is 0 as long as the probability predicted by h is ≤ 1∕2 , and linearly 

increases afterward, reaching 1 for h(xq) = 1 . Recalling that h is a probabilistic classifier, 

this clearly makes sense, since values h(xq) ≤ 1∕2 are actually more in favor of the nega-

tive class, and therefore no evidence for the positive class. Also, as will be seen further 

below, this definition assures a maximal degree of aleatoric uncertainty in the case of full 

certainty about the uniform distribution h
1∕2

 , wich is a desirable property. Since the supre-

mum operator in (36) can be seen as a generalized existential quantifier, the expression 

(36) can be read as follows: The class +1 is plausible insofar there exists a hypothesis h that 

is plausible and that strongly supports +1 . Analogously, the plausibility for −1 is defined as 

follows:

(35)�H(h)∶=
L(h)

sup
h�∈H L(h�)

=
L(h)

L(hml)
,

(36)�(+1 | xq)∶= sup
h∈H

min
(
�H(h),�(+1 | h, xq)

)
,

(37)�(+1 | h, xq)∶=max
(
2h(xq) − 1, 0

)

(38)�(−1 | xq)∶= sup
h∈H

min
(
�H(h),�(−1 | h, xq)

)
,

14 In principle, the same idea can of course also be applied in Bayesian inference, namely by defining plau-

sibility in terms of a normalized posterior distribution.
15 Indeed, �(⋅ | h, xq) should not be interpreted as a measure of uncertainty.
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with �(−1 | h, xq) = max(1 − 2h(xq), 0) . An illustration of this kind of “max-min infer-

ence” and a discussion of how it relates to Bayesian inference (based on “sum-product 

aggregation”) can be found in Appendix B in the supplementary material.

4.7.2  From plausibility to aleatoric and epistemic uncertainty

Given the plausibilities �(+1) = �(+1 | x
q
) and �(−1) = �(−1 | x

q
) of the positive and 

negative class, respectively, and having to make a prediction, one would naturally decide 

in favor of the more plausible class. Perhaps more interestingly, meaningful definitions of 

epistemic uncertainty u
e
 and aleatoric uncertainty u

a
 can be defined on the basis of the two 

degrees of plausibility:

Thus, u
e
 is the degree to which both +1 and −1 are plausible16, and u

a
 the degree to which 

neither +1 nor −1 are plausible. Since these two degrees of uncertainty satisfy u
a
+ u

e
≤ 1 , 

the total uncertainty (aleatoric + epistemic) is upper-bounded by 1. Strictly speaking, since 

the degrees �(y) should be interpreted as upper bounds on plausibility, which decrease in 

the course of time (with increasing sample size), the uncertainty degrees (39) should be 

interpreted as bounds as well. For example, in the very beginning, when no or very lit-

tle data has been observed, both outcomes are fully plausible ( �(+1) = �(−1) = 1 ), hence 

u
e
= 1 and u

a
= 0 . This does not mean, of course, that there is no aleatoric uncertainty 

involved. Instead, it is simply not yet known or, say, confirmed. Thus, u
a
 should be seen as 

a lower bound on the “true” aleatoric uncertainty. For instance, when y is the outcome of 

a fair coin toss, the aleatoric uncertainty will increase over time and reach 1 in the limit, 

while u
e
 will decrease and vanish at some point: Eventually, the learner will be fully aware 

of facing full aleatoric uncertainty.

More generally, the following special cases might be of interest:

• Full epistemic uncertainty: u
e
= 1 requires the existence of at least two fully plausible 

hypotheses (i.e., both with the highest likelihood), the one fully supporting the positive 

and the other fully supporting the negative class. This situation is likely to occur (at 

least approximately) in the case of a small sample size, for which the likelihood is not 

very peaked.
• No epistemic uncertainty: u

e
= 0 requires either �(+1) = 0 or �(−1) = 0 , which in turn 

means that h(xq) < 1∕2 for all hypotheses with non-zero plausibility, or h(xq) > 1∕2 

for all these hypotheses. In other words, there is no disagreement about which of the 

two classes should be favored. Specifically, suppose that all plausible hypotheses agree 

on the same conditional probability distribution p(+1 | x) = � and p(−1 | x) = 1 − � , 

and let � = max(�, 1 − �) . In this case, u
e
= 0 , and the degree of aleatoric uncertainty 

u
a
= 2(1 − �) depends on how close � is to 1.

• Full aleatoric uncertainty: This is a special case of the previous one, in which � = 1∕2 . 

Indeed, u
a
= 1 means that all plausible hypotheses assign a probability of 1/2 to both 

(39)
u

e
∶=min

(

�(+1),�(−1)
)

u
a
∶=1 − max

(

�(+1),�(−1)
)

16 The minimum plays the role of a generalized logical conjunction (Klement et al. 2002).
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classes. In other words, there is an agreement that the query instance is a boundary 

case.
• No uncertainty: Again, this is a special case of the second one, with � = 1 . A clear pref-

erence (close to 1) in favor of one of the two classes means that all plausible hypoth-

eses, i.e., all hypotheses with a high likelihood, provide full support to that class.

Although algorithmic aspects are not in the focus of this paper, it is worth to mention that 

the computation of (36), and likewise of (38), may become rather complex. In fact, the 

computation of the supremum comes down to solving an optimization problem, the com-

plexity of which strongly depends on the hypothesis space H.

4.8  Conformal prediction

Conformal prediction (Vovk et  al. 2003; Shafer and Vovk 2008; Balasubramanian et  al. 

2014) is a framework for reliable prediction that is rooted in classical frequentist statistics, 

more specifically in hypothesis testing. Given a sequence of training observations and a 

new query x
N+1

 (which we denoted by x
q
 before) with unknown outcome yN+1

,

the basic idea is to hypothetically replace ∙ by each candidate, i.e., to test the hypothesis 

yN+1
= y for all y ∈ Y . Only those outcomes y for which this hypothesis can be rejected at 

a predefined level of confidence are excluded, while those for which the hypothesis can-

not be rejected are collected to form the prediction set or prediction region Y� ⊆ Y . The 

construction of a set-valued prediction Y� = Y
�(x

n+1
) that is guaranteed to cover the true 

outcome yN+1
 with a given probability 1 − � (for example 95 %), instead of producing a 

point prediction ŷN+1
∈ Y , is the basic idea of conformal prediction. Here, � ∈ (0, 1) is a 

pre-specified level of significance. In the case of classification, Y� is a subset of the set of 

classes Y = {y1,… , yK} , whereas in regression, a prediction region is commonly repre-

sented in terms of an interval.17

Hypothesis testing is done in a nonparametric way: Consider any “nonconformity” func-

tion f ∶ X × Y ⟶ ℝ that assigns scores � = f (x, y) to input/output tuples; the latter can 

be interpreted as a measure of “strangeness” of the pattern (x, y) , i.e., the higher the score, 

the less the data point (x, y) conforms to what one would expect to observe. Applying this 

function to the sequence (40), with a specific (though hypothetical) choice of y = yN+1
 , 

yields a sequence of scores

Denote by � the permutation of {1,… , N + 1} that sorts the scores in increasing order, i.e., 

such that �
�(1) ≤ … ≤ �

�(N+1) . Under the assumption that the hypothetical choice of yN+1
 is 

in agreement with the true data-generating process, and that this process has the property 

of exchangeability (which is weaker than the assumption of independence and essentially 

means that the order of observations is irrelevant), every permutation � has the same prob-

ability of occurrence. Consequently, the probability that �
N+1

 is among the �  % highest 

(40)(x1, y1), (x2, y2),… , (xN , yN), (xN+1, ∙),

�1, �2,… , �
N

, �
N+1.

17 Obviously, since Y = ℝ is infinite in regression, a hypothesis test cannot be conducted explicitly for each 

candidate outcome y.
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nonconformity scores should be low. This notion can be captured by the p-values associ-

ated with the candidate y, defined as

According to what we said, the probability that p(y) < � (i.e., �
N+1

 is among the � % highest 

�-values) is upper-bounded by � . Thus, the hypothesis yN+1
= y can be rejected for those 

candidates y for which p(y) < �.

Conformal prediction as outlined above realizes transductive inference, although induc-

tive variants also exist (Papadopoulos 2008). The error bounds are valid and well cali-

brated by construction, regardless of the nonconformity function f. However, the choice of 

this function has an important influence on the efficiency of conformal prediction, that is, 

the size of prediction regions: The more suitable the nonconformity function is chosen, the 

smaller these sets will be.

Although conformal prediction is mainly concerned with constructing prediction 

regions, the scores produced in the course of this construction can also be used for quan-

tifying uncertainty. In this regard, the notions of confidence and credibility have been 

introduced (Gammerman and Vovk 2002): Let p1,… , pK denote the p-values that corre-

spond, respectively, to the candidate outcomes y1,… , yK in a classification problem. If a 

definite choice (point prediction) ŷ has to be made, it is natural to pick the yi with the 

highest p-value. The value pi itself is then a natural measure of credibility, since the larger 

(closer to 1) this value, the more likely the prediction is correct. Note that the value also 

corresponds to the largest significance level � for which the prediction region Y� would be 

empty (since all candidates would be rejected). In other words, it is a degree to which yi is 

indeed a plausible candidate that cannot be excluded. Another question one may ask is to 

what extent yi is the unique candidate of that kind, i.e., to what extent other candidates can 

indeed be excluded. This can be quantified in terms of the greatest 1 − � for which Y� is 

the singleton set {yi} , that is, 1 minus the second-highest p-value. Besides, other methods 

for quantifying the uncertainty of a point prediction in the context of conformal prediction 

have been proposed (Linusson et al. 2016).

With its main concern of constructing valid prediction regions, conformal prediction 

differs from most other machine learning methods, which produce point predictions y ∈ Y , 

whether equipped with a degree of uncertainty or not. In a sense, conformal prediction can 

even be seen as being orthogonal: It predefines the degree of uncertainty (level of confi-

dence) and adjusts its prediction correspondingly, rather than the other way around.

4.9  Set-valued prediction based on utility maximization

In line with classical statistics, but unlike decision theory and machine learning, the set-

ting of conformal prediction does not involve any notion of loss function. In this regard, 

it differs from methods for set-valued prediction based on utility maximization (or loss 

minimization), which are primarily used for multi-class classification problems. Similar to 

conformal prediction, such methods also return a set of classes when the classifier is too 

uncertain with respect to the class label to predict, but the interpretation of this set is dif-

ferent. Instead of returning a set that contains the true class label with high probability, sets 

that maximize a set-based utility score are sought. Besides, being based on the conditional 

distribution p(y | x
q
) of the outcome y given a query x

q
 , most of these methods capture con-

ditional uncertainty.

p(y)∶=
#{i | �i ≥ �N+1

}

N + 1
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Let u(y, Ŷ) be a set-based utility score, where y denotes the ground truth outcome and Ŷ  

the predicted set. Then, adopting a decision-theoretic perspective, the Bayes-optimal solu-

tion Ŷ∗

u
 is found by maximizing the following objective:

Solving (41) as a brute-force search requires checking all subsets of Y , resulting in an 

exponential time complexity. However, for many utility scores, the Bayes-optimal predic-

tion can be found more efficiently. Various methods in this direction have been proposed 

under different names and qualifications of predictions, such as “indeterminate” (Zaffalon 

2002), “credal” (Corani and Zaffalon 2008), “non-deterministic” (Del Coz et al. 2009), and 

“cautious” (Yang et al. 2017b). Although the methods typically differ in the exact shape of 

the utility function u ∶ Y × 2Y ⧵ {�} ⟶ [0, 1] , most functions are specific members of the 

following family:

where |Ŷ| denotes the cardinality of the predicted set Ŷ  . This family is characterized by a 

sequence (g(1),… , g(K)) ∈ [0, 1]K with K the number of classes. Ideally, g should obey the 

following properties: 

 (i) g(1) = 1 , i.e., the utility u(y, Ŷ) should be maximal when the classifier returns the 

true class label as a singleton set.

 (ii) g(s) should be non-increasing, i.e., the utility u(y, Ŷ) should be higher if the true class 

is contained in a smaller set of predicted classes.

 (iii) g(s) ≥ 1∕s , i.e., the utility u(y, Ŷ) of predicting a set containing the true and s − 1 

additional classes should not be lower than the expected utility of randomly guess-

ing one of these s classes. This requirement formalizes the idea of risk-aversion: in 

the face of uncertainty, abstaining should be preferred to random guessing (Zaffalon 

et al. 2012).

Many existing set-based utility scores are recovered as special cases of (42), including the 

three classical measures from information retrieval discussed by Del Coz et al. (2009): pre-

cision with gP(s) = 1∕s , recall with gR(s) = 1 , and the F 
1
-measure with gF1

(s) = 2∕(1 + s) . 

Other utility functions with specific choices for g are studied in the literature on credal 

classification (Corani and Zaffalon 2008, 2009; Zaffalon et  al. 2012; Yang et  al. 2017b; 

Nguyen et al. 2018), such as

Especially g�,� (s) is commonly used in this community, where � and � can only take certain 

values to guarantee that the utility is in the interval [0, 1]. Precision (here called discounted 

accuracy) corresponds to the case (�, �) = (1, 0) . However, typical choices for (�, � ) are 

(1.6, 0.6) and (2.2, 1.2) (Nguyen et al. 2018), implementing the idea of risk aversion. The 

measure g
exp

(s) is an exponentiated version of precision, where the parameter � also defines 

the degree of risk aversion.

(41)
Ŷ∗

u
(xq) = argmax

Ŷ∈2Y

⧵{�}�p(y | xq)

(
u(y, Ŷ)

)
= argmax

Ŷ∈2Y

⧵{�}
∑

y∈Y

u(y, Ŷ) p(y | xq) .

(42)u(y, Ŷ) =

{
0 if y ∉ Ŷ

g(|Ŷ|) if y ∈ Ŷ
,

g�,� (s)∶=
�

s
−

�

s2
, gexp(s)∶=1 − exp

(

−
�

s

)

, glog(s)∶= log
(

1 +
1

s

)

.
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Another example appears in the literature on binary or multi-class classification with 

reject option (Herbei and Wegkamp 2006; Linusson et al. 2018; Ramaswamy et al. 2015). 

Here, the prediction can only be a singleton or the full set Y containing K classes. The first 

case typically gets a reward of one (if the predicted class is correct), while the second case 

should receive a lower reward, e.g. 1 − � . The latter corresponds to abstaining, i.e., not pre-

dicting any class label, and the (user-defined) parameter � specifies a penalty for doing so, 

with the requirement 0 < � < 1 − 1∕K to be risk-averse.

Set-valued predictions are also considered in hierarchical multi-class classification, 

mostly in the form of internal nodes of the hierarchy (Freitas 2007; Rangwala and Naik 

2017; Yang et  al. 2017a). Compared to the “flat” multi-class case, the prediction space 

is thus restricted, because only sets of classes that correspond to nodes of the hierarchy 

can be returned as a prediction. Some of the above utility scores also appear here. For 

example, Yang et al. (2017a) evaluate various members of the u�,� family in a framework 

where hierarchies are considered for computational reasons, while Oh (2017) optimizes 

recall by fixing |Ŷ| as a user-defined parameter. Popular in hierarchical classification is the 

tree-distance loss, which could also be interpreted as a way of evaluating set-valued predic-

tions (Bi and Kwok 2015). This loss is not a member of the family (42), however. Besides, 

it appears to be a less interesting loss function from the perspective of abstention in cases 

of uncertainty, since by minimizing the tree distance loss, the classifier will almost never 

predict leaf nodes of the hierarchy. Instead, it will often predict nodes close to the root of 

the hierarchy, which correspond to sets with many elements—a behavior that is unfavored 

if one wants to abstain only in cases of sufficient uncertainty.

Quite obviously, methods that maximize set-based utility scores are closely connected 

to the quantification of uncertainty, since the decision about a suitable set of predictions 

is necessarily derived from information of that kind. The overwhelming majority of the 

above-mentioned methods depart from conditional class probabilities p(y | x
q
) that are 

estimated in a classical frequentist way, so that uncertainties in decisions are of aleato-

ric nature. Exceptions include (Yang et al. 2017a) and (Nguyen et al. 2018), who further 

explore ideas from imprecise probability theory and reliable classification to generate label 

sets that capture both aleatoric and epistemic uncertainty.

5  Discussion and conclusion

The importance to distinguish between different types of uncertainty has recently been rec-

ognized in machine learning. The goal of this paper was to sketch existing approaches in 

this direction, with an emphasis on the quantification of aleatoric and epistemic uncertainty 

about predictions in supervised learning. Looking at the problem from the perspective of 

the standard setting of supervised learning, it is natural to associate epistemic uncertainty 

with the lack of knowledge about the true (or Bayes-optimal) hypothesis h
∗ within the 

hypothesis space H , i.e., the uncertainty that is in principle reducible by the learner and 

could get rid of by additional data. Aleatoric uncertainty, on the other hand, is the irreduc-

ible part of the uncertainty in a prediction, which is due to the inherently stochastic nature 

of the dependency between instances x and outcomes y.

In a Bayesian setting, epistemic uncertainty is hence reflected by the (posterior) prob-

ability p(h |D) on H : The less peaked this distribution, the less informed the learner is, and 

the higher its (epistemic) uncertainty. As we argued, however, important information about 

this uncertainty might get lost through Bayesian model averaging. In this regard, we also 
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argued that a (graded) set-based representation of epistemic uncertainty could be a viable 

alternative to a probabilistic representation, especially due to the difficulty of representing 

ignorance with probability distributions. This idea is perhaps most explicit in version space 

learning, where epistemic uncertainty is in direct correspondence with the size of the ver-

sion space. The approach by Senge et al. (2014) combines concepts from (generalized) ver-

sion space learning and Bayesian inference.

There are also other methods for modeling uncertainty, such as conformal prediction, for 

which the role of aleatoric and epistemic uncertainty is not immediately clear. Currently, the 

field develops very dynamically and is far from being settled. New proposals for modeling 

and quantifying uncertainty appear on a regular basis, some of them rather ad hoc and oth-

ers better justified. Eventually, it would be desirable to “derive” a measure of total uncer-

tainty as well as its decomposition into aleatoric and epistemic parts from basic principles in 

a mathematically rigorous way, i.e., to develop a kind of axiomatic basis for such a decom-

position, comparable to axiomatic justifications of the entropy measure (Csiszár 2008).

In addition to theoretical problems of this kind, there are also many open practical ques-

tions. This includes, for example, the question of how to perform an empirical evaluation of 

methods for quantifying uncertainty, whether aleatoric, epistemic, or total. In fact, unlike for the 

prediction of a target variable, the data does normally not contain information about any sort of 

“ground truth” uncertainty. What is often done, therefore, is to evaluate predicted uncertainties 

indirectly, that is, by assessing their usefulness for improved prediction and decision making. 

As an example, recall the idea of utility maximization discussed in Sect. 4.9, where the decision 

is a set-valued prediction. Another example is accuracy-rejection curves, which depict the accu-

racy of a predictor as a function of the percentage of rejections (Hühn and Hüllermeier 2009): 

A classifier, which is allowed to abstain on a certain percentage p of predictions, will predict on 

those (1 − p) % on which it feels most certain. Being able to quantify its own uncertainty well, 

it should improve its accuracy with increasing p, hence the accuracy-rejection curve should be 

monotone increasing (unlike a flat curve obtained for random abstention).

Most approaches so far neglect model uncertainty, in the sense of proceeding from 

the (perhaps implicit) assumption of a correctly specified hypothesis space H , that is, the 

assumption that H contains a (probabilistic) predictor which is coherent with the data. In 

(Senge et al. 2014), for example, this assumption is reflected by the definition of plausibil-

ity in terms of normalized likelihood, which always ensures the existence of at least one 

fully plausible hypothesis—indeed, (35) is a measure of relative, not absolute plausibility. 

On the one side, it is true that model induction, like statistical inference in general, is not 

possible without underlying assumptions, and that conclusions drawn from data are always 

conditional to these assumptions. On the other side, misspecification of the model class is 

a common problem in practice, and should therefore not be ignored. In principle, conflict 

and inconsistency can be seen as another source of uncertainty, in addition to randomness 

and a lack of knowledge. Therefore, it would be useful to reflect this source of uncertainty 

as well (for example in the form of non-normalized plausibility functions �H , in which the 

gap 1 − sup
h
�H(h) serves as a measure of inconsistency between H and the data D , and 

hence as a measure of model uncertainty).

Related to this is the “closed world” assumption (Deng 2014), which is often violated 

in contemporary machine learning applications. Modeling uncertainty and allowing the 

learner to express ignorance is obviously important in scenarios where new classes may 

emerge in the course of time, which implies a change of the underlying data-generating 

process, or the learner might be confronted with out-of-distribution queries. Some first pro-

posals for dealing with this case can already be found in the literature (DeVries and Taylor 

2018; Lee et al. 2018b; Malinin and Gales 2018; Sensoy et al. 2018).
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Finally, there are many ways in which other machine learning methodology may benefit 

from a proper quantification of uncertainty, and in which corresponding measures could be 

used for “uncertainty-informed” decisions. For example, Nguyen et al. (2019) take advan-

tage of the distinction between epistemic and aleatoric uncertainty in active learning, argu-

ing that the former is more relevant as a selection criterion for uncertainty sampling than 

the latter. Likewise, as already said, a suitable quantification of uncertainty can be very 

useful in set-valued prediction, where the learner is allowed to predict a subset of outcomes 

(and hence to partially abstain) in cases of uncertainty.

Appendix A. Background on uncertainty modeling

The notion of uncertainty has been studied in various branches of science and scientific 

disciplines. For a long time, it plays a major role in fields like economics, psychology, and 

the social sciences, typically in the appearance of applied statistics. Likewise, its impor-

tance for artificial intelligence has been recognized very early on18, at the latest with the 

emergence of expert systems, which came along with the need for handling inconsistency, 

incompleteness, imprecision, and vagueness in knowledge representation (Kruse et  al. 

1991). More recently, the phenomenon of uncertainty has also attracted a lot of attention in 

engineering, where it is studied under the notion of “uncertainty quantification” (Owhadi 

et al. 2012); interestingly, a distinction between aleatoric and epistemic uncertainty, very 

much in line with our machine learning perspective, is also made there.

The contemporary literature on uncertainty is rather broad (cf. Fig. 14). In the follow-

ing, we give a brief overview, specifically focusing on the distinction between set-based 

and distributional (probabilistic) representations. Against the background of our discussion 

about aleatoric and epistemic uncertainty, this distinction is arguably important. Roughly 

speaking, while aleatoric uncertainty is appropriately modeled in terms of probability dis-

tributions, one may argue that a set-based approach is more suitable for modeling igno-

rance and a lack of knowledge, and hence more apt at capturing epistemic uncertainty.

Appendix A.1. Sets versus distributions

A generic way for describing situations of uncertainty is to proceed from an underlying 

reference set Ω , sometimes called the frame of discernment (Shafer 1976). This set consists 

of all hypotheses, or pieces of precise information, that ought to be distinguished in the 

current context. Thus, the elements � ∈ Ω are exhaustive and mutually exclusive, and one 

of them, �∗ , corresponds to the truth. For example, Ω = {H, T} in the case of coin tossing, 

Ω = {win, loss, tie} in predicting the outcome of a football match, or Ω = ℝ ×ℝ+ in the 

estimation of the parameters (expected value and standard deviation) of a normal distribu-

tion from data. For ease of exposition and to avoid measure-theoretic complications, we 

will subsequently assume that Ω is a discrete (finite or countable) set.

As an aside, we note that the assumption of exhaustiveness of Ω could be relaxed. In 

a classification problem in machine learning, for example, not all possible classes might 

be known beforehand, or new classes may emerge in the course of time (Hendrycks and 

Gimpel 2017; Liang et al. 2018; DeVries and Taylor 2018). In the literature, this is often 

called the “open world assumption”, whereas an exhaustive Ω is considered as a “closed 

18 The “Annual Conference on Uncertainty in Artificial Intelligence” (UAI) was launched in the mid 1980s.



495Machine Learning (2021) 110:457–506 

1 3

world” (Deng 2014). Although this distinction may look technical at first sight, it has 

important consequences with regard to the representation and processing of uncertain 

information, which specifically concern the role of the empty set. While the empty set is 

logically excluded as a valid piece of information under the closed world assumption, it 

may suggest that the true state �∗ is outside Ω under the open world assumption.

There are two basic ways for expressing uncertain information about �∗ , namely, in 

terms of subsets and in terms of distributions. A subset C ⊆ Ω corresponds to a constraint 

suggesting that �∗
∈ C . Thus, information or knowledge19 expressed in this way distin-

guishes between values that are (at least provisionally) considered possible and those that 

are definitely excluded. As suggested by common examples such as specifying incomplete 

information about a numerical quantity in terms of an interval C = [l, u] , a set-based repre-

sentation is appropriate for capturing uncertainty in the sense of imprecision.

Going beyond this rough dichotomy, a distribution assigns a weight p(�) to each ele-

ment � , which can generally be understood as a degree of belief. At first sight, this appears 

to be a proper generalization of the set-based approach. Indeed, without any constraints on 

the weights, each subset C can be characterized in terms of its indicator function �
C
 on Ω 

(which is a specific distribution assigning a weight of 1 to each � ∈ C and 0 to all � ∉ Ω ). 

However, for the specifically important case of probability distributions, this view is actu-

ally not valid.

First, probability distributions need to obey a normalization constraint. In particular, a 

probability distribution requires the weights to be nonnegative and integrate to 1. A corre-

sponding probability measure on Ω is a set-function P ∶ 2Ω
⟶ [0, 1] such that P(�) = 0 , 

P(Ω) = 1 , and

(43)P(A ∪ B) = P(A) + P(B)

Fig. 14  Various uncertainty calculi and common frameworks for uncertainty representation (Destercke 

et al. 2008). Most of these formalisms are generalizations of standard probability theory (an arrow denotes 

an “is more general than” relationship)

19 We do not distinguish between the notions of information and knowledge in this paper.
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for all disjoint sets (events) A, B ⊆ Ω . With p(�) = P({�}) for all � ∈ Ω it follows that 

P(A) =
∑

�∈A p(�) , and hence 
∑

�∈Ω p(�) = 1 . Since the set-based approach does not (need 

to) satify this constraint, it is no longer a special case.

Second, in addition to the question of how information is represented, it is of course 

important to ask how the information is processed. In this regard, the probabilistic cal-

culus differs fundamentally from constraint-based (set-based) information processing. The 

characteristic property of probability is its additivity (43), suggesting that the belief in the 

disjunction (union) of two (disjoint) events A and B is the sum of the belief in either of 

them. In contrast to this, the set-based approach is more in line with a logical interpretation 

and calculus. Interpreting a constraint C as a logical proposition (� ∈ C) , an event A ⊆ Ω 

is possible as soon as A ∩ C ≠ � and impossible otherwise. Thus, the information (� ∈ C) 

can be associated with a set-function Π ∶ 2Ω
⟶ {0, 1} such that Π(A) = [[A ∩ C ≠ �]] . 

Obviously, this set-function satisfies Π(�) = 0 , Π(Ω) = 1 , and

Thus, Π is “maxitive” instead of additive (Shilkret 1971; Dubois 2006). Roughly speaking, 

an event A is evaluated according to its (logical) consistency with a constraint C, whereas 

in probability theory, an event A is evaluated in terms of its probability of occurrence. The 

latter is reflected by the probability mass assigned to A, and requires a comparison of this 

mass with the mass of other events (since only one outcome � is possible, the elementary 

events compete with each other). Consequently, the calculus of probability, including rules 

for combination of information, conditioning, etc., is quite different from the correspond-

ing calculus of constraint-based information processing (Dubois 2006).

Appendix A.2. Representation of ignorance

From the discussion so far, it is clear that a probability distribution is essentially mod-

eling the phenomenon of chance rather than imprecision. One may wonder, therefore, to 

what extent it is suitable for representing epistemic uncertainty in the sense of a lack of 

knowledge.

In the set-based approach, there is an obvious correspondence between the degree of 

uncertainty or imprecision and the cardinality of the set C: the larger |C|, the larger the 

lack of knowledge20. Consequently, knowledge gets weaker by adding additional elements 

to C. In probability, the total amount of belief is fixed in terms of a unit mass that is dis-

tributed among the elements � ∈ Ω , and increasing the weight of one element � requires 

decreasing the weight of another element �′ by the same amount. Therefore, the knowledge 

expressed by a probability measure cannot be “weakened” in a straightforward way.

Of course, there are also measures of uncertainty for probability distributions, most 

notably the (Shannon) entropy

However, these are primarily capturing the shape of the distribution, namely its “peak-

edness” or non-uniformity (Dubois and Hüllermeier 2007), and hence inform about the 

(44)Π(A ∪ B) = max

(

Π(A),Π(B)
)

H(p)∶= −
∑

�∈Ω

p(�) log p(�) .

20 In information theory, a common uncertainty measure is log(|C|).
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predictability of the outcome of a random experiment. Seen from this point of view, they 

are more akin to aleatoric uncertainty, whereas the set-based approach is arguably better 

suited for capturing epistemic uncertainty.

For these reasons, it has been argued that probability distributions are less suitable for 

representing ignorance in the sense of a lack of knowledge (Dubois et al. 1996). For exam-

ple, the case of complete ignorance is typically modeled in terms of the uniform distri-

bution p ≡ 1∕|Ω| in probability theory; this is justified by the “principle of indifference” 

invoked by Laplace, or by referring to the principle of maximum entropy21. Then, however, 

it is not possible to distinguish between (i) precise (probabilistic) knowledge about a ran-

dom event, such as tossing a fair coin, and (ii) a complete lack of knowledge, for exam-

ple due to an incomplete description of the experiment. This was already pointed out by 

the famous Ronald Fisher, who noted that “not knowing the chance of mutually exclusive 

events and knowing the chance to be equal are two quite different states of knowledge”.

Another problem in this regard is caused by the measure-theoretic grounding of prob-

ability and its additive nature. For example, the uniform distribution is not invariant under 

reparametrization (a uniform distribution on a parameter � does not translate into a uni-

form distribution on 1∕� , although ignorance about � implies ignorance about 1∕� ). For 

example, expressing ignorance about the length x of a cube in terms of a uniform distribu-

tion on an interval [l, u] does not yield a uniform distribution of x3 on [l3, u
3] , thereby sug-

gesting some degree of informedness about its volume. Problems of this kind render the 

use of a uniform prior distribution, often interpreted as representing epistemic uncertainty 

in Bayesian inference, at least debatable22.

Appendix A.3. Sets of distributions

Given the complementary nature of sets and distributions, and the observation that both 

have advantages and disadvantages, one may wonder whether the two could not be com-

bined in a meaningful way. Indeed, the argument that a single (probability) distribution is 

not enough for representing uncertain knowledge is quite prominent in the literature, and 

many generalized theories of uncertainty can be considered as a combination of that kind 

(Dubois and Prade 1988; Walley 1991; Shafer 1976; Smets and Kennes 1994).

Since we are specifically interested in aleatoric and epistemic uncertainty, and since 

these two types of uncertainty are reasonably captured in terms of sets and probability dis-

tributions, respectively, a natural idea is to consider sets of probability distributions. In 

the literature on imprecise probability, these are also called credal sets (Cozman 2000; 

Zaffalon 2002). An illustration is given in Fig.  15, where probability distributions on 

Ω = {a, b, c} are represented as points in a Barycentric coordinate systems. A credal set 

then corresponds to a subset of such points, suggesting a lack of knowledge about the true 

distribution but restricting it in terms of a set of possible candidates.

Credal sets are typically assumed to be convex subsets of the class ℙ of all probability 

distributions on Ω . Such sets can be specified in different ways, for example in terms of 

upper and lower bounds on the probabilities P(A) of events A ⊆ Ω . A specifically simple 

21 Obviously, there is a technical problem in defining the uniform distribution in the case where Ω is not 

finite.
22 This problem is inherited by hierarchical Bayesian modeling. See work on “non-informative” priors, 

however (Jeffreys 1946; Bernardo 1979).
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approach (albeit of limited expressivity) is the use of so-called possibility distributions and 

related possibility measures (Dubois and Prade 1988). A possibility distribution is a map-

ping � ∶ Ω ⟶ [0, 1] , and the associated measure is given by

A measure of that kind can be interpreted as an upper bound, and thus defines a set P of 

dominated probability distributions:

Formally, a possibility measure on Ω satisfies Π(�) = 0 , Π(Ω) = 1 , and 

Π(A ∪ B) = max(Π(A),Π(B)) for all A, B ⊆ Ω . Thus, it generalizes the maxitivity (44) of 

sets in the sense that Π is not (necessarily) an indicator function, i.e., Π(A) is in [0, 1] and 

not restricted to {0, 1} . A related necessity measure is defined as N(A) = 1 − Π(Ā) , where 

Ā = Ω ⧵ A . Thus, an event A is plausible insofar as the complement of A is not necessary. 

Or, stated differently, an event A necessarily occurs if the complement of A is not possible.

In a sense, possibility theory combines aspects of both set-based and distributional 

approaches. In fact, a possibility distribution can be seen as both a generalized set (in which 

elements can have graded degrees of membership) and a non-additive measure. Just like a 

probability, it allows for expressing graded degrees of belief (instead of merely distinguish-

ing possible from impossible events), but its calculus is maxitive instead of additive23.

The dual pair of measures (N,Π) allows for expressing ignorance in a proper way, 

mainly because A can be declared plausible without declaring Ā implausible. In particular, 

Π(A) ≡ 1 on 2Ω ⧵ � models complete ignorance: Everything is fully plausible, and hence 

nothing is necessary ( N(A) = 1 − Π(Ā) = 0 for all A). A probability measure, on the other 

hand, is self-dual in the sense that P(A) = 1 − P(Ā) . Thus, a probability measure is playing 

both roles simultaneously, namely the role of the possibility and the role of the necessity 

measure. Therefore, it is more constrained than a representation (N,Π) . In a sense, prob-

ability and possibility distributions can be seen as two extremes on the scale of uncertainty 

representations24.

(45)Π ∶ 2Ω ⟶ [0, 1], A ↦ sup
�∈A

�(�) .

(46)P∶=
{

P ∈ ℙ |P(A) ≤ Π(A) for all A ⊆ Ω
}

Fig. 15  Probability distributions on Ω = {a, b, c} as points in a Barycentric coordinate system: Precise 

knowledge (left) versus incomplete knowledge (middle) and complete ignorance (right) about the true dis-

tribution

23 For this reason, possibility measures can also be defined on non-numerical, purely ordinal structures.
24 Strictly speaking, possibilities are not more expressive than probabilities, since possibility distribu-

tions cannot model degenerate probability distributions: Π ≠ N unless Π({�∗}) = 1 for some �∗ ∈ Ω and 

Π({�}) = 0 otherwise.
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Appendix A.4. Distributions of sets

Sets and distributions can also be combined the other way around, namely in terms of 

distributions of sets. Formalisms based on this idea include the calculus of random sets 

(Matheron 1975; Nguyen 1978) as well as the Dempster-Shafer theory of evidence (Shafer 

1976).

In evidence theory, uncertain information is again expressed in terms of a dual 

pair of measures on Ω , a measure of plausibility and a measure of belief. Both can be 

derived from an underlying mass function or basic belief assignment m ∶ 2Ω
⟶ [0, 1] , 

for which m(�) = 0 and 
∑

B⊆Ω m(B) = 1 . Obviously, m defines a probability distribution 

on the subsets of Ω . Thus, instead of a single set or constraint C, like in the set-based 

approach, we are now dealing with a set of such constraints, each one being assigned a 

weight m(C). Each C ⊆ Ω such that m(C) > 0 is called a focal element and represents a 

single piece of evidence (in favor of �∗
∈ C ). Assigning masses to subsets C instead of 

single elements � allows for combining randomness and imprecision.

A plausibility and belief function are derived from a mass function m as follows:

Plausibility (or belief) functions indeed generalize both probability and possibility dis-

tributions. A probability distribution is obtained in the case where all focal elements are 

singleton sets. A possibility measure is obtained as a special case of a plausibility meas-

ure (and, correspondingly, a necessity measure as a special case of a belief measure) for 

a mass function the focal sets of which are nested, i.e., such that C
1
⊂ C

2
⊂ ⋯ ⊂ C

r
 . The 

corresponding possibility distribution is the contour function of the plausibility measure: 

�(�) = Pl({�})∶=
∑

C∶�∈C
m(C) for all � ∈ Ω . Thus, �(�) can be interpreted as the prob-

ability that � is contained in a subset C that is randomly chosen according to the distribu-

tion m (see Fig. 16 for an illustration).

Note that we have obtained a possibility distribution in two ways and for two differ-

ent interpretations, representing a set of distributions as well as a distribution of sets. 

One concrete way to define a possibility distribution � in a data-driven way, which is 

specifically interesting in the context of statistical inference, is in terms of the normal-

ized or relative likelihood. Consider the case where �∗ is the parameter of a probability 

distribution, and we are interested in estimating this parameter based on observed data 

D ; in other words, we are interested in identifying the distribution within the family 

{P
�
|� ∈ Ω} from which the data was generated. The likelihood function is then given 

by L(�;D)∶=P
�
(D) , and the normalized likelihood as

This function can be taken as the contour function of a (consonant) plausibility function 

� , i.e., �(�) = L
n(�;D) for all � ∈ Ω ; the focal sets then simply correspond to the confi-

dence intervals that can be extracted from the likelihood function, which are of the form 

C
�
= {� | L

n(�;D) ≥ �} . This is an interesting illustration of the idea of a distribution of 

sets: A confidence interval can be seen as a constraint, suggesting that the true parameter is 

located inside that interval. However, a single (deterministic) constraint is not meaningful, 

since there is a tradeoff between the correctness and the precision of the constraint. Work-

ing with a set of constraints—or, say, a flexible constraint—is a viable alternative.

Pl(A)∶=
∑

B∩A≠�

m(B) , Bel(A)∶=
∑

B⊆A

m(B) .

L
n(�;D)∶=

L(�;D)

sup
�
�∈Ω L(�;D)

.
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The normalized likelihood was originally introduced by Shafer (1976), and has been 

justified axiomatically in the context of statistical inference by Wasserman (1990). 

Further arguments in favor of using the relative likelihood as the contour function of 

a (consonant) plausibility function are provided by Denoeux (2014), who shows that it 

can be derived from three basic principles: the likelihood principle, compatibility with 

Bayes’ rule, and the so-called minimal commitment principle. See also (Dubois et  al. 

1997) and (Cattaneo 2005) for a discussion of the normalized likelihood in the context 

of possibility theory.

Appendix B. Max–min versus sum‑product aggregation

Recall the definition of plausibility degrees �(y | x
q
) as introduced in Sect. 4.7. The compu-

tation of �(+1 | x
q
) according to (36) is illustrated in Fig. 17, where the hypothesis space H 

is shown schematically as one of the axes. In comparison to Bayesian inference (14), two 

important differences are notable:

• First, evidence of hypotheses is represented in terms of normalized likelihood �H(h) 

instead of posterior probabilities p(h |D) , and support for a class y in terms of 

�(y | h, xq) instead of probabilities h(xq) = p(y | xq).
• Second, the “sum-product aggregation” in Bayesian inference is replaced by a “max-

min aggregation”.

More formally, the meaning of sum-product aggregation is that (14) corresponds to the 

computation of the standard (Lebesque) integral of the class probability p(y | x
q
) with 

respect to the (posterior) probability distribution p(h |D) . Here, instead, the definition of 

�(y | x
q
) corresponds to the Sugeno integral (Sugeno 1974) of the support �(y | h, xq) with 

respect to the possibility measure ΠH induced by the distribution (35) on H:

In general, given a measurable space (X, A) and an A-measurable function f ∶ X ⟶ [0, 1] , 

the Sugeno integral of f with respect to a monotone measure g (i.e., a measure on A such 

that g(�) = 0 , g(X) = 1 , and g(A) ≤ g(B) for A ⊆ B ) is defined as

(47)

(48)

Fig. 16  Possibility distribu-

tion as a contour function of 

a basic belief assignment m 

(values assigned to focal sets 

on the right). In this example, 

�(�
5
) = 1 , because �

5
 is con-

tained in all focal sets, whereas 

�(�
3
) = 0.6
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where F
�
∶={x | f (x) ≥ �}.

In comparison to sum-product aggregation, max-min aggregation avoids the loss of 

information due to averaging and is more in line with the “existential” aggregation in ver-

sion space learning. In fact, it can be seen as a graded generalization of (12). Note that 

max-min inference requires the two measures �H(h) and �(+1 | h, xq) to be commensura-

ble. This is why the normalization of the likelihood according to (35) is important.

Compared to MAP inference (15), max-min inference takes more information into 

account. Indeed, MAP inference only looks at the probability of hypotheses but ignores 

the probabilities assigned to the classes. In contrast, a class can be considered plausible 

according to (36) even if not being strongly supported by the most likely hypothesis hml

—this merely requires sufficient support by another hypothesis h, which is not much less 

likely than hml.
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