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## 1. Introduction

In this paper we deduce algebraic decay rates for the total kinetic energy of weak solutions of nonstationary Navier-Stokes equations in exterior domains $\Omega \subset \mathbf{R}^{n}, n \geqslant 3$ :

$$
\begin{gather*}
\frac{\partial v}{\partial t}+v \cdot \nabla v-\Delta v+\nabla p=0 \quad \text { in } \quad(0, \infty) \times \Omega \\
\nabla \cdot v=0 \quad \text { in } \quad(0, \infty) \times \Omega  \tag{NS}\\
\left.v\right|_{\partial \Omega}=0 ; \quad v \rightarrow 0 \quad \text { as } \quad|x| \rightarrow \infty, \\
\left.v\right|_{t=0}=a .
\end{gather*}
$$

Here $v=\left(v_{1}, \ldots, v_{n}\right)$ and $p$ denote, respectively, unknown velocity and pressure, while $a=\left(a_{1}, \ldots, a_{n}\right)$ is a given initial velocity. By exterior domain we mean a connected open set $\Omega$ whose complement is the closure of the union of a finite number of bounded domains with $C^{\infty}$ boundaries. For problem (NS) the existence of a weak solution in $L^{2}$ was first established by Hopf [16] for an arbitrary $L^{2}$-initial velocity. The uniqueness and the regularity of Hopf's weak solutions are still open questions.

The square of the $L^{2}$-norm of the fluid velocity $v$ is proportional to the kinetic energy of the fluid under consideration; so in view of the presence of the viscosity term $\Delta v$ and the no-slip boundary condition $\left.v\right|_{\partial \Omega}=0$, it is reasonable to expect that the solution $v$ would decay in $L^{2}$ as $t \rightarrow \infty$. However, it is in general not easy to deduce the expected $L^{2}$ decay property for the Navier-Stokes problem in unbounded domains. This $L^{2}$ decay problem was first raised by Leray [24] in the case of the Cauchy problem in $\mathbf{R}^{3}$ and then was affirmatively solved by Kato [20] for the Cauchy problem in $\mathbf{R}^{3}$ and $\mathbf{R}^{4}$ by using the fact that Leray's weak solutions become regular after a finite time.

In this paper we are interested in the $L^{2}$ decay property of weak solutions of the exterior problem (NS). Since we want to discuss also the case of space dimensions $>4$, in which the regularity after a finite time of weak solutions can no more be expected, we have to employ another approach different from that of [20]. Our approach adopted here is based on the Fourier analysis for closed linear operators in Banach spaces and extends those of Schonbek [33, 34], Kajikiya and Miyakawa [18], Borchers and Miyakawa [3] and Wiegner [43], all of which were developed in the case of entire spaces $\mathbf{R}^{n}$ and halfspaces $\mathbf{R}_{+}^{n}, n \geqslant 2$. This approach does not require the regularity of weak solutions and, moreover, provides apparently optimal decay rates.

To explain our approach, let us consider the linearized version of (NS), namely, the Stokes problem in exterior domains:

$$
\begin{gather*}
\frac{\partial v^{0}}{\partial t}-\Delta v^{0}+\nabla p^{0}=0 \quad \text { in } \quad(0, \infty) \times \Omega \\
\nabla \cdot v^{0}=0 \quad \text { in } \quad(0, \infty) \times \Omega \\
\left.v^{0}\right|_{\partial \Omega}=0 ; \quad v^{0} \rightarrow 0 \quad \text { as } \quad|x| \rightarrow \infty  \tag{S}\\
\left.v^{0}\right|_{t=0}=a
\end{gather*}
$$

It is known [4] that the map $a \rightarrow v^{0}(t), t \geqslant 0$, defines a bounded analytic semigroup of class $C_{0}$ in each $L^{r}$ space, $1<r<\infty$, of solenoidal vector fields. As in our previous work [3], we want to state our decay results in the form of the comparison of the decay rates of weak solutions $v$ with those of functions $v^{0}$ corresponding to the same initial data as $v$. To do so, we need first analyze decay properties of $v^{0}(t)$ and then find an appropriate estimate on the nonlinear term $v \cdot \nabla v$ which ensures that the low-frequency components of $v \cdot \nabla v$ can be made as small as we please as $t \rightarrow \infty$. To this end we use as our basic tool the negative of the generator of the above-mentioned semigroup, namely, the Stokes operator $A=A_{r}$ in $L^{r}$ spaces. Due to the boundedness and analyticity of the corresponding semigroup, the fractional powers of $A_{r}$ are defined in the standard manner as in [21, $22,26,42$ ]. Using the recent result of Giga and Sohr [13], which guarantees the existence of bounded pure imaginary powers of $A_{r}$, we apply the complex interpolation theory of Banach spaces to examine the domains of the fractional powers and thereby establish an embedding theorem of Sobolev type involving the fractional powers. This embedding theorem, stated in Section 4, enables us to analyze decay properties of functions $v^{0}(t)$ as well as to find a nice estimate on the nonlinear term $v \cdot \nabla v$. These results on $v^{0}$ and $v \cdot \nabla v$ combined with general calculation schemes as developed in [3, $18,33,34,43]$ eventually yield the desired $L^{2}$ decay results for weak solutions of (NS).

As shown in Section 5, our estimate on $v \cdot \nabla v$ automatically gives a definite algebraic decay rate for its low-frequency components depending only on the space dimension $n$. This indicates that in general we cannot expect that our weak solutions themselves would decay more rapidly than the nonlinear term, even when the corresponding functions $v^{0}$ decay in $L^{2}$ exponentially.

In [25] Maremonti discussed $L^{2}$ decay problem for (NS) in three dimensions. Applying the energy integral method of Heywood [15], he proved that if $a$ is in $L^{r} \cap L^{2}$ for some $1<r \leqslant 2$, then there is a weak solution which decays in $L^{2}$ like the corresponding solution $v^{0}$ of ( S ). This result does not reflect the presence of the nonlinear term, because, as will be shown in Section 2, in his case the nonlinear term decays more rapidly than the function $v^{0}$ and the decay property of his weak solutions is determined by that of $v^{0}$. Our results thus include that of [25] as a special case (see Theorems A and $B$ in Section 2).

Using the boundedness of the semigroup $a \rightarrow v^{0}(t)$ in general $L^{r}$ spaces, we can show (see Lemma 5.2) that any weak solutions decay in $L^{q}$-norms, $n /(n-1) \leqslant q<2$, if the corresponding initial data belong to $L^{r} \cap L^{2}$ for some $1<r \leqslant n /(n-1)$. This improves the same type of result of Galdi and Maremonti [10,25] and implies in particular that the weak solutions treated in our Theorem A in Section 2 decay in $L^{q}, r \leqslant q \leqslant 2$, with explicit rates in case $r<q \leqslant 2$, if in addition $r<2 n /(n+2)$; see Theorem C in Section 2.

Our main results are stated in Section 2. Sections 3 and 4 are devoted to the study of the Stokes operator $A_{r}$. Since in our case $A_{r}$ has no bounded inverse, the study of fractional powers requires more careful arguments than in the case of bounded domains as treated in [12]. We use homogeneous Sobolev spaces to examine the domains of fractional powers by means of the complex interpolation theory, and prove that the functions $\nabla u$ and $A^{1 / 2} u$ have equivalent $L^{r}$-norms provided $1<r<n$. The same result is given in [13] for $1<r<n / 2$ and $1<r \leqslant 2$. To extend the range of $r$ to $1<r<n$, we consider the stationary Stokes problem with singular data and deduce a coercive estimate on $L^{r}$ Dirichlet norms, $1<r<n$, of solutions. The desired equivalence of $\nabla u$ and $A^{1 / 2} u$ in appropriate $L^{r}$ spaces is then deduced through an interpolation argument, and this gives us an embedding theorem of Sobolev type for domains of fractional powers.

The above-mentioned estimate for the stationary Stokes system with singular data was first deduced by Cattabriga [6] in the case of three-dimensional bounded domains. We first extend Cattabriga's result to the case of general space dimensions and then apply the cut-off argument as developed in [4] in order to decompose our problem to the cases of entire spaces and bounded domains. This is carried out in Section 3.

The present work was initiated while the second author was visiting the University
of Paderborn in 1986-87. We wish to thank Professors R. Rautmann and H. Sohr at the University of Paderborn for a number of stimulating and helpful discussions and valuable suggestions.

## 2. Main results

We introduce some notation and definitions. Given a domain $\Omega$ of $\mathbf{R}^{n}$, we denote by $C_{0}^{\infty}(\Omega)$ the set of scalar, as well as vector, $C^{\infty}$-functions with compact support in $\Omega$. $C_{0, \sigma}^{\infty}(\Omega)$ is the set of solenoidal vector fields on $\Omega$ with components in $C_{0}^{\infty}(\Omega)$. For simplicity we use the same notation for denoting spaces of scalar and vector functions unless otherwise specified. $L^{r}(\Omega), 1 \leqslant r \leqslant \infty$, is the usual Lebesgue space with norm $\|\cdot\|_{r}=\|\cdot\|_{r, \Omega}$; and for nonnegative integers $k, H^{k, r}(\Omega)$ denotes the $L^{r}$ Sobolev space with norm $\|\cdot\|_{k, r}=\|\cdot\|_{k, r, \Omega} . H_{0}^{k, r}(\Omega)$ is the $H^{k, r}$-closure of $C_{0}^{\infty}(\Omega)$. When $\Omega$ is unbounded, we need also the homogeneous Sobolev space $\hat{H}_{0}^{k, r}(\Omega)$ defined as the completion of $C_{0}^{\infty}(\Omega)$ in the norm

$$
\left\|\nabla^{k} u\right\|_{r}=\sum_{|a|=k}\left\|\partial^{\alpha} u\right\|_{r}
$$

where $\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \ldots \partial_{n}^{\alpha_{n}}, \partial_{i}=\partial / \partial x_{i}$ and $|\alpha|=\alpha_{1}+\ldots+\alpha_{n}$ for any multi-indices $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right)$ of nonnegative integers. The bracket $\langle\cdot, \cdot\rangle$ stands for the duality pairing between various Banach function spaces which extends the standard $L^{2}$-inner product for real-valued functions. $H^{-k, r}(\Omega)$, and $\hat{H}^{-k, r}(\Omega), 1<r<\infty$, denote the dual space of $H_{0}^{k, r^{\prime}}(\Omega)$ and $\hat{H}_{0}^{k, r^{\prime}}(\Omega), r^{\prime}=r /(r-1)$, respectively.

We now define the notion of weak solution of problem (NS). For an exterior domain $\Omega$ of $\mathbf{R}^{n}, n \geqslant 3$, we denote by $L_{\sigma}^{r}(\Omega), 1<r<\infty$, the $L^{r}$-closure of $C_{0, o}^{\infty}(\Omega)$. Then we have the Helmholtz decomposition of $L^{r}$-vector fields:

$$
\begin{align*}
& L^{r}(\Omega)=L_{o}^{r}(\Omega)+G^{r}(\Omega) \quad \text { (direct sum) } \\
& L_{\sigma}^{r}(\Omega)=\left\{u \in L^{r}(\Omega) ; \nabla \cdot u=0,\left.u \cdot v\right|_{\partial \Omega}=0\right\}  \tag{2.1}\\
& G^{r}(\Omega)=\left\{\nabla p \in L^{r}(\Omega) ; p \in L_{\mathrm{loc}}^{r}(\bar{\Omega})\right\}
\end{align*}
$$

where $\nabla \cdot u$ is understood in the sense of distributions and the normal component $\left.u \cdot v\right|_{\partial \Omega}$ of $u$ is well defined in the dual space $W^{-1 / r, r}(\partial \Omega)$ of the fractional Sobolev trace space $W^{1 / r, r^{\prime}}(\partial \Omega)=W^{1-1 / r^{\prime}, r^{\prime}}(\partial \Omega)$. Further we have ([28])

$$
\begin{equation*}
L_{\sigma}^{r}(\Omega)^{*}=L_{\sigma}^{r^{\prime}}(\Omega) ; \quad G^{r}(\Omega)=L_{\sigma}^{r^{\prime}}(\Omega)^{\perp} \tag{2.2}
\end{equation*}
$$

where ${ }^{*}$ means the dual space and ${ }^{\perp}$ the annihilator. The results (2.1) and (2.2) are proved in [28, 37] for three-dimensional exterior domains, but the proofs given [28] applies also to higher-dimensional case.

Let $a \in L_{\sigma}^{2}(\Omega)$. A function $v$ in $L^{\infty}\left(0, \infty ; L_{\sigma}^{2}(\Omega)\right) \cap L^{2}\left(0, \infty ; \hat{H}_{0}^{1,2}(\Omega)\right)$ is called a weak solution of problem (NS) if $v$ is continuous from $[0, \infty)$ to $L_{\sigma}^{2}(\Omega)$ in the weak topology, $v(0)=a$, and the identity

$$
\begin{equation*}
\langle v(t), \phi(t)\rangle+\int_{s}^{t}(\langle\nabla v, \nabla \phi\rangle+\langle v \cdot \nabla v, \phi\rangle) d \tau=\langle v(s), \phi(s)\rangle+\int_{s}^{t}\left\langle v, \phi^{\prime}\right\rangle d \tau \tag{2.3}
\end{equation*}
$$

holds for all $0 \leqslant s \leqslant t<\infty$ and $\phi \in C^{1}\left([0, \infty) ; L_{\sigma}^{2}(\Omega)\right) \cap C^{0}\left([0, \infty) ; H_{0}^{1,2}(\Omega) \cap L^{n}(\Omega)\right)$. Here $\phi^{\prime}=\partial \phi / \partial t$ and $\langle\nabla v, \nabla \phi\rangle=\Sigma_{i}\left\langle\partial_{i} v, \partial_{i} \phi\right\rangle$; the requirement that $\phi$ be in $L^{n}(\Omega)$ is necessary in order for the nonlinear term in (2.3) to be well defined. In the usual definitions of weak solution the function $v$ is required only to be in $L_{\mathrm{loc}}^{\infty}\left([0, \infty) ; L_{\sigma}^{2}(\Omega)\right) \cap L_{\mathrm{loc}}^{2}([0, \infty)$; $\left.\hat{H}_{0}^{1,2}(\Omega)\right)$. However, since all the weak solutions constructed so far satisfy the energy inequality:

$$
\|v(t)\|_{2}^{2}+2 \int_{0}^{t}\|\nabla v\|_{2}^{2} d \tau \leqslant\|a\|_{2}^{2}
$$

for all $t \geqslant 0$, we adopt our present definition. Since the weak continuity of $v$ necessarily follows from (2.3), our definition of weak solution agrees with the usual ones (see [23, 27, 30, 35]).

We can now state our main results.

Theorem A. Let $n \geqslant 3, a \in L_{\sigma}^{2}(\Omega)$ and let $v^{0}$ be the solution of problem (S) with $v^{0}(0)=a$.
(i) There is a weak solution $v$ of (NS) with the following properties: (a) $\|v(t)\|_{2} \rightarrow 0$ as $t \rightarrow \infty$. (b) If in addition $\left\|v^{0}(t)\right\|_{2}=O\left(t^{-\alpha}\right)$ as $t \rightarrow \infty$ for some $\alpha>0$, then $\|v(t)\|_{2}=O\left(t^{-\beta}\right)$ as $t \rightarrow \infty$, where $\beta=\min (\alpha, n / 4-\varepsilon)$ and $\varepsilon$ is an arbitrary number such that $0<\varepsilon<1 / 4$. (c) The function $v(t)-v^{0}(t)$ satisfies $\left\|v(t)-v^{0}(t)\right\|_{2}=o\left(t^{-n / 4+1 / 2}\right)$ as $t \rightarrow \infty$. (d) If in addition $\left\|v^{0}(t)\right\|_{2}=O\left(t^{-\alpha}\right)$ as $t \rightarrow \infty$ for some $\alpha>0$, then $\left\|v(t)-v^{0}(t)\right\|_{2}=O\left(t^{-\gamma}\right)$ as $t \rightarrow \infty$, where $\gamma=n / 4-1 / 2+\alpha$ if $\alpha<1 / 2$; and $0<\gamma<n / 4$ is arbitrary in case $\alpha \geqslant 1 / 2$.
(ii) If a weak solution $v$ of (NS) satisfies the energy inequality of the following form:

$$
\begin{equation*}
\|v(t)\|_{2}^{2}+2 \int_{s}^{t}\|\nabla v\|_{2}^{2} d \tau \leqslant\|v(s)\|_{2}^{2} \text { for } s=0, \text { a.e. } s>0 \text { and all } t \geqslant s \tag{E}
\end{equation*}
$$

then $v$ possesses all the properties (a)-(d) described in (i).
Part (i) asserts the existence of a weak solution with properties (a)-(d) for any initial data $a \in L_{\sigma}^{2}(\Omega)$, while part (ii) asserts that any weak solutions satisfying the energy inequality ( E ) have properties (a)-(d). We note, however, that the existence of a weak solution satisfying ( E ) is known only when $n=3,4$ (see [20, 24, 29]), and, moreover, it seems impossible to deduce ( E ) for general weak solutions in case $n \geqslant 5$. It is also proved in [29] that the energy inequality (E) implies property (a). Our part (ii) is thus an improvement of the decay result established in [29].

Theorem A was first proved by Wiegner [43] for the Cauchy problem, with $\beta=\min (\alpha,(n+2) / 4)$. The same result can be deduced also in the case of halfspaces if we use various estimates given in [3]. Contrary to these cases, our Theorem A provides slower decay rate: $\beta=\min (\alpha, n / 4-\varepsilon)$. As will be shown in Sections 4 and 5 , this is mainly because our embedding theorem for domains of fractional powers holds only for the exponents $1<r<n$.

When $a \in L^{r}(\Omega) \cap L_{\sigma}^{2}(\Omega)$ for some $1<r<2$, one can take $\alpha=(n / r-n / 2) / 2$ as shown in Section 4. Hence in this case $\beta=\alpha$ and we obtain the following, which is due to Maremonti [25] in case $n=3$.

Theorem B. If $a \in L^{r}(\Omega) \cap L_{\sigma}^{2}(\Omega)$ for some $1<r<2$, and $n \geqslant 3$, then there is a weak solution $v$ of (NS) such that $\|v(t)\|_{2}=O\left(t^{-\gamma}\right)$ as $t \rightarrow \infty$, where $\gamma=(n / r-n / 2) / 2$. The same holds for any weak solutions satisfying energy inequality (E).

Our final result concerns the behavior of $L^{q}$-norms, $q<2$, of weak solutions. The following improves the same type of results of Galdi and Maremonti [10, 25].

Theorem C. If $n \geqslant 3$ and $a \in L^{r}(\Omega) \cap L_{o}^{2}(\Omega)$ for some $1<r \leqslant n /(n-1)$ with $r<$ $2 n /(n+2)$, then the weak solution given in Theorem A lies in the space $L^{\infty}\left(0, \infty ; L^{q}(\Omega)\right)$ for all $r \leqslant q \leqslant 2$; and we have $\|v(t)\|_{q}=o\left(t^{-\eta}\right)$ as $t \rightarrow \infty$, with $\eta=(n / r-n / q) / 2$ provided $q<2$.

Theorems A and C will be proved in Section 5, after preparing necessary material in Sections 3 and 4. In what follows we use the summation convention and $C$ denotes constants which may vary from line to line.

## 3. The Stokes operator over an exterior domain

We first define the Stokes operator and discuss its basic properties. let $P=P_{r}$ be the bounded projection from $L^{r}(\Omega)$ onto $L_{\sigma}^{r}(\Omega), 1<r<\infty$, associated with the Helmholtz decomposition (2.1). The operator

$$
\begin{equation*}
A u=A_{r} u=-P_{r} \Delta u, \quad u \in D\left(A_{r}\right)=L_{\sigma}^{r}(\Omega) \cap H_{0}^{1, r}(\Omega) \cap H^{2, r}(\Omega) \tag{3.1}
\end{equation*}
$$

is called the Stokes operator in $L_{\sigma}^{r}(\Omega)$. The equation $A u=P f$ is equivalent to the stationary Stokes system:

$$
\begin{align*}
& -\Delta u+\nabla p=f, \quad \nabla \cdot u=0 \quad \text { in } \Omega \\
& \left.u\right|_{\partial \Omega}=0 ; \quad u \rightarrow 0 \quad \text { as } \quad|x| \rightarrow \infty \tag{SS}
\end{align*}
$$

Since (SS) is elliptic in the sense of Douglis and Nirenberg, elliptic regularity theory as given in [1] implies that $A_{r}$ is a densely defined closed linear operator in $L_{\sigma}^{r}(\Omega)$ and, for each $m=1,2, \ldots, D\left(A_{r}^{m}\right)$ is contained in $H^{2 m, r}(\Omega)$ with the graph-norm equivalent to $\|\cdot\|_{2 m, r}$. The dual operators of $P_{r}$ and $A_{r}$ are given by

$$
\begin{equation*}
P_{r}^{*}=P_{r^{\prime}}, \quad A_{r}^{*}=A_{r^{\prime}}, \quad r^{\prime}=r /(r-1) \quad \text { (see [9]). } \tag{3.2}
\end{equation*}
$$

It is known [11, 37] that $-A_{r}$ generates an analytic semigroup $\left\{e^{-t A_{r}} ; t \geqslant 0\right\}$ of class $C_{0}$. In this paper, however, our subsequent argument is based on the following improvement of the results of [11, 37], which is due to [4] and [13]. In what follows the complexifications of various function spaces will be written with the same notation as the original real ones.

Theorem 3.1. If $n \geqslant 3$ and $1<r<\infty$, then for each $0<\varepsilon<\pi / 2$ there is a constant $c_{\varepsilon}=c(\varepsilon, r, n, \Omega)$ so that for all $u \in L_{\sigma}^{r}(\Omega), t \in \mathbf{R}$ and all complex numbers $\lambda \neq 0$ with $|\arg \lambda| \leqslant \pi-\varepsilon$, we have
(i) $\left\|\left(\lambda+A_{r}\right)^{-1} u\right\|_{r} \leqslant c_{\varepsilon}|\lambda|^{-1}\|u\|_{r}$.
(ii) $\left\|\nabla^{2}\left(\lambda+A_{r}\right)^{-1} u\right\|_{r} \leqslant c_{\varepsilon}\|u\|_{r}$ provided $1<r<n / 2$.
(iii) The pure imaginary powers $\left(\lambda+A_{r}\right)^{i t}, \lambda>0$, are defined as bounded linear operators on $L_{\sigma}^{r}(\Omega)$ satisfying the estimates

$$
\left\|\left(\lambda+A_{r}\right)^{i t} u\right\|_{r} \leqslant c_{\varepsilon} e^{\varepsilon i f\rangle}\|u\|_{r} .
$$

Parts (i) and (ii) are proved in [4] and part (iii) in [13]. By (i) we can define the fractional powers $A_{r}^{\alpha}, \alpha \geqslant 0$, as in [21, 22, 26, 42]. Part (iii) is proved in [13] only for $\lambda=0$;
but one can easily verify that the proof of [13] actually asserts our version (iii) stated above. Part (iii) enables us to study the domains of $A_{r}^{a}$ with the aid of the complex interpolation theory. From (i) we can deduce

Proposition 3.2. (i) The analytic semigroup $\left\{e^{-t A_{r}} ; t \geqslant 0\right\}$ is bounded.
(ii) For each $\alpha \geqslant 0$ we have the estimate

$$
\begin{equation*}
\left\|A^{\alpha} e^{-t A} u\right\|_{r} \leqslant C t^{-\alpha}\|u\|_{r}, \quad u \in L_{\sigma}^{r}(\Omega), t>0 \tag{3.3}
\end{equation*}
$$

(iii) For each $\alpha \geqslant 0$,

$$
\begin{equation*}
\left\|A^{\alpha}(\lambda+A)^{-\alpha} u\right\|_{r} \leqslant C\|u\|_{r}, \quad u \in L_{\sigma}^{r}(\Omega), \lambda>0 . \tag{3.4}
\end{equation*}
$$

(iv) The operators $A_{r}^{\alpha}, \alpha \geqslant 0$, are all injective.

Proof. The boundedness of the semigroup and estimate (3.3) for integers $\alpha \geqslant 0$ are well known; see for instance the argument in [19, p. 491]. Application of the moment inequalities [22]:

$$
\left\|A^{\beta} u\right\|_{r} \leqslant C\left\|A^{\alpha} u\right\|_{r}^{\theta}\left\|A^{\gamma} u\right\|_{r}^{1-\theta}, \quad 0 \leqslant \alpha<\beta<\gamma \leqslant 1, \theta=(\gamma-\beta) /(\gamma-\alpha)
$$

then yields (3.3) for general $\alpha \geqslant 0$. Estimate (3.4) follows from Theorem 3.1 (i) and [21, Proposition 6.3]; see also [26]. Now if $A_{r} u=0$, then elliptic regularity theory implies that $u \in L_{\sigma}^{q}(\Omega)$ for some $q>2$. Thus, assuming without loss of generality that the origin is outside $\bar{\Omega}$, we easily see that

$$
\int_{\Omega \cap\{|x| \leqslant R\}}|u|^{2}|x|^{-n} d x=o(\log R) \quad \text { as } \quad R \rightarrow \infty
$$

Hence the uniqueness theorem of Chang and Finn [7, Theorem 6] implies that $u=0$. This shows that all integer powers of $A_{r}$ are injective. If $A_{r}^{m+\alpha} u=0$ for some integer $m \geqslant 0$ and $0<\alpha<1$, then we obtain by (3.2),

$$
0=\left\langle A_{r}^{m+\alpha} u, A_{r^{\prime}}^{1-\alpha} \varphi\right\rangle=\left\langle u, A_{r^{\prime}}^{m+1} \varphi\right\rangle \quad \text { for all } \varphi \in D\left(A_{r^{\prime}}^{m+1}\right)
$$

This shows $u \in D\left(A_{r}^{m+1}\right), A_{r}^{m+1} u=0$ and therefore $u=0$. Thus, all powers $A_{r}^{a}, \alpha \geqslant 0$, are injective. The proof is complete.

By injectivity of $A_{r}^{\alpha}$ the map $u \rightarrow\left\|A^{\alpha} u\right\|_{r}$ defines a norm on $D\left(A_{r}^{\alpha}\right)$, so we can introduce the Banach space

$$
\begin{equation*}
D_{r}^{\alpha}=\text { the completion of } D\left(A_{r}^{\alpha}\right) \text { in the norm }\left\|A^{\alpha} \cdot\right\|_{r} . \tag{3.5}
\end{equation*}
$$

Our aim in this and the next sections is to characterize some of these spaces concretely in terms of the complex interpolation theory with the aid of Theorem 3.1 (iii). To do so, we begin with the following result of Bogovski [2] which shows existence of a continuous right-inverse for the divergence operator with zero boundary condition in a bounded domain.

Proposition 3.3. Let $D$ be an $n$-dimensional bounded domain, $n \geqslant 2$, with locally Lipschitz boundary. Then there exists a linear operator $S: C_{0}^{\infty}(D) \rightarrow C_{0}^{\infty}(D)^{n}$ such that for all $f \in C_{0}^{\infty}(D)$,

$$
\begin{equation*}
\|S f\|_{m+1, r} \leqslant C\|f\|_{m, r}, \quad m=0,1,2, \ldots, 1<r<\infty \tag{3.6}
\end{equation*}
$$

with $C$ depending only on $m, r$ and $D$; and

$$
\begin{equation*}
\nabla \cdot S f=f \text { for all } f \in C_{0}^{\infty}(D) \text { with } \int_{D} f d x=0 \tag{3.7}
\end{equation*}
$$

Here $\|\cdot\|_{m, r}$ is the norm of $H^{m, r}(D)$.
From (3.6) it follows that $S$ extends uniquely to a bounded operator from $H_{0}^{m, r}(D)$ to $H_{0}^{m+1, r}(D)^{n}$. We refer to [5] for a complete proof of Proposition 3.3 which is roughly described as follows: We first consider the case where each point in $D$ is connected by a segment in $D$ with a point of a fixed open ball $B$ such that $\bar{B} \subset D$. The operator $S$ is then expressed as

$$
S f(x)=\int_{D} G(x, y) f(y) d y, \quad G(x, y)=(x-y) \int_{1}^{\infty} h(y+t(x-y)) t^{n-1} d t
$$

in terms of any fixed function $h \in C_{0}^{\infty}(B)$ such that $\int h d x=1$, and the proof is carried out with the aid of the Calderon-Zygmund theory [40] on singular integrals. The general case is then treated by reducing the problem to the case stated above by means of a partition of unity. It is also shown in [5] that the method of proof illustrated above yields the following, which is important in the next section.

Proposition 3.4. The operator $S$ restricted to $\left\{f \in C_{0}^{\infty}(D) ; \int_{D} f d x=0\right\}$ extends uniquely to a bounded operator from $H^{-1, r}(D)$ to $L^{r}(D)^{n}$.

We now prove an estimate on solutions of the stationary Stokes system (SS) with
singular data which extends a result of Cattabriga [6] obtained in the case of bounded three-dimensional domains. In what follows the norm of the space $\hat{H}^{-m, r}(\Omega), m>0$, $1<r<\infty$, is denoted by $|\cdot|_{-m, r}=|\cdot|_{-m, r, \Omega}$.

Theorem 3.5. (i) Let $n \geqslant 3,1<r<n, u \in D\left(A_{r}\right), p \in L^{r}(\Omega)$ and $f=-\Delta u+\nabla p$. Then the estimate

$$
\begin{equation*}
\|\nabla u\|_{r}+\|p\|_{r} \leqslant C|f|_{-1, r} \tag{3.8}
\end{equation*}
$$

holds with $C$ independent of $u$ and $p$.
(ii) If $n \geqslant 2, p \in L^{r}(\Omega)$ and $1<r<\infty$, then $\nabla p \in \hat{H}^{-1, r}(\Omega)$ and we have

$$
\begin{equation*}
\|p\|_{r} \leqslant C|\nabla p|_{-1, r} \tag{3.9}
\end{equation*}
$$

with $C$ independent of $p$.
(iii) If $n \geqslant 2$ and $q$ is a distribution on $\Omega$ such that $\nabla q \in \hat{H}^{-1, r}(\Omega)$ for some $1<r<\infty$, then $\nabla q=\nabla p$ for some $p$ in $L^{r}(\Omega)$.

Theorem 3.6. If $n \geqslant 3$ and $1<r<n$, then we have the estimate

$$
\begin{equation*}
\|\nabla u\|_{r} \leqslant C \sup |\langle\nabla u, \nabla v\rangle| \text { for } \quad u \in D\left(A_{r}\right) \tag{3.10}
\end{equation*}
$$

where the supremum is taken over all $v \in C_{0, \sigma}^{\infty}(\Omega)$ with $\|\nabla v\|_{r^{\prime}}=1$.
Remark. When $\Omega$ is bounded and $n=3$, estimate (3.8) is due to Cattabriga [6] and is valid for $1<r<\infty$. As shown below, this result of [6] is true in all dimensions $n \geqslant 2$. Kozono and Sohr [45] have also proved (3.8) and (3.10) for $n^{\prime}<r<n$. Although the arguments in [45] are almost the same as ours, we give here the detailed proofs since our results cover a broader range $1<r<n$. In what follows $\hat{H}_{0, \sigma}^{1, r}(\Omega)$ denotes the $\hat{H}^{1, r}$-closure of $C_{0, \sigma}^{\infty}(\Omega)$.

Proof of Theorem 3.6. We deduce Theorem 3.6 from Theorem 3.5. For $u$ in $D\left(A_{r}\right)$ we regard $g=-\Delta u$ as an element in $\hat{H}_{0, \sigma}^{1, r^{\prime}}(\Omega)^{*}$, the norm of which we denote by $\|\cdot\|^{*}$. By the Hahn-Banach theorem one finds an $f \in \hat{H}^{-1, r}(\Omega)$ with $f=g$ on $\hat{H}_{0, \sigma}^{1, r^{\prime}}(\Omega)$ and $|f|_{-1, r}=\|g\|^{*}$. By a theorem of De Rham [32, Theorem 17'], $f-g=\nabla p$ for some distribution $p$ on $\Omega$; and by Theorem 3.5 (iii) we may assume that $p \in L^{r}(\Omega)$. Applying (3.8) to $f=g+\nabla p=-\Delta u+\nabla p$ we find in particular that

$$
\|\nabla u\|_{r} \leqslant C|f|_{-1, r}=C\|g\|^{*}
$$

By definition of the norm $\|\cdot\|^{*}$, this proves (3.10).
It remains now to prove Theorem 3.5. The proof will be carried out in several steps. We begin with the case of entire spaces $\mathbf{R}^{n}, n \geqslant 2$.

Proposition 3.7. Let $n \geqslant 2$ and $1<r<\infty$.
(i) If $p \in L^{r}\left(\mathbf{R}^{n}\right)$, then $\nabla p \in \hat{H}^{-1, r}\left(\mathbf{R}^{n}\right)$ and the estimate

$$
\|p\|_{r, R^{n}} \leqslant C|\nabla p|_{-1, r, R^{n}}
$$

holds with $C$ independent of $p$.
(ii) If $q$ is a distribution on $\mathbf{R}^{n}$ with $\nabla q \in \hat{H}^{-1, r}\left(\mathbf{R}^{n}\right)$ for some $r$, then there is a (unique) function $p \in L^{r}\left(\mathbf{R}^{n}\right)$ with $\nabla q=\nabla p$.
(iii) If $u \in \hat{H}_{0, \sigma}^{1, r}\left(\mathbf{R}^{n}\right), p \in L^{r}\left(\mathbf{R}^{n}\right)$ and $f=-\Delta u+\nabla p$, then the estimate

$$
\begin{equation*}
\|\nabla u\|_{r, R^{n}}+\|p\|_{r, R^{n}} \leqslant C|f|_{-1, r, R^{n}} \tag{3.11}
\end{equation*}
$$

holds with $C$ independent of $u$ and $p$.
Proof. (i) Since the reverse inequality is obvious, we may assume that $p$ is in $C_{0}^{1}\left(\mathbf{R}^{n}\right)$. By an elementary calculation,

$$
p(x)=c_{n} \int \frac{x-y}{|x-y|^{n}} \cdot(\nabla p)(y) d y \equiv K_{j} *\left(\partial_{j} p\right) .
$$

For $\phi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ we have

$$
|\langle p, \phi\rangle|=\left|\left\langle K_{j} *\left(\partial_{j} p\right), \phi\right\rangle\right|=\mid\left\langle\left(\partial_{j} p, K_{j} * \phi\right\rangle\right|
$$

Thus, if $K_{j}^{*} \phi$ is in $\hat{H}_{0}^{1, r^{\prime}}\left(\mathbf{R}^{n}\right)$, the Calderon-Zygmund theory [40] on singular integrals yields

$$
\mid\left\langle\left(\partial_{j} p, K_{j} * \phi\right\rangle\right| \leqslant|\nabla p|_{-1, r, R^{n} \|}\left\|\nabla K^{*} \phi\right\|_{r^{\prime}, R^{n}} \leqslant C|\nabla p|_{-1, r, R^{n}}\|\phi\|_{r^{\prime}, R^{n}}
$$

and the proof of (i) is complete. We thus need only show that $K_{j} * \phi \in \hat{H}_{0}^{1, r^{\prime}}\left(\mathbf{R}^{n}\right)$. Let $\zeta \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ be such that $0 \leqslant \zeta \leqslant 1 ; \zeta=1$ if $|x| \leqslant 1 ; \zeta=0$ if $|x| \geqslant 2$; and set $\zeta_{N}(x)=\zeta(x / N)$. Obviously $\zeta_{N} K_{j} * \phi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$. We write

$$
\left\|\nabla\left(1-\zeta_{N}\right) K_{j} * \phi\right\|_{r^{\prime}, R^{n}} \leqslant\left\|\left(1-\zeta_{N}\right) \nabla K_{j} * \phi\right\|_{r^{\prime}, R^{n}}+\left\|\left(\nabla \zeta_{N}\right) K_{j} * \phi\right\|_{r^{\prime}, R^{N}} \equiv I_{N}+J_{N}
$$

Since $\nabla K_{j} * \phi \in L^{r^{\prime}}\left(\mathbf{R}^{n}\right)$ by the Calderon-Zygmund theory, $I_{N} \rightarrow 0$ as $N \rightarrow \infty$. To handle $J_{N}$ we fix $M>0$ so that $\operatorname{supp} \phi$ is contained in the ball of radius $M$ centered at the origin. By an elementary calculation,

$$
\begin{aligned}
\left(J_{N}\right)^{r^{\prime}} & \leqslant C N^{-r^{\prime}} \int_{N \leqslant|x| \leqslant 2 N} d x\left(\left.\int_{|y| \leqslant M}|x-y|\right|^{1-n}|\phi(y)| d y\right)^{r^{\prime}} \\
& \leqslant C N^{-r^{\prime}}(N-M)^{r^{\prime(1-n)}} \int_{N \leqslant|x| \leqslant 2 N} d x\left(\int_{|y| \leqslant M}|\phi(y)| d y\right)^{r^{\prime}} \\
& \leqslant C N^{n\left(1-r^{\prime}\right)} \rightarrow 0 \text { as } N \rightarrow \infty
\end{aligned}
$$

since $r^{\prime}>1$. This proves that $K_{j} * \phi \in \hat{H}_{0}^{1, r^{\prime}}\left(\mathbf{R}^{n}\right)$.
(ii) Let $\tilde{P}=\tilde{P}_{r}$ be the projection associated with the Helmholtz decomposition of $L^{r}\left(\mathbf{R}^{n}\right)$. Since $\tilde{P} u=u-\nabla p$, where $p$ solves $\Delta p=\nabla \cdot u$ in $\mathbf{R}^{n}$,

$$
(\tilde{P} u)_{j}=\left(\delta_{j k}+R_{j} R_{k}\right) u_{k}, \quad j=1, \ldots, n
$$

in terms of the Riesz transforms [40] $R=\left(R_{1}, \ldots, R_{n}\right)$ and Kronecker's symbol $\delta_{j k}$. Thus we can directly decompose $\hat{H}^{-1, r}\left(\mathbf{R}^{n}\right)=R(\tilde{P})+N(\tilde{P})$, because the Riesz transforms are bounded linear operators in $\hat{H}^{-1, r}\left(\mathbf{R}^{n}\right)$. We write $\nabla q=u+\nabla p \in R(\tilde{P})+N(\tilde{P})$ with $p=-(-\Delta)^{-1 / 2} R \cdot g$ for some $g=\left(g_{j}\right) \in \hat{H}^{-1, r}\left(\mathbf{R}^{n}\right)$. As in the proof of (i), one can show the boundedness of the Riesz potential ( $-\Delta)^{-1 / 2}$ from $L^{r^{\prime}}\left(\mathbf{R}^{n}\right)$ to $\hat{H}_{0}^{1, r^{\prime}}\left(\mathbf{R}^{n}\right)$; so by duality, it is bounded from $\hat{H}^{-1, r}\left(\mathbf{R}^{n}\right)$ to $L^{r}\left(\mathbf{R}^{n}\right)$. Hence $p \in L^{r}\left(\mathbf{R}^{n}\right)$. Since $\Delta(q-p)=\nabla \cdot u=0$, $\Delta(\nabla(q-p))=0$. Since $\nabla(q-p) \in \hat{H}^{-1, r}\left(\mathbf{R}^{n}\right) \subset H^{-1, r}\left(\mathbf{R}^{n}\right)$, elliptic regularity theory implies $\nabla(q-p) \in H^{1, r}\left(\mathbf{R}^{n}\right)$ and so $\nabla(q-p)=0$.
(iii) We first show that if $p$ is a scalar function in $\hat{H}_{0}^{1, r}\left(\mathbf{R}^{n}\right)$, then

$$
\begin{equation*}
\|\nabla p\|_{r, R^{n}} \leqslant C|\Delta p|_{-1, r, R^{n}} \tag{3.12}
\end{equation*}
$$

with $C$ independent of $p$. By the Hahn-Banach theorem we can take $g=\left(g_{j}\right)$ from $L^{r}\left(\mathbf{R}^{n}\right)$ so that $-\Delta p=\nabla \cdot g$ and $|\Delta p|_{-1, r, R^{n}}=\|g\|_{r, R^{n}}$. We approximate $g$ in $L^{r}$-norm by smooth and compactly supported $g_{m}$ and set $p_{m}=(-\Delta)^{-1} \nabla \cdot g_{m}$, where $(-\Delta)^{-1}$ means the convolution with the standard fundamental solution of $-\Delta$. Then $\nabla p_{m}=R\left(R \cdot g_{m}\right)$ converges in $L^{r}$-norm to some $f \in L^{r}\left(\mathbf{R}^{n}\right)$; and by the Helmholtz decomposition, $f=\nabla q$ for some $q \in L_{\mathrm{loc}}^{r}\left(\mathbf{R}^{n}\right)$. But then, as $m \rightarrow \infty$,

$$
-\Delta p_{m}=\nabla \cdot g_{m} \rightarrow-\Delta p=-\nabla \cdot f=-\Delta q
$$

in the distribution topology, so $\Delta(q-p)=0$ and therefore $\Delta(\nabla(q-p))=0$. Since
$\nabla(q-p) \in L^{r}\left(\mathbf{R}^{n}\right), \nabla q=\nabla p$. Estimate (3.12) follows from $\nabla p=\nabla q=R(R \cdot g)$ and $L^{r}$-boundedness of the Riesz transforms.

We can now prove (3.11). From the equation $-\Delta u=\tilde{P} f$, the boundedness of $\tilde{P}$ in $\hat{H}^{-1, r}\left(\mathbf{R}^{n}\right)$ and estimate (3.12) it follows that

$$
\begin{equation*}
\|\nabla u\|_{r, R^{n}} \leqslant C|\tilde{P} f|_{-1, r, R^{n}} \leqslant C|f|_{-1, r, R^{n}} \tag{3.13}
\end{equation*}
$$

Hence from (i) and the equation $\nabla p=f+\Delta u$ we obtain

$$
\begin{aligned}
\|p\|_{r, R^{n}} & \leqslant C|\nabla p|_{-1, r, R^{n}} \leqslant C\left(|f|_{-1, r, R^{n}}+|\Delta u|_{-1, r, R^{n}}\right) \\
& \leqslant C\left(|f|_{-1, r, R^{n}}+| | \nabla u \|_{r, R^{n}}\right) \leqslant C|f|_{-1, r, R^{n}} .
\end{aligned}
$$

Combining this with (3.13) yields estimate (3.11). The proof is complete.
We next consider the case of bounded domains and extend the result of Cattabriga [6] to all dimensions $\geqslant 2$.

Proposition 3.8. Let $D$ be a bounded domain with smooth boundary in $\mathbf{R}^{n}, n \geqslant 2$, and let $1<r<\infty$.
(i) If $p \in L^{r}(D)$, then $\nabla p \in H^{-1, r}(D)$ and

$$
\left\|p-f_{D} p\right\|_{r, D} \leqslant C\|\nabla p\|_{-1, r, D}
$$

with $C$ independent of $p$, where $f_{D}$ means integration over $D$ with respect to the normalized Lebesgue measure and $\|\cdot\|_{-1, r, D}$ is the norm of $H^{-1, r}(D)$.
(ii) If $q$ is a distribution on $D$ with $\nabla q \in H^{-1, r}(D)$, then $\nabla q=\nabla p$ for some $p \in L^{r}(D)$.
(iii) If $u \in_{0, \sigma}^{1, r}(D)$ and $p \in L^{r}(D)$, then $f=-\Delta u+\nabla p \in H^{-1, r}(D)$ and

$$
\begin{equation*}
\|\nabla u\|_{r, D^{+}}\left\|p-f_{D} p\right\|_{r, D} \leqslant C\|f\|_{-1, r, D} \tag{3.14}
\end{equation*}
$$

with $C$ independent of $u$ and $p$, where $H_{0, \sigma}^{1, r}(D)$ is the $H^{1, r}$-closure of $C_{0, \sigma}^{\infty}(D)$.
Proof. (i) Proposition 3.3 implies that the divergence operator

$$
\nabla \cdot: H_{0}^{1, r^{\prime}}(D) \rightarrow L^{r^{\prime}}(D)
$$

has the closed range

$$
R(\nabla \cdot)=\left\{f \in L^{r^{\prime}}(D) ; \int_{D} f d x=0\right\}
$$

Hence (i) is obtained by duality and the closed range theorem [44].
(ii) Consider the gradient operator

$$
\nabla: L^{r}(D) \rightarrow H^{-1, r}(D)
$$

By the proof of (i) the range $R(\nabla)$ is closed and

$$
R(\nabla)=N(\nabla \cdot)^{\perp}=\left\{u \in H_{0}^{1, r^{\prime}}(D) ; \nabla \cdot u=0\right\}^{\perp} .
$$

It suffices therefore to show that $\langle\nabla q, u\rangle=0$ for all $u \in N(\nabla \cdot)$. Take $u_{j}$ from $C_{0}^{\infty}(D)$ so that $u_{j} \rightarrow u$ in $H^{1, r^{\prime}}(D)$ and so $\nabla \cdot u_{j} \rightarrow \nabla \cdot u=0$ in $L^{r^{\prime}}(D)$. By Proposition 3.3 the functions $v_{j}=u_{j}-S\left(\nabla \cdot u_{j}\right)$ are in $C_{0, \sigma}^{\infty}(D)$ and satisfy

$$
\begin{aligned}
\left\|u-v_{j}\right\|_{1, r^{\prime}, D} & \leqslant\left\|u-u_{j}\right\|_{1, r^{\prime}, D}+\left\|S\left(\nabla \cdot u_{j}\right)\right\|_{1, r^{\prime}, D} \\
& \leqslant\left\|u-u_{j}\right\|_{1, r^{\prime}, D}+C\left\|\nabla \cdot u_{j}\right\|_{r^{\prime}, D} \\
& \rightarrow 0 \text { as } j \rightarrow \infty
\end{aligned}
$$

Since $\left\langle\nabla q, v_{j}\right\rangle=-\left\langle q, \nabla \cdot v_{j}\right\rangle=0$, we obtain as $j \rightarrow \infty$

$$
|\langle\nabla q, u\rangle|=\left|\left\langle\nabla q, u-v_{j}\right\rangle\right| \leqslant\|\nabla q\|_{-1, r, D}\left\|u-v_{j}\right\|_{1, r^{\prime}, D} \rightarrow 0
$$

This proves (ii).
(iii) Let $A=A_{r}$ be the Stokes operator in $L_{\sigma}^{r}(D)$. By Giga [12],

$$
D\left(A_{r}^{1 / 2}\right)=H_{0}^{1, r}(D) \cap L_{\sigma}^{r}(D)
$$

which equals $H_{0, \sigma}^{1, r}(D)$ in view of the proof of (ii), and we have the estimate

$$
\begin{equation*}
C^{-1}\|\nabla u\|_{r, D} \leqslant\left\|A^{1 / 2} u\right\|_{r, D} \leqslant C\|\nabla u\|_{r, D}, \quad u \in D\left(A_{r}^{1 / 2}\right) \tag{3.15}
\end{equation*}
$$

Assume first that $u \in D\left(A_{r}\right)$ and $p \in H^{1, r}(D)$. Then $A u=P_{D} f$, where $P_{D}$ is the projection associated with the Helmholtz decomposition of $L^{r}(D)$. Since $\left\{A_{r^{\prime}}^{1 / 2} v ; v \in C_{0, \sigma}^{\infty}(D)\right\}$ is dense in $L^{r^{\prime}}(D)$, (3.15) yields

$$
\begin{aligned}
\|\nabla u\|_{r, D} & \leqslant C\left\|A^{1 / 2} u\right\|_{r, D}=C \sup \left\{\left|\left\langle A_{r}^{1 / 2} u, A_{r^{\prime}}^{1 / 2} v\right\rangle\right| /\left\|A_{r^{\prime}}^{1 / 2} v\right\|_{r^{\prime}, D} ; v \in C_{0, \sigma}^{\infty}(D)\right\} \\
& \leqslant C \sup \left\{\left|\left\langle P_{D} f, v\right\rangle\right| /\|\nabla v\|_{r^{\prime}, D} ; v \in C_{0, \sigma}^{\infty}(D)\right\}
\end{aligned}
$$

Since $\left\langle P_{D} f, v\right\rangle=\langle f, v\rangle$ for $v \in C_{0, \sigma}^{\infty}(D)$, the last terms is estimated as

$$
\leqslant C \sup \left\{|\langle f, w\rangle| /\|\nabla w\|_{r^{\prime}, D} ; w \in C_{0}^{\infty}(D)\right\}=C\|f\|_{-1, r, D}
$$

This, together with part (i), yields (3.14) in case $u \in D\left(A_{r}\right)$ and $p \in H^{1, r}(D)$. The general case is then treated through approximation. The proof is complete.

Proof of Theorem 3.5. (i) Take $\psi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ with $\psi=1$ in a neighborhood of the complement of $\Omega$, and let $u \in D\left(A_{r}\right), p \in L^{r}(D), 1<r<\infty$. Choosing open balls $B_{1}$ and $B$ so that

$$
\Omega \cap(\operatorname{supp} \psi) \subset B_{1} \subset \bar{B}_{1} \subset B,
$$

we decompose $u$ as follows:

$$
\begin{gathered}
u=u_{1}+u_{2} \\
u_{1}=\psi u-S(\nabla \psi \cdot u) \in D\left(A_{r, B \cap \Omega}\right), \quad u_{2}=(1-\psi) u+S(\nabla \psi \cdot u) \in D\left(A_{r, R^{n}}\right),
\end{gathered}
$$

where $S$ is the operator given in Proposition 3.3 with $D$ a neighborhood of supp $\nabla \psi$ such that $\bar{D}$ is compact in $B \cap \Omega$. Since $S(\nabla \psi \cdot u) \in H_{0}^{3, r}(D)$ if $u \in D\left(A_{r}\right)$, we always understand that $S(\nabla \psi \cdot u) \in H_{0}^{3, r}\left(\mathbf{R}^{n}\right)$ by setting $S(\nabla \psi \cdot u)=0$ outside $D . A_{r, B \cap \Omega}$ and $A_{r, R^{n}}$ denote the Stokes operator on $B \cap \Omega$ and $\mathbf{R}^{n}$, respectively. Now let $f=-\Delta u+\nabla p$; by direct calculation we have

$$
\begin{equation*}
f_{1} \equiv-\Delta u_{1}+\nabla(\psi p)=\psi f+p \nabla \psi-2 \nabla \psi \cdot \nabla u-u \Delta \psi+\Delta S(\nabla \psi \cdot u) \tag{3.16}
\end{equation*}
$$

Applying (3.14) with $D=B \cap \Omega$ yields

$$
\begin{align*}
\left\|\nabla u_{1}\right\|_{r}+\|\psi p\|_{r} \leqslant & C\left(\left\|f_{1}\right\|_{-1, r, D}+\left|f_{D} \psi p\right|\right) \\
\leqslant & C\left(\left(\|\psi f\|_{-1, r, D}+\|\nabla \psi \cdot \nabla u\|_{-1, r, D}+\|u \Delta \psi\|_{-1, r, D}\right.\right. \\
& \left.+\|\Delta S(\nabla \psi \cdot u)\|_{-1, r, D}+\|p \nabla \psi\|_{-1, r, D}+\left|f_{D} \psi p\right|\right)  \tag{3.17}\\
\leqslant & C\left(|\psi f|_{-1, r}+|\nabla \psi \cdot \nabla u|_{-1, r}+|u \Delta \psi|_{-1, r}+\|\nabla S(\nabla \psi \cdot u)\|_{r}\right. \\
& \left.+\|p \nabla \psi\|_{-1, r}+\left|f_{D} \psi p\right|\right)
\end{align*}
$$

where $\|\cdot\|_{-1, r}$ is the norm of $H^{-1, r}(\Omega)$. We estimate the right-hand side as follows: Since $\operatorname{supp} \nabla \psi \subset B \cap \Omega$ and since $\phi \in C_{0}^{\infty}(\Omega)$ vanishes on $\partial \Omega$, it follows from the Poincaré inequality that

$$
\begin{aligned}
|\langle\psi f, \phi\rangle| & =|\langle f, \psi \phi\rangle| \leqslant|f|_{-1, r}\|\nabla(\psi \phi)\|_{r^{\prime}} \\
& \leqslant C|f|_{-1, r}\left(\|\nabla \phi\|_{r^{\prime}}+\|\phi\|_{r^{\prime}, D} \leqslant C|f|_{-1, r}\|\nabla \phi\|_{r^{\prime}}\right.
\end{aligned}
$$

where $D=B \cap \Omega$, and $C$ depends on $\psi$. Hence we have

$$
\begin{equation*}
|\psi f|_{-1, r} \leqslant C|f|_{-1, r} \quad(1<r<\infty) . \tag{3.18}
\end{equation*}
$$

Next, Proposition 3.3 yields

$$
\begin{equation*}
\|\nabla S(\nabla \psi \cdot u)\|_{r} \leqslant C\|\nabla \psi \cdot u\|_{r} \leqslant C\|u\|_{r, \text { supp } \nabla \psi} \quad(1<r<\infty) \tag{3.19}
\end{equation*}
$$

On the other hand, the Poincaré inequality yields

$$
\begin{aligned}
|\langle\nabla \psi \cdot \nabla u, \phi\rangle|= & |\langle\nabla u,(\nabla \psi) \phi\rangle|=\left|\left\langle u,\left(\nabla^{2} \psi\right) \phi+\nabla \psi \nabla \phi\right\rangle\right| \\
\leqslant & C\|u\|_{r, \operatorname{supp} \nabla \psi}\left(\|\phi\|_{r^{\prime}, D}+\|\nabla \phi\|_{r^{\prime}}\right) \leqslant C\|u\|_{r, \operatorname{supp} \nabla \psi}\|\nabla \phi\|_{r^{\prime}} ; \\
& |\langle u \Delta \psi, \phi\rangle| \leqslant C\|u\|_{r^{\prime}, \operatorname{supp} \nabla \psi}\|\phi\|_{r^{\prime}, D} \leqslant C\|u\|_{r, \text { supp } \nabla \psi}\|\nabla \phi\|_{r^{\prime}} .
\end{aligned}
$$

We thus have

$$
\begin{equation*}
|\nabla \psi \cdot \nabla u|_{-1, r} \leqslant C\|u\|_{r, \text { supp } \nabla \psi} ; \quad|u \Delta \psi|_{-1, r} \leqslant C\|u\|_{r, \operatorname{supp} \nabla \psi} \quad(1<r<\infty) \tag{3.20}
\end{equation*}
$$

From (3.17)-(3.20) we obtain

$$
\begin{align*}
\left\|\nabla u_{1}\right\|_{r}+\|\psi p\|_{r} & \leqslant C\left(\left\|f_{1}\right\|_{-1, r, D}+\left|f_{D} \psi p\right|\right) \\
& \leqslant C\left(|f|_{-1, r}+\|u\|_{r, \text { supp} \nabla \psi}+\|p \nabla \psi\|_{-1, r}+\left|f_{D} \psi p\right|\right) \tag{3.21}
\end{align*}
$$

Consider now the function $f_{2}=-\Delta u_{2}+\nabla((1-\psi) p)$ on $\mathbf{R}^{n}$. By (3.11) we have

$$
\begin{equation*}
\left\|\nabla u_{2}\right\|_{r}+\|(1-\psi) p\|_{r} \leqslant C\left|f_{2}\right|_{-1, r, R^{n}} \tag{3.22}
\end{equation*}
$$

We first discuss the case where $n^{\prime}<r<\infty$. Taking $\psi_{2} \in C^{\infty}(\Omega)$ such that $\psi_{2}=1$ in a neighborhood of $\operatorname{supp}(1-\psi)$ and $\psi_{2}=0$ in a neighborhood of $\partial \Omega$, we find that, for $\phi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$,

$$
\begin{equation*}
\left\langle f_{2}, \phi\right\rangle=\left\langle f_{2}, \psi_{2} \phi\right\rangle=\left\langle f, \psi_{2} \phi\right\rangle-\left\langle f_{1}, \psi_{2} \phi\right\rangle . \tag{3.23}
\end{equation*}
$$

Next, choose $\psi_{1} \in C_{0}^{\infty}(B)$ such that $\psi_{1}=1$ in a neighborhood of $B_{1}$. Since $f_{1}$ vanishes outside $B_{1}$, we see that $\left\langle f_{1}, \psi_{2} \phi\right\rangle=\left\langle f_{1}, \psi_{1} \psi_{2} \phi\right\rangle$. So (3.23) gives

$$
\begin{equation*}
\left\langle f_{2}, \phi\right\rangle=\left\langle f, \psi_{2} \phi\right\rangle-\left\langle f_{1}, \psi_{1} \psi_{2} \phi\right\rangle \tag{3.24}
\end{equation*}
$$

Applying Sobolev's inequality yields, with $1 /\left(r^{\prime}\right)^{*}=1 / r^{\prime}-1 / n$,

$$
\begin{aligned}
&\left\|\nabla\left(\psi_{2} \phi\right)\right\|_{r^{\prime}} \leqslant C\left(\|\nabla \phi\|_{r^{\prime}, R^{n}}+\left\|\phi \nabla \psi_{2}\right\|_{r^{\prime}, R^{n}}\right) \leqslant C\left(\|\nabla \phi\|_{r^{\prime}, R^{n}}+\|\phi\|_{\left(r^{\prime}\right)^{*}, R^{n}}\right) \\
& \leqslant C\|\nabla \phi\|_{r^{\prime}, R^{n}} ; \\
&\left\|\nabla\left(\psi_{1} \psi_{2} \phi\right)\right\|_{r^{\prime}, D} \leqslant C\left(\|\nabla \phi\|_{r^{\prime}, R^{n}}+\left\|\phi \nabla\left(\psi_{1} \psi_{2}\right)\right\|_{r^{\prime}, R^{n}}\right) \\
& \leqslant C\left(\|\nabla \phi\|_{r^{\prime}, R^{n}}+\|\phi\|_{\left(r^{\prime}\right)^{*}, R^{n}}\right) \leqslant C\|\nabla \phi\|_{r^{\prime}, R^{n}}
\end{aligned}
$$

Thus (3.24) implies that

$$
\begin{equation*}
\left|f_{2}\right|_{-1, r, R^{n}} \leqslant C\left(|f|_{-1, r}+\left\|f_{1}\right\|_{-1, r, D}\right) \tag{3.25}
\end{equation*}
$$

Combining (3.21), (3.22) and (3.25) gives

$$
\begin{equation*}
\|\nabla u\|_{r}+\|p\|_{r} \leqslant C\left(|f|_{-1, r}+\|u\|_{r, \text { supp } \nabla \psi}+\|p \nabla \psi\|_{-1, r}+\left|f_{D} \psi p\right|\right) \tag{3.26}
\end{equation*}
$$

for $n^{\prime}<r<\infty$, with $C$ independent of $u$ and $p$. To discuss the opposite case $1<r \leqslant n^{\prime}$, we need the following lemma.

Lemma 3.9. If $r \geqslant n$, the space $\hat{H}_{0}^{1, r}(\Omega)$ contains all the smooth functions which are constant for large $|x|$ and vanish in a neighborhood of $\partial \Omega$.

Admitting this lemma for a moment, we continue the proof of Theorem 3.5. Let $1<r \leqslant n^{\prime}$. Since $\left\langle f_{2}, \phi\right\rangle=\left\langle\nabla u_{2}, \nabla \phi\right\rangle-\langle(1-\psi) p, \nabla \cdot \phi\rangle$, we may replace $\phi \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ by $\eta=\phi+c$, where $c$ is a constant vector. We fix $c$ so that

$$
\begin{equation*}
\int_{B_{1}} \eta d x=0 \tag{3.27}
\end{equation*}
$$

Using the functions $\psi_{1}$ and $\psi_{2}$ introduced above, we then obtain

$$
\begin{equation*}
\left\langle f_{2}, \phi\right\rangle=\left\langle f_{2}, \eta\right\rangle=\left\langle f, \psi_{2} \eta\right\rangle-\left\langle f_{1}, \psi_{1} \psi_{2} \eta\right\rangle \tag{3.28}
\end{equation*}
$$

Using the Poincare inequality:

$$
\|\eta\|_{r^{\prime}, B} \leqslant C\left(\|\nabla \phi\|_{r^{\prime}, B}+\left|\int_{B_{1}} \eta d x\right|\right)
$$

and (3.27), we see that

$$
\begin{aligned}
\left\|\nabla\left(\psi_{2} \eta\right)\right\|_{r^{\prime}} & \leqslant C\left(\|\nabla \phi\|_{r^{\prime}, R^{n}}+\left\|\eta \nabla \psi_{2}\right\|_{r^{\prime}, R^{n}}\right) \\
& \leqslant C\left(\|\nabla \phi\|_{r^{\prime}, R^{n}}+\|\eta\|_{r^{\prime}, B} \leqslant C\|\nabla \phi\|_{r^{\prime}, R^{n}} ;\right. \\
\left\|\nabla\left(\psi_{1} \psi_{2} \eta\right)\right\|_{r^{\prime}, D} & \leqslant C\left(\|\nabla \phi\|_{r^{\prime}, R^{n}}+\mid \eta \nabla\left(\psi_{1} \psi_{2}\right) \|_{r^{\prime}, D}\right) \\
& \leqslant C\left(\|\nabla \phi\|_{r^{\prime}, R^{n}}+\|\eta\|_{r^{\prime}, B}\right) \leqslant C\|\nabla \phi\|_{r^{\prime}, R^{n}} .
\end{aligned}
$$

Since $\psi_{2} \eta \in \hat{H}_{0}^{1, r^{\prime}}(\Omega)$ by Lemma 3.9 (3.28) implies (3.25) and we obtain (3.26) for $1<r \leqslant n^{\prime}$.

Now fix $1<r<n$ and suppose the estimate (3.8) is false; then there are sequences $u_{j}$ and $p_{j}$ with $\left\|\nabla u_{j}\right\|_{r}+\left\|p_{j}\right\|_{r}=1$ and $\left|f_{j}\right|_{-1, r} \rightarrow 0$, where $f_{j}=-\Delta u_{j}+\nabla p_{j}$. We may assume that $u_{j} \rightarrow u$ weakly in $\hat{H}_{0}^{1, r}(\Omega)$ and $p_{j} \rightarrow p$ weakly in $L^{r}(\Omega)$. Then, since $u_{j} \rightarrow u$ weakly in $L^{r^{*}}(\Omega), 1 / r^{*}=1 / r-1 / n$, we obtain for $\phi \in D\left(A_{r^{\prime}}\right) \cap D\left(A_{\left(r^{*}\right)}\right)$,

$$
\left\langle f_{j}, \phi\right\rangle=\left\langle\nabla u_{j}, \nabla \phi\right\rangle=\left\langle u_{j}, A_{\left(r^{*}\right)^{\prime}} \phi\right\rangle \rightarrow\left\langle u, A_{\left(r^{*}\right)^{\prime}} \phi\right\rangle=0 .
$$

Since $\left(r^{*}\right)^{\prime}<r^{\prime}, D\left(A_{r^{\prime}}\right) \cap D\left(\mathrm{~A}_{\left(r^{*}\right)^{\prime}}\right)$ is dense in $D\left(A_{\left(r^{*} \gamma^{\prime}\right.}\right)$ with respect to the graph-norm; so $\left\langle u, A_{\left(r^{*}\right)^{\prime}} \phi\right\rangle=0$ for all $\phi \in D\left(A_{\left(r^{*}\right)^{\prime}}\right)$ and therefore $u \in D\left(A_{r^{*}}\right), A_{r^{*}} u=0$. Hence $u=0$. But then, $f_{j} \rightarrow-\Delta u+\nabla p=\nabla p=0$ in the distribution topology, and we get $p=0$ because $p \in L^{r}(\Omega)$ and $\Omega$ is an exterior domain. We have thus proved that $u_{j} \rightarrow 0$ weakly in $L^{r^{*}}(\Omega)$ and $p_{j} \rightarrow 0$ weakly in $L^{r}(\Omega)$. In particular, $u_{j} \rightarrow 0$ weakly in $\hat{H}_{0}^{1, r}(\Omega)$; and since $L^{r^{*}} \subset L^{r}$ on $\operatorname{supp} \nabla \psi$, it follows that $u_{j}$ is bounded in $H^{1, r}$ in a neighborhood of $\operatorname{supp} \nabla \psi$. The Rellich-Kondrachov compactness theorem [8] now implies that

$$
u_{j} \rightarrow 0 \quad \text { in } L^{r}(\operatorname{supp} \nabla \psi) \text { and } p_{j} \nabla \psi \rightarrow 0 \quad \text { in } H^{-1, r}(\Omega) .
$$

Since, clearly, $f_{D} \psi p_{j} \rightarrow 0$ by the definition of weak convergence, we deduce

$$
\left|f_{j}\right|_{-1, r}+\|u\|_{r, \text { supp } \nabla \psi}+\left\|p_{j} \nabla \psi\right\|_{-1, r}+\left|\int_{D} \psi p_{j}\right| \rightarrow 0
$$

and by (3.26), $\left\|\nabla u_{j}\right\|_{r}+\left\|p_{j}\right\|_{r} \rightarrow 0$ : a contradiction. This proves (3.8).
(ii) Fix $1<r<\infty$ and suppose there is a sequence $p_{j}$ such that $\left\|p_{j}\right\|_{r}=1$ and $\mid \nabla p_{\left.j\right|_{-1, r} \rightarrow 0}$ as $j \rightarrow \infty$. We may assume that $p_{j} \rightarrow p$ weakly in $L^{r}(\Omega)$. For any bounded domain $D \subset \Omega$ the restriction map induces a bounded linear operator from $\hat{H}^{-1, r}(\Omega)$ to $H^{-1, r}(D)$; so Proposition 3.8 ensures the existence of constants $c_{j}=c_{j}(D)$ with $p_{j}-c_{j} \rightarrow 0$ in $L^{r}(D)$. Then, $c_{j}=\left(c_{j}-p_{j}\right)+p_{j} \rightarrow p$ weakly in $L^{r}(D)$ and so $p=$ constant $=0$. We thus find
that $p_{j} \rightarrow 0$ in $L^{r}(D)$ for any bounded $D \subset \Omega$. Now let $\psi$ be the function exploited in the proof of (i). By Proposition 3.7 and the argument used in estimating $f_{2}$ in the proof of (i), we obtain

$$
\begin{aligned}
\left\|(1-\psi)\left(p_{j}-p_{k}\right)\right\|_{r, R^{n}} & \leqslant C\left|\nabla\left\{(1-\psi)\left(p_{j}-p_{k}\right)\right\}\right|_{-1, r, R^{n}} \\
& \leqslant C\left(\left|\nabla\left(p_{j}-p_{k}\right)\right|_{-1, r}+\| \nabla\left\{\psi\left(p_{j}-p_{j}\right) \|_{-1, r, B \cap \Omega}\right)\right. \\
& \leqslant C\left(\left|\nabla\left(p_{j}-p_{k}\right)\right|_{-1, r}+\left\|p_{j}-p_{k}\right\|_{r, B \cap \Omega}\right) \rightarrow 0 .
\end{aligned}
$$

Hence $p_{j} \rightarrow 0$ in $L^{r}(\Omega)$ : a contradiction. This proves (ii).
(iii) We regard $(1-\psi) q$ as a distribution on $\mathbf{R}^{n}$. Since $q \in L^{r}(B \cap \Omega)$ by Proposition 3.8, we see as in the proof of (ii),

$$
|\nabla\{(1-\psi) q\}|_{-1, r, R^{n}} \leqslant C\left(|\nabla q|_{-1, r}+\|q\|_{r, B \cap \Omega}\right)<+\infty
$$

Hence Proposition 3.7 (ii) ensures the existence of a function $p \in L^{r}\left(\mathbf{R}^{n}\right)$ such that $\nabla p=\nabla((1-\psi) q)$ in $\mathbf{R}^{n}$. Thus,

$$
\nabla q=\nabla((1-\psi) q)+\nabla(\psi q)=\nabla(p+\psi q) \quad \text { in } \Omega
$$

and the function $p+\psi q \in L^{r}(\Omega)$ is the desired one. The proof is complete.

Proof of Lemma 3.9. Take $\zeta \in C_{0}^{\infty}\left(\mathbf{R}^{n}\right)$ such that $\zeta=1$ for $|x| \leqslant 1$ and $\zeta=0$ for $|x| \geqslant 2$, and let $\zeta_{N}(x)=\zeta(x / N)$. For any $u$ satisfying the assumption, we easily see that if $r>n$,

$$
\left\|\nabla\left(u-u \zeta_{N}\right)\right\|_{r}=C\left\|\nabla \zeta_{N}\right\|_{r} \leqslant C N^{-1+n / r} \rightarrow 0 \quad \text { as } \quad N \rightarrow \infty
$$

and this proves the result for $r>n$. In case $r=n,\left\|\nabla\left(u \zeta_{N}\right)\right\|_{n}$ is bounded, so the result follows from Mazur's theorem [44] if we take suitable convex combinations of the functions $u \zeta_{N}$. The proof is complete.

Remarks. The condition $r<n$ in Theorems 3.5 and 3.6 is optimal. Indeed, when $r \geqslant n$, it is known [5] that the smooth functions which are bounded near the infinity and vanish on $\partial \Omega$ belong to $\hat{H}_{0}^{1, r}(\Omega)$; consequently, the functions $u=c-W \varphi-V \psi$ composed of a constant vector $c$, a double layer potential $W \varphi$, and a single layer potential $V \psi$ belong to $\hat{H}_{0}^{1, r}(\Omega)$ and solve problem (SS) with $f=0$ and $u \rightarrow c$ as $|x| \rightarrow \infty$, together with some $p$, provided

$$
(1 / 2+W) \varphi=c-V \psi \quad \text { on } \partial \Omega
$$

This last equation can be solved by the standard method presented for instance in [23]. Thus (3.8) and (3.10) are not valid for $r \geqslant n$.

Estimate of the form (3.10) was first deduced by Simader [36] in the case of the Dirichlet problem for the Laplacian in a bounded domain. Recently, Kozono and Sohr [45] have also proved (3.10) for $n^{\prime}<r<n$. If $n^{\prime}<r<n$, then $n^{\prime}<r^{\prime}<n$; so (3.8) and (3.10) are valid also for $r^{\prime}$, and this means that problem (SS) with $f \in \hat{H}^{-1, r}(\Omega)$ is always uniquely solvable in $\hat{H}_{0}^{1, r}(\Omega)$ provided that $n^{\prime}<r<n$. For other types of estimates on (SS) we refer the reader to [39] and [45].

Estimate (3.8) is deduced from (3.10) via (3.9). Indeed, if $u \in D\left(A_{r}\right), p \in L^{r}(\Omega)$ and $f=-\Delta u+\nabla p$, then for all $\phi \in C_{0, \sigma}^{\infty}(\Omega)$

$$
|\langle\nabla u, \nabla \phi\rangle|=|\langle f, \phi\rangle| \leqslant|f|_{-1, r}\|\nabla \phi\|_{r^{\prime}}
$$

so (3.10) gives

$$
\begin{equation*}
\|\nabla u\|_{r} \leqslant C|f|_{-1, r} \quad(1<r<n) \tag{3.29}
\end{equation*}
$$

From (3.9) and the equation $\nabla p=f+\Delta u$ it follows that if $1<r<n$,

$$
\begin{align*}
\|p\|_{r} & \leqslant C|\nabla p|_{-1, r} \leqslant C\left(|f|_{-1, r}+|\Delta u|_{-1, r}\right)  \tag{3.30}\\
& \leqslant C\left(|f|_{-1, r}+\|\nabla u\| \|_{r}\right) \leqslant C|f|_{-1, r} .
\end{align*}
$$

From (3.29) and (3.30) we obtain (3.8).
Estimate (3.10) is essential in establishing in Section 4 an embedding result for domains of fractional powers of the Stokes operator.

## 4. Fractional powers of the Stokes operator and interpolation spaces

In this section we examine the domains of fractional powers of the Stokes operator and establish an embedding result of Sobolev type with the aid of the complex interpolation theory of Banach spaces. This is done by Giga [12] in the case where $\Omega$ is bounded and therefore the Stokes operator possesses the bounded inverse in each $L_{\sigma}^{r}(\Omega), 1<r<\infty$. In our case, however, the Stokes operator is not boundedly invertible and so we have to deal with our problem more carefully. The fractional powers of the Stokes operator in an exterior domain are studied also in the recent paper [13] of Giga and Sohr. We shall improve their interpolation result by applying Theorem 3.6. This improvement enables us to deduce in the next section apparently optimal decay rates for the $L^{2}$-norms of weak solutions of problem (NS).

First we define the homogeneous Sobolev space $\hat{H}_{0}^{s^{r},}\left(\mathbf{R}^{r}\right), 1<r<\infty$, of fractional order $s \geqslant 0$ to be the completion of $C_{0}^{\infty}\left(\mathrm{R}^{n}\right)$ in the norm

$$
\begin{equation*}
\left\|\nabla^{s} u\right\|_{r, R^{n}}=\left\|F^{-1}|\xi|^{s} F u\right\|_{r, R^{n}} \tag{4.1}
\end{equation*}
$$

where $F$ is the Fourier transformation and $|\xi|^{s}$ the multiplication operator in the phase space. When $s \geqslant 0$ is an integer, it follows from the Calderon-Zygmund theory [40] that $\hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right)$ agrees with the one defined in Section 2. Since the multiplication by $|\xi|^{-s}, 0<s<n$, corresponds to the convolution by the Riesz potentials, it follows from Sobolev's lemma [31, 40] that

$$
\begin{equation*}
\|u\|_{q, R^{n}} \leqslant C\left\|\nabla^{s} u\right\|_{r, R^{n}}, \quad u \in \hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right) \quad \text { if } \quad 1 / q=1 / r-s / n>0 . \tag{4.2}
\end{equation*}
$$

We next recall a Sobolev type inequality which is valid for functions on exterior domains. For an exterior domain $\Omega$ in $\mathbf{R}^{n}, n \geqslant 3$, we denote by $C_{(0)}^{m}(\bar{\Omega}), m=0,1,2, \ldots$, the set of all restrictions to $\bar{\Omega}$ of functions in $C_{0}^{m}\left(\mathbf{R}^{n}\right)$. The following result is due to [4], [10] and [29].

Lemma 4.1. There is a constant $C$ depending only on $n \geqslant 3,1<r<n$, and $\Omega$ such that, with $1 / r^{*}=1 / r-1 / n$,

$$
\begin{equation*}
\|u\|_{r^{*}} \leqslant C\|\nabla u\|_{r^{\prime}} \quad \text { for all } \quad u \in C_{(0)}^{1}(\bar{\Omega}) \tag{4.3}
\end{equation*}
$$

Obviously, estimate (4.3) can be extended to a more general class of functions by taking completion.

We further recall a few basic notions in the complex interpolation theory of Banach spaces. Given an interpolation couple $\left\{X_{0}, X_{1}\right\}$ of complex Banach spaces, $F\left(X_{0}, X_{1}\right)$ denotes the space of all functions $f(z)$ defined to be continuous from the closed strip $\{0 \leqslant \operatorname{Re} z \leqslant 1\}$ of the complex plane into $X_{0}+X_{1}$, analytic in the interior $\{0<\operatorname{Re} z<1\}$, and such that the maps: $t \rightarrow f(j+i t), j=0,1$, are bounded and continuous from $\mathbf{R}$ to $X_{j}$. Here $i$ is the imaginary unit and $X_{0}+X_{1}$ is the Banach space $\left\{y=x_{0}+x_{1} ; x_{j} \in X_{j}, j=0,1\right\}$ with norm

$$
\|y\|_{X_{0}+X_{1}}=\inf \left\{\left\|x_{0}\right\|_{X_{0}}+\left\|x_{1}\right\|_{X_{1}} ; y=x_{0}+x_{1}\right\} .
$$

By the three-lines theorem $F=F\left(X_{0}, X_{1}\right)$ is a Banach space in the norm

$$
|f|_{F}=\max \left\{\sup _{t}\|f(i t)\|_{X_{0}}, \sup _{t}\|f(1+i t)\|_{X_{1}}\right\} .
$$

By $\left[X_{0}, X_{1}\right]_{\theta}, 0 \leqslant \theta \leqslant 1$, we denote the complex interpolation space beteen $X_{0}$ and $X_{1}$ with norm

$$
|u|_{\theta}=\inf \left\{|f|_{F} ; f \in F\left(X_{0}, X_{1}\right), f(\theta)=u\right\}, \quad 0<\theta<1
$$

For basic facts in complex interpolation theory, we refer to [31] or [41]. If $s<n / r$, (4.2) shows that both $L^{r}\left(\mathbf{R}^{n}\right)$ and $\hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right)$ are continuously embedded into $L^{r}\left(\mathbf{R}^{n}\right)+L^{q}\left(\mathbf{R}^{n}\right)$, $1 / q=1 / r-s / n$, so $\left\{L^{r}\left(\mathbf{R}^{n}\right), \hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right)\right\}$ is an interpolation couple (see [41]). Likewise, by letting $\lambda \rightarrow 0$ in Theorem 3.1 (ii) and applying (4.3), we see that $\left\{L_{\sigma}^{r}(\Omega), D_{r}^{1}\right\}$ is also an interpolation couple provided $2<n / r$.

Theorem 4.2. If $1<r<\infty$ and $0 \leqslant \theta \leqslant 1$, then with equivalent norms,

$$
\begin{gather*}
{\left[L^{r}\left(\mathbf{R}^{n}\right), \hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right)\right]_{\theta}=\hat{H}_{0}^{\theta s, r}\left(\mathbf{R}^{n}\right) \text { for } 0 \leqslant s<n / r}  \tag{4.4}\\
{\left[L_{\sigma}^{r}(\Omega), D_{r}^{1}\right]_{\theta}=D_{r}^{\theta} \text { for } 2<n / r} \tag{4.5}
\end{gather*}
$$

Proof. (i) We may assume $0<\theta<1$ and $0<s<n / r$, since otherwise the result is trivial. Let $\Lambda=(-\Delta)^{s / 2}=F^{-1}|\xi|^{s} F$. Applying Michlin's multiplier theorem [41], we see that, as bounded operators in $L^{r}\left(\mathbf{R}^{n}\right)$,

$$
\begin{gather*}
\left\|\lambda(\lambda+\Lambda)^{-1}\right\| \leqslant M \text { for all } \lambda>0  \tag{4.6}\\
\left\|\Lambda^{a}(\lambda+\Lambda)^{-a}\right\| \leqslant M_{a} \quad(0 \leqslant \alpha \leqslant 1) \text { for all } \lambda>0  \tag{4.7}\\
\left\|(\lambda+\Lambda)^{i t}\right\| \leqslant M_{\varepsilon} e^{\varepsilon|t|} \quad(\varepsilon>0) \text { for all } t \in \mathbf{R} \text { and } \lambda>0 \tag{4.8}
\end{gather*}
$$

Let $w \in D(\Lambda)$ and consider the function $f(z)=e^{(z-\theta)^{2}}(\lambda+\Lambda)^{-(z-\theta)} w, \lambda>0$, which is continuous for $0 \leqslant \operatorname{Re} z \leqslant 1$ and analytic for $0<\operatorname{Re} z<1$, with values in $L^{r}\left(\mathbf{R}^{n}\right)$. Since $f(i t) \in L^{r}\left(\mathbf{R}^{n}\right), f(1+i t) \in D(\Lambda) \subset \hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right)$ and $f(\theta)=w$, we obtain by (4.6)-(4.8),

$$
\begin{aligned}
|\omega|_{\theta} & \leqslant \max \left\{\sup _{t}\|f(i t)\|_{r, R^{n}}, \sup _{t}\|\Lambda f(1+i t)\|_{r, R^{n}}\right\} \\
& \leqslant C \max \left\{\left\|(\lambda+\Lambda)^{\theta} w\right\|_{r, R^{n}}\left\|\Lambda(\lambda+\Lambda)^{-1}(\lambda+\Lambda)^{\theta} w\right\|_{r, R^{n}}\right\} \\
& \leqslant C\left\|(\lambda+\Lambda)^{\theta} w\right\|_{r, R^{n}}
\end{aligned}
$$

Since the constant $C$ is independent of $\lambda>0$, letting $\lambda \rightarrow 0$ yields

$$
\begin{equation*}
|w|_{\theta} \leqslant C\left\|\Lambda^{\theta} w\right\|_{r, R^{n}} \tag{4.9}
\end{equation*}
$$

To show the converse, let $g(z)$ denote an arbitrary function expressed as a finite linear combination of functions of the form $\exp \left(\delta z^{2}+\gamma z\right) b$ with $\delta>0, \gamma \in \mathbf{R}$ and $b \in D(\Lambda)$. Since $(\lambda+\Lambda)^{z} g(z), \lambda>0$, is continuous in $0 \leqslant \operatorname{Re} z \leqslant 1$ and analytic in $0<\operatorname{Re} z<1$, with values in $L^{r}\left(\mathbf{R}^{n}\right)$, we obtain

$$
\left\|\Lambda^{\theta} w\right\|_{r, R^{n}} \leqslant C\left\|(\lambda+\Lambda)^{\theta} w\right\|_{r, R^{n}} \leqslant C \inf _{g(\theta)=w} \max _{j=0,1} \sup _{t}\left\|(\lambda+\Lambda)^{j+i t} g(j+i t)\right\|_{r, R^{n}}
$$

by the three-lines theorem. Letting $\lambda \rightarrow 0$ and using (4.8) gives

$$
\left\|\Lambda^{\theta} w\right\|_{r, R^{n}} \leqslant C \inf _{g(\theta)=w} \max _{j=0,1} \sup _{t}\left\|\Lambda^{j} g(j+i t)\right\|_{r, R^{n}}
$$

Since $D(\Lambda)$ is dense in both of $L^{r}\left(\mathbf{R}^{n}\right)$ and $\hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right)$, it follows from the argument in [41, Section 1.9] that

$$
\begin{equation*}
\left\|\Lambda^{\theta} w\right\|_{r, R^{n}} \leqslant C|w|_{\theta} \tag{4.10}
\end{equation*}
$$

By (4.9) and (4.10) we obtain (4.4).
(ii) To show (4.5) we have only to replace (4.6)-(4.8) by the estimates given in Theorem 3.1 and Proposition 3.2. The proof of (4.4) then applies with no change. The proof is complete.

The Riesz transforms $R=\left(R_{1}, \ldots, R_{n}\right), R_{j}=F^{-1}\left(i \xi_{j} /|\xi|\right) F$, are bounded operators in $\hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right)$, so the projection $\tilde{P}$ associated with the Helmholtz decomposition of $L^{r}\left(\mathbf{R}^{r}\right)$ defines the bounded projection from $\hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right)$ onto the subspace $\hat{H}_{\sigma}^{s, r}\left(\mathbf{R}^{n}\right)$ of solenoidal vector fields. Since $\tilde{P}$ extends to a bounded projection on $L^{r}\left(\mathbf{R}^{n}\right)+\hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right)$, Theorem 4.2 and a standard argument in the interpolation theory [41, Section 1.2.4] together yield

$$
\begin{equation*}
\left[L_{\sigma}^{r}\left(\mathbf{R}^{n}\right), \hat{H}_{\sigma}^{s, r}\left(\mathbf{R}^{n}\right)\right]_{\theta}=\hat{H}_{\sigma}^{\theta s, r}\left(\mathbf{R}^{n}\right), \quad 0 \leqslant \theta \leqslant 1, \quad 0 \leqslant s<n / r . \tag{4.11}
\end{equation*}
$$

Proposition 4.3. (i) $\hat{H}_{0, \sigma}^{1, r}(\Omega)=\left\{v \in \hat{H}_{0}^{1, r}(\Omega) ; \nabla \cdot v=0\right\}$ for $1<r<\infty$.
(ii) $\left[L_{\sigma}^{r}(\Omega), D_{r}^{1}\right]_{1 / 2}=\hat{H}_{0, \sigma}^{1, r}(\Omega)$ if $1<r<n / 2$.
(iii)

$$
\left[\hat{H}_{0, \sigma}^{1, r_{0}}(\Omega), \hat{H}_{0, \sigma}^{1, r_{1}}(\Omega)\right]_{\theta}=\hat{H}_{0, \sigma}^{1, r}(\Omega)
$$

where $1<r_{j}<n, j=0,1, \quad 0 \leqslant \theta \leqslant 1$, and $1 / r=(1-\theta) / r_{0}+\theta / r_{1}$.
Proof. (i) For simplicity we write $X=\hat{H}_{0, o}^{1, r}(\Omega)$ and $Y$ the right-hand side of (i). Since $X$ is closed in $Y$, it suffices to show that $X$ is dense in $Y$. Let $f \in \hat{H}^{-1, r^{\prime}}(\Omega), r^{\prime}=r /(r-1)$, and suppose $f=0$ on $X$. By [32, Theorem $\left.17^{\prime}\right], f=\nabla q$ for some distribution $q$ on $\Omega$. By

Theorem 3.5 (iii), we may assume that $q \in L^{r^{\prime}}(\Omega)$. Now, given $v \in Y$, take a sequence $v_{j} \in C_{0}^{\infty}(\Omega)$ such that $\left\|\nabla\left(v_{j}-v\right)\right\|_{r} \rightarrow 0$. Since $\nabla \cdot v_{j} \rightarrow \nabla \cdot v=0$ in $L^{r}$-norm, we obtain

$$
\langle f, v\rangle=\lim _{j \rightarrow \infty}\left\langle f, v_{j}\right\rangle=\lim _{j \rightarrow \infty}\left\langle\nabla q, v_{j}\right\rangle=-\lim _{j \rightarrow \infty}\left\langle q, \nabla \cdot v_{j}\right\rangle=0 .
$$

Hence $f=0$ on $Y$ and the result follows from the Hahn-Banach theorem.
(ii) Let $D=\mathbf{R}^{n} \backslash \bar{\Omega}$ and let $E$ and $E_{b}$ denote, respectively, the extension operators:

$$
E: C_{(0)}^{2}(\bar{\Omega}) \rightarrow C^{2}\left(\mathbf{R}^{n}\right) ; \quad E_{b}: C_{2}(\bar{D}) \rightarrow C^{2}\left(\mathbf{R}^{n}\right)
$$

with the following properties.
(E1) $\operatorname{supp} E_{b} u\left(u \in C^{2}(\bar{D})\right)$ is contained in a fixed open ball $B \supset \bar{D}$.
(E2) $E_{b}$ extends uniquely to bounded operator: $\boldsymbol{H}^{s, r}(\boldsymbol{D}) \rightarrow \boldsymbol{H}^{s, r}\left(\mathbf{R}^{r}\right)$, for all $1<r<\infty$ and $s=0,1,2$.
(E3) The operator $E$ satisfies the estimate

$$
\begin{equation*}
\left\|\nabla^{s} E u\right\|_{r, R^{n}} \leqslant C\left(\left\|\nabla^{s} u\right\|_{r}+\|u\|_{r, \Omega \cap B}\right), \quad u \in C_{(0)}^{2}(\bar{\Omega}), s=0,1,2 . \tag{4.12}
\end{equation*}
$$

These operators can be constructed in the standard manner via local maps since $\partial \Omega$ is smooth by assumption. If $1<r<n / 2$, it follows from Lemma 4.1 and Hölder's inequality applied to the last term of (4.12) that

$$
\begin{equation*}
\left\|\nabla^{s} E u\right\|_{r, R^{n}} \leqslant C\left\|\nabla^{s} u\right\|_{r}, \quad u \in C_{(0)}^{2}(\tilde{\Omega}), 1<r<n / 2, s=0,1,2 \tag{4.13}
\end{equation*}
$$

Hence, if $\hat{H}^{s, r}(\Omega), s=0,1,2$, denotes the $\left\|\nabla^{s} \cdot\right\|_{r}$-completion of $C_{(0)}^{2}(\bar{\Omega})$, then (4.13) asserts that $E$ is bounded from $\hat{H}^{s, r}(\Omega)$ to $\hat{H}_{0}^{s, r}\left(\mathbf{R}^{n}\right)$ for $1<r<n / 2, s=0,1,2$. Now, letting $\lambda \rightarrow 0$ in Theorem 3.1 (ii) gives the estimate $\left\|\nabla^{2} u\right\|_{r} \leqslant C\|A u\|_{r}, 1<r<n / 2$; so by Lemma 4.1, assertion (i) and the obvious estimate $\|A u\|_{r} \leqslant C\left\|\nabla^{2} u\right\|_{r}$, we find that if $1<r<n / 2$,

$$
\begin{equation*}
D_{r}^{1}=L_{\sigma}^{q_{2}}(\Omega) \cap \hat{H}_{0, \sigma}^{1, q_{1}}(\Omega) \cap \hat{H}^{2, r}(\Omega), \quad 1 / q_{j}=1 / r-j / n, j=1,2 \tag{4.14}
\end{equation*}
$$

Hence by (4.13), $E: D_{r}^{1} \rightarrow \hat{H}_{0}^{2, r}\left(\mathbf{R}^{n}\right)$ is bounded when $1<r<n / 2$. It thus follows from (4.4) and (4.5) that $E: D_{r}^{1 / 2} \rightarrow \hat{H}_{0}^{1, r}\left(\mathbf{R}^{n}\right)$ is bounded, and we get

$$
\begin{equation*}
\|\nabla u\|_{r} \leqslant\|\nabla E u\|_{r, R^{n}} \leqslant C\left\|A^{1 / 2} u\right\|_{r}, \quad 1<r<n / 2, \tag{4.15}
\end{equation*}
$$

which shows the continuous embedding: $D_{r}^{1 / 2} \rightarrow \hat{H}_{0, \sigma}^{1, r}(\Omega)$ in view of assertion (i).
To prove the converse, we define the function $Z u, u \in C_{0, \sigma}^{\infty}\left(\mathbf{R}^{n}\right)$, by

$$
\begin{equation*}
Z u=\gamma_{\Omega} u-\gamma_{\Omega \cap B} E_{b} \gamma_{D} u+S\left(\nabla \cdot \gamma_{\Omega \cap B} E_{b} \gamma_{D} u\right), \quad u \in C_{0, \sigma}^{\infty}\left(\mathbf{R}^{n}\right), \tag{4.16}
\end{equation*}
$$

where $\gamma_{X}$ means restriction to $X$ and $S$ is the operator given in Proposition 3.3 with respect to the bounded domain $\Omega \cap B$. We regard the last two terms on the right-hand side as defined on $\Omega$ by setting $=0$ outside $B$. Since

$$
\nabla \cdot \gamma_{\Omega \cap B} E_{b} \gamma_{D} u=-\nabla \cdot\left(u-\gamma_{\Omega \cap B} E_{b} \gamma_{D} u\right) \text { in } \Omega \cap B
$$

since by the definition of $E_{b}$,

$$
\left.(\partial / \partial v)^{j}\left(u-\gamma_{\Omega B} E_{b} \gamma_{D} u\right)\right|_{\partial \Omega}=0 \quad \text { for } j=0,1
$$

where $v$ is the unit outward normal to $\partial \Omega$, and therefore since

$$
\begin{aligned}
\int_{\Omega \cap B} \nabla \cdot \gamma_{\Omega \cap B} E_{b} \gamma_{D} u d x & =\int_{\Omega \cap B} \nabla \cdot\left(\gamma_{\Omega \cap B} E_{b} \gamma_{D} u-u\right) d x=-\int_{\partial B} v \cdot u d \Sigma \\
& =-\int_{B} \nabla \cdot u d x=0 \quad(v=\text { the unit outward normal to } \partial B)
\end{aligned}
$$

Proposition 3.3 shows that $\nabla \cdot Z u=0$ in $\Omega, S\left(\nabla \cdot \gamma_{\Omega \cap B} E_{b} \gamma_{D} u\right) \in H_{0}^{2, r}(\Omega \cap B)$, and

$$
\begin{aligned}
\left\|\nabla^{2} S\left(\nabla \cdot \gamma_{\Omega \cap B} E_{b} \gamma_{D} u\right)\right\|_{r} & \leqslant C\left(\left\|\nabla^{2} E_{b} \gamma_{D} u\right\|_{r, B}+\left\|\nabla \cdot \gamma_{\Omega \cap B} E_{b} \gamma_{D} u\right\|_{r, \Omega \cap B}\right) \\
& \leqslant C\left(\left\|\nabla^{2} u\right\|_{r, D}+\|\nabla u\|_{r, D}+\|u\|_{r, D}\right) \\
& \leqslant C\left(\left\|\nabla^{2} u\right\|_{r, R^{n}}+\|\nabla u\|_{q_{1}, R^{n}}+\|u\|_{q_{2}, R^{n}}\right) \\
& \leqslant C\left\|\nabla^{2} u\right\|_{r, R^{n}} \quad\left(1 / q_{j}=1 / r-j / n, j=1,2\right)
\end{aligned}
$$

Furthermore, by Proposition 3.4,

$$
\begin{aligned}
\left\|S\left(\nabla \cdot \gamma_{\Omega \cap B} E_{b} \gamma_{D} u\right)\right\|_{r} & =\left\|S\left(\nabla \cdot \gamma_{\Omega \cap B} E_{b} \gamma_{D} u\right)\right\|_{r, \Omega \cap B} \leqslant C\left\|\nabla \cdot \gamma_{\Omega \cap B} E_{b} \gamma_{D} u\right\|_{-1, r, \Omega \cap B} \\
& \leqslant C\left\|E_{b} \gamma_{D} u\right\|_{r, B} \leqslant C\|u\|_{r, R^{n}} .
\end{aligned}
$$

Since the term $\gamma_{\Omega_{\cap B}} E_{b} \gamma_{D} u$ in (4.16) is similarly estimated, we see by (4.14) that the operator $Z$ is bounded from $\hat{H}_{\sigma}^{2, r}\left(\mathbf{R}^{n}\right)$ to $D_{r}^{1}$ and from $L_{\sigma}^{r}\left(\mathbf{R}^{n}\right)$ to $L_{o}^{r}(\Omega)$, respectively. Hence (4.5) and (4.11) together imply that $Z$ is bounded from $\hat{H}_{\sigma}^{1, r}\left(\mathbf{R}^{r}\right)$ to $D_{r}^{1 / 2}$. Since $D_{r}^{1 / 2} \subset \hat{H}_{0, \sigma}^{1, r}(\Omega)$ and since $Z E_{0}=I$ on $\hat{H}_{0, \sigma}^{1, r}(\Omega)$, where $E_{0}$ means the zero-extension of functions defined on $\Omega$, we obtain for $u \in \hat{H}_{0, \sigma}^{1, r}(\Omega)$

$$
\begin{equation*}
\left\|A^{1 / 2} u\right\|_{r}=\left\|A^{1 / 2} Z E_{0} u\right\|_{r} \leqslant C\left\|\nabla E_{0} u\right\|_{r, R^{n}}=C\|\nabla u\|_{r} \tag{4.17}
\end{equation*}
$$

By (4.15) and (4.17) the proof of (ii) is complete.
(iii) By definition and Lemma 4.1, $Z$ is bounded from $\hat{H}_{\sigma}^{1, r}\left(\mathbf{R}^{n}\right)$ to $\hat{H}_{0, \sigma}^{1, r}(\Omega)$ provided
$1<r<n$. Hence $Z \tilde{P}$ is bounded from $\hat{H}_{0}^{1, r}\left(\mathbf{R}^{n}\right)$ to $\hat{H}_{0, \sigma}^{1, r}(\Omega)$ if $1<r<n$. Here we shall use

$$
\begin{align*}
& \quad\left[\hat{H}_{0}^{1, r_{0}}\left(\mathbf{R}^{n}\right), \hat{H}_{0}^{1, r_{1}}\left(\mathbf{R}^{n}\right)\right]_{\theta}=\hat{H}_{0}^{1, r}\left(\mathbf{R}^{n}\right), \quad 0 \leqslant \theta \leqslant 1,  \tag{4.18}\\
& \text { where } \quad 1<r_{j}<n, j=0,1 \text { and } 1 / r=(1-\theta) / r_{0}+\theta / r_{1},
\end{align*}
$$

postponing its proof until the end of this paragraph. We thus have

$$
Z \tilde{P}: \hat{H}_{0}^{1, r}\left(\mathbf{R}^{n}\right) \rightarrow\left[\hat{H}_{0, \sigma}^{1, r_{0}}(\Omega), \hat{H}_{0, \sigma}^{1, r_{1}}(\Omega)\right]_{\theta} \quad \text { is bounded. }
$$

Since $Z \tilde{P} E_{0} u=u$ for $u \in \hat{H}_{0, \sigma}^{1, r}(\Omega)$, it follows that

$$
\begin{equation*}
|u|_{\theta}=\left|Z \tilde{P} E_{0} u\right|_{\theta} \leqslant C\left\|\nabla E_{0} u\right\|_{r, R^{n}}=C\|\nabla u\|_{r} \tag{4.19}
\end{equation*}
$$

Conversely, interpolating between the operators $\nabla: \hat{H}_{0, \sigma}^{1, r_{j}}(\Omega) \rightarrow L^{r_{j}}(\Omega), j=0,1$, we see that $\nabla:\left[\hat{H}_{0, \sigma}^{1, r_{0}}(\Omega), \hat{H}_{0, \sigma}^{1, r_{1}}(\Omega)\right]_{\theta} \rightarrow L^{r}(\Omega)$ is bounded; hence

$$
\begin{equation*}
\|\nabla u\|_{r} \leqslant C|u|_{\theta} \tag{4.20}
\end{equation*}
$$

By (4.19) and (4.20) the proof of (iii) is complete.
It remains to prove (4.18). By Sobolev's inequality we see that if $1<r<n$, then $\nabla: \hat{H}_{0}^{1, r}\left(\mathbf{R}^{r}\right) \rightarrow L^{r}\left(\mathbf{R}^{n}\right)$ is bounded, injective, and the range $R(\nabla)$ is closed. We show that $R(\nabla)=R\left(I-\tilde{P}_{r}\right)=N\left(\tilde{P}_{r}\right)$. Since $R(\nabla) \subset R\left(I-\tilde{P}_{r}\right)$, we need only show that $R(\nabla)$ is dense in $R\left(I-\tilde{P}_{r}\right)$. By the Helmholtz decomposition and the property $\tilde{P}_{r}^{*}=\tilde{P}_{r^{\prime}}, r^{\prime}=$ $r /(r-1), 1<r<\infty$, we easily see that $R\left(I-\tilde{P}_{r}\right)^{*}=R\left(I-\tilde{P}_{r^{\prime}}\right)$. Thus, if $\nabla g \in R\left(I-\tilde{P}_{r^{\prime}}\right)$ vanishes on $R(\nabla)$, then $\Delta g=0$, and so $\Delta(\nabla g)=0$. Hence $\nabla g=0$ and we get $R(\nabla)=R\left(I-\tilde{P}_{r}\right)$ by the Hahn-Banach theorem. Now we apply the complex interpolation to see that

$$
\nabla:\left[\hat{H}_{0}^{1, r_{0}}\left(\mathbf{R}^{n}\right), \hat{H}_{0}^{1, r_{1}}\left(\mathbf{R}^{n}\right)\right]_{\theta} \rightarrow\left[R\left(I-\tilde{P}_{r_{1}}\right), R\left(I-\tilde{P}_{r_{1}}\right)\right]_{\theta}
$$

is a bounded bijection. Hence we have only to show that

$$
\begin{equation*}
\left[R\left(I-\tilde{P}_{r_{0}}\right), R\left(I-\tilde{P}_{r_{1}}\right)\right]_{\theta}=R\left(I-\bar{P}_{r}\right), \quad 1 / r=(1-\theta) / r_{0}+\theta / r_{1} . \tag{4.21}
\end{equation*}
$$

But, since $\tilde{P}$ is a bounded projection on each $L^{r}\left(\mathbf{R}^{n}\right), 1<r<\infty$, (4.21) follows from [41, Section 1.2.4, Theorem]. The proof is complete.

We are now ready to prove the following, which is our key result in this section.

THEOREM 4.4. (i) If $1<r<\infty$, then the estimate

$$
\left\|A^{1 / 2} u\right\|_{r} \leqslant C\|\nabla u\|_{r}, \quad u \in D\left(A_{r}\right)
$$

holds with $C$ independent of $u$.
(ii) If $1<r<n$, then we have

$$
\|\nabla u\|_{r} \leqslant C\left\|A^{1 / 2} u\right\|_{r}, \quad u \in D\left(A_{r}\right)
$$

with $C$ independent of $u$.
(iii) If $1<r<n$, then $D_{r}^{1 / 2}=\hat{H}_{0, o}^{1, r}(\Omega)$.

Proof. By (4.15) and (4.17) both (i) and (ii) are valid for $1<r<n / 2$. Also, in case $r=2$, both (i) and (ii) are obvious, since $A_{2}$ is the self-adjoint operator associated with the bilinear form $\langle\nabla u, \nabla v\rangle$ on $L_{\sigma}^{2}(\Omega) \cap H_{0}^{1,2}(\Omega)$. Now let $r_{1}=2$ and $1<r_{0}<n / 2$ with $r_{0}<r_{1}$. By the above and estimate (3.4) with $\alpha=1 / 2$ the operator $\nabla(\lambda+A)^{-1 / 2}$ extends uniquely to bounded operators from $L_{\sigma}^{r_{j}}(\Omega)$ to $L^{r_{j}}(\Omega), j=0,1$, with operator-norms independent of $\lambda>0$. By interpolation, it thus follows that the same operator is bounded from $L_{\sigma}^{r}(\Omega)$ to $L^{r}(\Omega)$ for all $r_{0} \leqslant r \leqslant r_{1}$ with operator-norm independent of $\lambda>0$. This proves (ii) for $1<r \leqslant 2$. Now let $2<r<\infty$; since $R\left(A_{r^{\prime}}^{1 / 2}\right)$ is dense in $L_{\sigma}^{r^{\prime}}(\Omega)$, it follows from (ii) with $r=r^{\prime}<2$ that, for $u \in D\left(A_{r}\right)$,

$$
\begin{aligned}
\left\|A^{1 / 2} u\right\|_{r} & =\sup _{v}\left|\left\langle A_{r}^{1 / 2} u, A_{r^{\prime}}^{1 / 2} v\right\rangle\right| /\left\|A^{1 / 2} v\right\|_{r^{\prime}}=\sup _{v}|\langle\nabla u, \nabla v\rangle| /\left\|A^{1 / 2} v\right\|_{r^{\prime}} \\
& \leqslant\|\nabla u\|_{r} \sup _{v}\left(\|\nabla v\|_{r^{\prime}}\left\|A^{1 / 2} v\right\|_{r^{\prime}}\right) \leqslant C\|\nabla u\|_{r^{\prime}}
\end{aligned}
$$

We thus conclude that (i) holds for $1<r<n / 2$ and $2 \leqslant r<\infty$. Choosing $r_{1}=2$ and $1<r_{0}<n / 2$ with $r_{0}<r_{1}$, and then interpolating between the operators $A^{1 / 2}: \hat{H}_{0, \sigma}^{1, r_{j}}(\Omega) \rightarrow L_{o}^{r_{j}}(\Omega), j=0,1$, we see by Proposition 4.3 (iii) that (i) holds also for $r_{0} \leqslant r \leqslant r_{1}=2$. The proof of (i) is complete. To finish the proof of (ii) we take an arbitrary $1<r<n$ and apply (3.10), as well as assertion (i) above with $r=r^{\prime}$, obtaining

$$
\begin{aligned}
\|\nabla u\|_{r} & \leqslant C \sup _{v}|\langle\nabla u, \nabla v\rangle| /\|\nabla v\|_{r^{\prime}}=C \sup _{v}\left|\left\langle A_{r}^{1 / 2} u, A_{r^{\prime}}^{1 / 2} v\right\rangle\right| /\|\nabla v\|_{r^{\prime}} \\
& \leqslant C\left\|A^{1 / 2} u\right\|_{r} \sup _{v}\left(\left\|A^{1 / 2} v\right\|_{r^{\prime}} /\|\nabla v\|_{r^{\prime}}\right) \leqslant C\left\|A^{1 / 2} u\right\|_{r}
\end{aligned}
$$

for $u \in D\left(A_{r}\right)$. This proves (ii). (iii) is easily obtained from (i), (ii), Proposition 4.3 (i), and the fact that $D\left(A_{r}\right)$ is dense in $D\left(A_{r}^{1 / 2}\right)$.

Theorem 4.4 enables us to deduce an embedding theorem of Sobolev type for domains of fractional powers.

Corollary 4.5. Let $n \geqslant 3,1<r<n, 0 \leqslant s<n / r$ and $1 / q=1 / r-s / n$. Then the estimate

$$
\begin{equation*}
\|u\|_{q} \leqslant C\left\|A^{s / 2} u\right\|_{r}, \quad u \in D\left(A_{r}^{s / 2}\right) \tag{4.22}
\end{equation*}
$$

holds with $C$ independent of $u$.

Remark. Estimate (4.22) holds for $1<r<\infty$ in the case of entire and halfspaces provided only that $n \geqslant 2$ and $1 / q=1 / r-s / n>0$. For the entire spaces, this is easily seen from the well-known estimates on Riesz potentials [40]. For the case of halfspaces, we refer the reader to [3].

Proof of Corollary 4.5. First observe that $D_{r}^{1 / 2} \subset L^{r^{*}}(\Omega), 1 / r^{*}-1 / r-1 / n$, by Theorem 4.4 and the Sobolev inequality, and therefore $\left\{L_{\sigma}^{r}(\Omega), D_{r}^{1 / 2}\right\}$ is an interpolation couple. The proof of Theorem 4.2 then applies to yield

$$
\begin{equation*}
\left[L_{\sigma}^{r}(\Omega), D_{r}^{1 / 2}\right]_{\theta}=D_{r}^{\theta / 2} \quad(0 \leqslant \theta \leqslant 1) \quad \text { if } \quad 1<r<n \tag{4.23}
\end{equation*}
$$

From (4.23) and the Riesz-Thorin theorem it follows that $D_{r}^{\theta / 2} \subset L^{q}(\Omega)$ with continuous injection if $1<r<n$ and $1 / q=1 / r-\theta / n$. Now let $s=k+\theta$, where $k$ is a nonnegative integer and $0 \leqslant \theta<1$, and take $m$ so large that $D\left(A_{r}^{m}\right) \subset D\left(A_{q}^{s / 2}\right), 1 / q=1 / r-s / n$, which is possible by the regularity theory for problem (SS) [1]. If we set

$$
1 / q_{0}=1 / r-\theta / n \quad \text { and } \quad 1 / q_{j}=1 / q_{0}-j / n, \quad j=0,1, \ldots, k
$$

then, by assumption on $r$ and $s$, we have $q=q_{k}$ and $1<q_{j}<n$ for $j=0, \ldots, k-1$. It thus follows that

$$
\|u\|_{q} \leqslant C\left\|A^{1 / 2} u\right\|_{q_{k-1}} \leqslant \ldots \leqslant C\left\|A^{k / 2} u\right\|_{q_{0}} \leqslant C\left\|A^{s / 2} u\right\|_{r}
$$

for $u \in D\left(A_{r}^{m}\right)$. The case of general $u \in D\left(A_{r}^{s / 2}\right)$ is treated through approximation. The proof is complete.

Corollary 4.5 is now applied to deduce the so-called $L^{p}-L^{q}$ estimates for the semigroup $\left\{e^{-t A} ; t \geqslant 0\right\}$.

Corollary 4.6. (i) If $1<q \leqslant r<\infty$, then the estimate

$$
\begin{equation*}
\left\|e^{-t A} u\right\|_{r} \leqslant C t^{-(n / q-n / r / 2}\|u\|_{q}, \quad u \in L_{o}^{q}(\Omega) \tag{4.24}
\end{equation*}
$$

holds with $C$ independent of $u$ and $t>0$.
(ii) $\left\|e^{-t A} u\right\|_{r} \rightarrow 0$ as $t \rightarrow \infty$ for all $u \in L_{\sigma}^{r}(\Omega)$ and $1<r<\infty$.
(iii) If $1<q \leqslant r<n$, then

$$
\begin{equation*}
\left\|\nabla e^{-t A} u\right\|_{r} \leqslant C t^{-1 / 2-(n / q-n / r / r)}\|u\|_{q}, \quad u \in L_{\sigma}^{q}(\Omega) \tag{4.25}
\end{equation*}
$$

with $C$ independent of $u$ and $t>0$.
Proof. (i) Assume first that $1<q<n$ and take $0<s<n / q$ with $1 / r_{0} \equiv 1 / q-s / n<1 / r$. Since $q<r<r_{0}$, Hölder's inequality and the boundedness of the semigroup yield

$$
\begin{gathered}
\left\|e^{-t A} u\right\|_{r} \leqslant C\left\|e^{-t A} u\right\|_{r_{0}}^{\alpha}\left\|e^{-t A} u\right\|_{q}^{1-\alpha} \leqslant C\left\|e^{-t A} u\right\|_{r_{0}}^{\alpha}\|u\|_{T}^{1-a}, \\
\text { with } \quad \alpha=(1 / q-1 / r) /\left(1 / q-1 / r_{0}\right)=(n / q-n / r) / s .
\end{gathered}
$$

By Corollary 4.5 and (3.2) we conclude that

$$
\left\|e^{-t A} u\right\|_{r} \leqslant C\left\|A^{s / 2} e^{-t A} u\right\|_{q}^{\alpha}\|u\|_{q}^{1-\alpha} \leqslant C t^{-a s / 2}\|u\|_{q},
$$

which shows (4.24) for $1<q<n$. We next consider the case $n \leqslant q \leqslant r<\infty$. Take $1<r_{0}<n$; then the foregoing result and the boundedness of the semigroup together show that if we set $T=e^{-t A}$ for fixed $t>0$,

$$
\begin{gathered}
T: L_{\sigma}^{r}(\Omega) \rightarrow L_{\sigma}^{r}(\Omega) \quad \text { is bounded with bound } \leqslant M ; \text { and } \\
T: L_{\sigma}^{r_{0}}(\Omega) \rightarrow L_{\sigma}^{r}(\Omega) \quad \text { is bounded with bound } \leqslant C t^{-\left(n / r_{0}-n(r) / 2\right.} .
\end{gathered}
$$

Interpolating between these two cases gives the boundness of $T$ from $L_{\sigma}^{q}(\Omega)$ to $L_{\sigma}^{r}(\Omega)$ with bound $\leqslant C t^{-(n / q-n / r) / 2}$. The proof is complete.
(ii) If $u \in C_{0, \sigma}^{\infty}(\Omega)$, then $u \in L_{\sigma}^{q}(\Omega)$ for any $1<q<r$; so the result follows from (1). Since $C_{0, \sigma}^{\infty}(\Omega)$ is dense in $L_{\sigma}^{r}(\Omega)$, the result follows in general case from the boundedness of the semigroup.
(iii) Since $1<r<n$, Theorem 4.4 and estimate (3.2) together yield

$$
\left\|\nabla e^{-t A} u\right\|_{r} \leqslant C\left\|A^{1 / 2} e^{-t A} u\right\|_{r}=C\left\|A^{1 / 2} e^{-t A / 2} e^{-t A / 2} u\right\|_{r} \leqslant C t^{-1 / 2}\left\|e^{-t A / 2} u\right\|_{r}
$$

Applying (4.24) to the last term gives (4.25). The proof is complete.

Remarks. Iwashita [17] has recently proved (4.25) for $1<r \leqslant n$. In the case of halfspaces, (4.24) holds also for $q=1$ (resp. $r=\infty$ ) under an appropriate assumption on $r$ (resp. q); see [3].

Proposition 4.3 (i) was first proved by Heywood [14] for $r=2$. Our proof of Proposition 3.8 (ii) indicates also that, for a bounded domain $D$,

$$
H_{0, \sigma}^{1, r}(D)=\left\{u \in H_{0}^{1, r}(D) ; \nabla \cdot u=0\right\}, \quad 1<r<\infty .
$$

This result was also proved by Heywood [14] for $r=2$.

## 5. Proof of main results

We are now in a position to prove our main results, namely, Theorems A and C in Section 2. We begin by establishing the following, which is our key lemma in this section. Let

$$
A_{2}=\int_{0}^{\infty} \lambda d E_{\lambda}
$$

be the spectral decomposition of the nonnegative self-adjoint operator $A_{2}$.

Lemma 5.1. Let $0<\varepsilon<1 / 4$ and $\theta+\varrho=1+2 \varepsilon$ with $\theta \geqslant 0, \varrho \geqslant 0$. Then there is a constant $C=C(\varepsilon, \theta, \varrho, n, \Omega)$ such that

$$
\begin{equation*}
\left\|E_{\lambda} P(u \cdot \nabla) v\right\|_{2} \leqslant C \lambda^{n / 4-\varepsilon}\left\|A^{\theta / 2} u\right\|_{2}\left\|A^{\varrho / 2} v\right\|_{2} \tag{5.1}
\end{equation*}
$$

for all $\lambda>0, u \in D\left(A_{2}^{\theta / 2}\right)$ and $v \in D\left(A_{2}^{\rho / 2}\right)$.
Proof. Let $q=n /(1+2 \varepsilon), 1 / r=1 / 2-\theta / n$ and $1 / s=1 / 2-\varrho / n$ so that $1 / q+1 / r+1 / s=1$. Since $\nabla \cdot u=0$, an integration by parts and Hölder's inequality together yield

$$
\left\|E_{\lambda} P(u \cdot \nabla) v\right\|_{2}=\sup _{\varphi}\left|\left\langle u \cdot \nabla E_{\lambda} \varphi, v\right\rangle\right| \leqslant\|u\|_{r}\|v\|_{s} \sup _{\varphi}\left\|\nabla E_{\lambda} \varphi\right\|_{q}
$$

where the supremum is taken over all $\varphi$ in the unit ball of $L_{\sigma}^{2}(\Omega)$. Since $2<q<n$, Theorem 4.4 and the fact that $E_{\lambda} \varphi \in D\left(A_{2}^{\infty}\right) \subset D\left(A_{q}^{\infty}\right)$ together imply that

$$
\left\|\nabla E_{\lambda} \varphi\right\|_{q} \leqslant C\left\|A^{1 / 2} E_{\lambda} \varphi\right\|_{q} .
$$

Since $1 / q=1 / 2-\sigma / n$ with $\sigma=n / 2-2 \varepsilon-1$, Corollary 4.5 gives

$$
\left\|A^{1 / 2} E_{\lambda} \varphi\right\|_{q}^{2} \leqslant C\left\|A^{(\sigma+1) / 2} E_{\lambda} \varphi\right\|_{2}^{2}=C \int_{0}^{\lambda} \mu^{n / 2-2 \varepsilon} d_{\mu}\left\|E_{\mu} E_{\lambda} \varphi\right\|_{2}^{2} \leqslant C \lambda^{n / 2-2 \varepsilon} .
$$

Combining this with $\|u\|_{r} \leqslant C\left\|A^{\theta / 2} u\right\|_{2}$ and $\|v\|_{s} \leqslant C\left\|A^{\theta / 2} v\right\|_{2}$ yields (5.1).
Remark. On entire and halfspaces estimate (5.1) takes the form

$$
\begin{equation*}
\left\|E_{\lambda} P(u \cdot \nabla) v\right\|_{2} \leqslant C \lambda^{(n+2) / 4}\|u\|_{2}\|v\|_{2} . \tag{5.2}
\end{equation*}
$$

The proof is given in $[3,18]$. The parameter $\lambda$ will be identified with $t^{-1}$ in deducing $L^{2}$ decay rates; thus our estimate (5.1) yields the rate $t^{\varepsilon-n / 4}$ caused by the presence of the nonlinear term, while (5.2) gives $t^{-(n+2) / 4}$ in the case of entire and halfspaces.
5.1. Proof of Theorem A. We give a detailed proof of assertion (ii) and then describe an outline of the proof of (i), since the proof of (i) is almost the same as, and in some sense easier than, that of (ii). Let $v$ be a weak solution of (NS) with $v(0)=a$, satisfying the energy inequality:

$$
\begin{equation*}
\|v(t)\|_{2}^{2}+2 \int_{s}^{t}\|\nabla v\|_{2}^{2} d \tau \leqslant\|v(s)\|_{2}^{2} \text { for } s=0, \text { a.e. } s>0 ; \text { and all } t \geqslant s \tag{E}
\end{equation*}
$$

and let $\lambda=\lambda(t)$ be any smooth positive function of $t>0$. From the estimate

$$
\|\nabla v\|_{2}^{2}=\left\|A^{1 / 2} v\right\|_{2}^{2}=\int_{0}^{\infty} z d\left\|E_{z} v\right\|_{2}^{2} \geqslant \int_{\lambda}^{\infty} z d\left\|E_{z} v\right\|_{2}^{2} \geqslant \lambda\left(\|v\|_{2}^{2}-\left\|E_{\lambda} v\right\|_{2}^{2}\right)
$$

and from (E) it follows that

$$
\begin{equation*}
\|v(t)\|_{2}^{2}+\int_{s}^{t} \lambda(\tau)\|v(\tau)\|_{2}^{2} d t \leqslant\|v(s)\|_{2}^{2}+\int_{s}^{t} \lambda(\tau)\left\|E_{\lambda(\tau)} v(\tau)\right\|_{2}^{2} d t . \tag{5.3}
\end{equation*}
$$

The last integral in (5.3) is well defined in the sense of Lebesgue, since the function $f(\lambda, \tau)=\left\|E_{\lambda} v(\tau)\right\|_{2}$ is monotone in $\lambda$ for each fixed $\tau$ and measurable in $\tau$ for each fixed $\lambda$. To estimate the term $\left\|E_{\lambda(\tau)} v(\tau)\right\|_{2}$ we go back to the definition of weak solution. In (2.3) we set $\phi(\tau)=e^{-(t-\tau) A} E_{\lambda} \varphi, \varphi \in L_{o}^{2}(\Omega)$, which is legitimate since $E_{\lambda} \varphi \in L^{n}(\Omega)$, and obtain

$$
\begin{aligned}
\left\langle E_{\lambda} v(t), \varphi\right\rangle & =\left\langle E_{\lambda} e^{-(t-s) A} v(s), \varphi\right\rangle-\int_{s}^{t}\left\langle v \cdot \nabla v(\tau), e^{-(t-\tau) A} E_{\lambda} \varphi\right\rangle d \tau \\
& =\left\langle E_{\lambda} e^{-(t-s) A} v(s), \varphi\right\rangle+\int_{s}^{t}\left\langle v, v \cdot \nabla E_{\lambda} e^{-(t-\tau) A} \varphi\right\rangle d \tau
\end{aligned}
$$

for $t \geqslant s \geqslant 0$. The last term is estimated as in the proof of Lemma 5.1 and we obtain for $0<\varepsilon<1 / 4$,

$$
\begin{aligned}
\left\|E_{\lambda} v(t)\right\|_{2} & \leqslant\left\|E_{\lambda} e^{-(t-s) A} v(s)\right\|_{2}+C \lambda^{n / 4-\varepsilon} \int_{s}^{t}\left\|A^{1 / 2+\varepsilon / 2} v\right\|_{2}^{2} d t \\
& \leqslant\left\|E_{\lambda} e^{-(t-s) A} v(s)\right\|_{2}+C \lambda^{n / 4-\varepsilon} \int_{s}^{t}\left\|A^{1 / 2} v\right\|_{2}^{1+2 \varepsilon}\|v\|_{2}^{1-2 \varepsilon} d t \\
& \leqslant\left\|e^{-(t-s) A} v(s)\right\|_{2}+C \lambda^{n / 4-\varepsilon}\left(\int_{s}^{t}\|\nabla v\|_{2}^{2} d \tau\right)^{(1+2 \varepsilon) / 2}\left(\int_{s}^{t}\|v\|_{2}^{2} d t\right)^{(1-2 \varepsilon) / 2}
\end{aligned}
$$

Here we set $s=0$ and use the estimate $\int_{0}^{\infty}\|\nabla v\|_{2}^{2} d \tau \leqslant\|a\|_{2}^{2} / 2$ which follows from (E), to get

$$
\begin{equation*}
\left\|E_{\lambda} v(t)\right\|_{2} \leqslant\left\|e^{-t A} a\right\|_{2}+C \lambda^{n / 4-\varepsilon}\left(\int_{0}^{t}\|v\|_{2}^{2} d \tau\right)^{(1-2 \varepsilon / 2} \tag{5.4}
\end{equation*}
$$

Substituting (5.4) with $\lambda=\lambda(t)$ into (5.3) yields the following inequality for $y(t)=\|v(t)\|_{2}^{2}$ :

$$
\begin{equation*}
y(t)-g(t, s)+\int_{s}^{t} \lambda(\tau) y(\tau) d t \leqslant y(s) \quad \text { a.e. in } \quad s \in(0, t) \tag{5.5}
\end{equation*}
$$

with $g(t, s)=2 \int_{s}^{t}\left[\lambda(\tau)\left\|e^{-t A} a\right\|_{2}^{2}+C \lambda^{n / 2+1-2 \varepsilon}(\tau)\left(\int_{0}^{\tau}\|v\|_{2}^{2} d \sigma\right)^{1-2 \varepsilon}\right] d \tau$.
We now want to apply Gronwall's lemma to (5.5) with respect to $s$. Consider the function $h(s)=\int_{s}^{t} \lambda(\tau) y(\tau) d t$, which is a.e. differentiable in $(0, t)$ with $h^{\prime} \in L^{\infty}(\delta, t)$ for small $\delta>0$. From (5.5) we have

$$
\begin{equation*}
h^{\prime}(\tau)=-\lambda(\tau) y(\tau) \leqslant-\lambda(\tau)[h(\tau)+y(t)-g(t, \tau)] \tag{5.6}
\end{equation*}
$$

Now let $H \geqslant 0$ be a function solving $H^{\prime}(\tau)=\lambda(\tau) H(\tau)$. Multiplying (5.6) by $H$ and then integrating over [ $s, t$ ] yields

$$
(H(t)-H(s)) y(t) \leqslant H(s) h(s)+\int_{s}^{t} H^{\prime}(\tau) g(t, \tau) d \tau
$$

since $h(t)=0$. Applying (5.5) to the right-hand side above and integrating by parts, we obtain, since $g(t, t)=0$,

$$
\begin{equation*}
H(t) y(t) \leqslant H(s) y(s)-\int_{s}^{t} H(\tau) g_{\tau}^{\prime}(t, \tau) d \tau \tag{5.7}
\end{equation*}
$$

Now choose $\lambda(\tau)=m \tau^{-1}, m>0$, so that $H(\tau)=\tau^{m}$ and $H^{\prime}(\tau)=m \tau^{m-1}$. Since (5.7) holds for
a.e. $s \geqslant 0$ and since $y(s)$ is bounded, taking $m$ sufficiently large we can pass to the limit $s \rightarrow 0$ in (5.7) to obtain

$$
\begin{equation*}
\|v(t)\|_{2}^{2} \leqslant C t^{-m} \int_{0}^{t} m s^{m-1}\left\|e^{-s A} a\right\|_{2}^{2} d s+C t^{-m} \int_{0}^{t} s^{m-n / 2-1+2 \varepsilon}\left(\int_{0}^{s}\|v\|_{2}^{2} d t\right)^{1-2 \varepsilon} d s \tag{5.8}
\end{equation*}
$$

Since $\|v(\tau)\|_{2} \leqslant\|a\|_{2}$ as seen from energy inequality $(\mathrm{E})$, the last term of (5.8) is $\leqslant C t^{1-n / 2}$; hence assertion (a) follows from the convergence $\left\|e^{-t A} a\right\|_{2} \rightarrow 0(t \rightarrow \infty)$. To prove (b), suppose that $\left\|e^{-s A} a\right\|_{2} \leqslant C s^{-a}$ and $\|v(s)\|_{2} \leqslant C s^{-\beta_{0}}$; then (5.8) implies $\|v(t)\|_{2} \leqslant C t^{-\beta_{1}}$ with $\beta_{1}=\min \left(\alpha, n / 4-1 / 2+\beta_{0}(1-2 \varepsilon)\right)$ so far as $\beta_{0}<1 / 2$. This shows (b) for $0<\alpha<n / 4-1 / 2$ and $\beta_{0}=0$. If $\alpha \geqslant n / 4-1 / 2$, then the foregoing observation allows us to start with $\beta_{0}=1 / 4-\varepsilon$ and, by definition of $\beta_{1}$, we obtain (b) for $\alpha<n / 4-1 / 4$. When $\alpha \geqslant n / 4-1 / 4$, we can take $\beta_{0}=1 / 2-\varepsilon$, and thereby arrive at the conclusion in all cases.

We next prove assertion (c). Let $w(t)=v(t)-v^{0}(t)$ with $v^{0}(t)=e^{-t A} a$. Since $v^{0}(t)$ satisfies ( E ) with equality sign, direct calculation gives

$$
\begin{align*}
\|w(t)\|_{2}^{2}+2 \int_{s}^{t}\|\nabla w\|_{2}^{2} d \tau= & \|v(t)\|_{2}^{2}+\left\|v^{0}(t)\right\|_{2}^{2}-2\left\langle v(t), v^{0}(t)\right\rangle \\
& +2 \int_{s}^{t}\left(\|\nabla v\|_{2}^{2}+\left\|\nabla v^{0}\right\|_{2}^{2}-2\left\langle\nabla v, \nabla v^{0}\right\rangle\right) d t  \tag{5.9}\\
\leqslant & \|v(s)\|_{2}^{2}+\left\|v^{0}(s)\right\|_{2}^{2}-2\left\langle v(t), v^{0}(t)\right\rangle-4 \int_{s}^{t}\left\langle\nabla v, \nabla v^{0}\right\rangle d \tau
\end{align*}
$$

for a.e. $s>0$ and all $t \geqslant s$. We insert $\phi(\tau)=v^{0}(\tau)$ into (2.3) and get for $0<s \leqslant t$,

$$
\left\langle v(t), v^{0}(t)\right\rangle+2 \int_{s}^{t}\left\langle\nabla v, \nabla v^{0}\right\rangle d t+\int_{s}^{t}\left\langle v \cdot \nabla v, v^{0}\right\rangle d \tau=\left\langle v(s), v^{0}(s)\right\rangle
$$

since $\left(v^{0}\right)^{\prime}=-A v^{0}$. Using this to eliminate the last integral in (5.9) we have

$$
\begin{equation*}
\|w(t)\|_{2}^{2}+2 \int_{s}^{t}\|\nabla w\|_{2}^{2} d \tau \leqslant\|w(s)\|_{2}^{2}+2 \int_{s}^{t}\left\langle v \cdot \nabla v, v^{0}\right\rangle d \tau \tag{5.10}
\end{equation*}
$$

for a.e. $s>0$ and all $t \geqslant s$. The integrand of the last term is estimated as

$$
\begin{aligned}
\left|\left\langle v \cdot \nabla v, v^{0}\right\rangle\right| & =\left|\left\langle w \cdot \nabla v^{0}, w\right\rangle+\left\langle v^{0} \cdot \nabla v^{0}, w\right\rangle\right| \\
& \leqslant C\left\|A^{n / 4-\varepsilon} v^{0}\right\|_{2}\left(\left\|A^{\theta / 2} w\right\|_{2}\left\|A^{\rho / 2} w\right\|_{2}+\left\|A^{\alpha / 2} v^{0}\right\|_{2}\left\|A^{\beta / 2} w\right\|_{2}\right),
\end{aligned}
$$

where $0<\varepsilon<1 / 4$ and $\theta+\varrho=\alpha+\beta=1+2 \varepsilon$; recall the proof of (5.1). We set $\theta=\varrho=1 / 2+\varepsilon$, $\alpha=2 \varepsilon, \beta=1$ and apply the moment inequality to get

$$
\begin{align*}
\left|\left\langle v \cdot \nabla v, v^{0}\right\rangle\right| & \left.\leqslant C\left\|A^{n / 4-\varepsilon} v^{0}\right\|_{2}\left\|A^{1 / 2} w\right\|_{2}^{1+2 \varepsilon}\|w\|_{2}^{1-2 \varepsilon}+\left\|A^{\varepsilon} v^{0}\right\|_{2}\left\|A^{1 / 2} w\right\|_{2}\right) \\
& \leqslant \frac{1}{2}\|\nabla w\|_{2}^{2}+C\left\|A^{n / 4-\varepsilon} v^{0}\right\|_{2}^{2 /(1-2 \varepsilon)}\|w\|_{2}^{2}+C\left\|A^{n / 4-\varepsilon} v^{0}\right\|_{2}^{2}\left\|A^{\varepsilon} v^{0}\right\|_{2}^{2} \tag{5.11}
\end{align*}
$$

Since $A_{2}$ is nonnegative and self-adjoint, $\left\|A^{\gamma} v^{0}(\tau)\right\|_{2} \leqslant C \tau^{-\gamma}$ and $\left\|A^{\gamma} v^{0}(\tau)\right\|_{2} \leqslant C \tau^{-\gamma}\left\|v^{0}(\tau / 2)\right\|_{2}$ for $\gamma \geqslant 0$; hence from (5.10) and (5.11) we find that

$$
\begin{gather*}
\|w(t)\|_{2}^{2}+\int_{s}^{t}\|\nabla w\|_{2}^{2} d \tau \leqslant\|w(s)\|_{2}^{2}+C \int_{s}^{t}\left[\tau^{-\gamma}\|w\|_{2}^{2}+\tau^{-n / 2}\left\|\nu^{0}(\tau / 2)\right\|_{2}^{2}\right] d \tau  \tag{5.12}\\
\text { with } \quad \gamma=(n / 2-2 \varepsilon) /(1-2 \varepsilon)=n / 2+\delta, \quad \delta=\varepsilon(n-2) /(1-2 \varepsilon)
\end{gather*}
$$

for a.e. $s>0$ and all $t \geqslant s$. The remaining argument is nearly the same as in the proof of (a). We estimate $\|\nabla w\|_{2}=\left\|A^{1 / 2} w\right\|_{2}$ from below, using the spectral measure $E_{\lambda}$; use (2.3) as in the proof of (a) to obtain

$$
\left\|E_{\lambda} w(t)\right\|_{2} \leqslant C \lambda^{n / 4-\varepsilon}\left(\int_{0}^{t}\|v\|_{2}^{2} d \tau\right)^{(1-2 \varepsilon) / 2}
$$

and finally take $\lambda(\tau)=m \tau^{-1}$ with large $m$. This process leads us to

$$
\begin{align*}
\|w(t)\|_{2}^{2} & \leqslant C t^{-m} \int_{0}^{t}\left[s^{m-\gamma}\|w\|_{2}^{2}+s^{m-n / 2}\left\|v^{0}\right\|_{2}^{2}+s^{m-n / 2-1+2 \varepsilon}\left(\int_{0}^{s}\|v\|_{2}^{2} d \tau\right)^{1-2 \varepsilon}\right] d s \\
& \leqslant C t^{1-n / 2}\left[t^{-1-\delta} \int_{0}^{t}\|w\|_{2}^{2} d s+t^{-1} \int_{0}^{t}\left\|v^{0}\right\|_{2}^{2} d s+\left(t^{-1} \int_{0}^{t}\|v\|_{2}^{2} d s\right)^{1-2 \varepsilon}\right] \tag{5.13}
\end{align*}
$$

Since $\|w(s)\|_{2} \leqslant\|v(s)\|_{2}+\left\|v^{0}(s)\right\|_{2} \rightarrow 0$ as $s \rightarrow \infty$ by assertion (a), this proves (c). Assertion (d) is easily deduced from (b) and (5.13). This completes the proof of (ii).

To prove (i), we use the approximate solutions $v_{k}, k=1,2, \ldots$, obtained by solving the integral equations:

$$
\begin{equation*}
v_{k}(t)=e^{-t A} a_{k}-\int_{0}^{t} e^{-(t-s) A} P\left(J_{k} v_{k} \cdot \nabla\right) v_{k}(s) d s \tag{AP}
\end{equation*}
$$

where $J_{k}=\left(I+k^{-1} A_{2}\right)^{-1-[n / 4]}, a_{k}=J_{k} a$, and $[b]$ is the integral part of the real number $b$. Existence and uniqueness of a regular solution $v_{k}$ of (AP) defined for all $t \geqslant 0$ and convergence of (a subsequence of) $v_{k}$ are discussed in [3] and [29] along the idea of [38]. Since $v_{k}$ satisfies (E) with equality sign and since $\left\|J_{k}\right\| \leqslant 1$ as bounded operators in $L_{\sigma}^{2}(\Omega)$, one can repeat all of the foregoing arguments to get the desired results for each function $v_{k}$. But, as readily seen from the foregoing arguments, all the estimates needed
in the proof of (ii) are uniform in approximation parameter $k$, and so we obtain the existence of a function $v \in L^{\infty}\left(0, \infty ; L_{\sigma}^{2}(\Omega)\right) \cap L^{2}\left(0, \infty ; \hat{H}_{0}^{1,2}(\Omega)\right)$ with desired decay properties by passing to the limit $k \rightarrow \infty$; see $[3,18]$ for the details. This function $v$ satisfies the identity:

$$
h(t)\langle v(t), w\rangle+\int_{s}^{t}\langle\nabla v, \nabla w\rangle h d \tau+\int_{s}^{t}\langle v \cdot \nabla v, w\rangle h d \tau=\int_{s}^{t}\langle v, w\rangle h^{\prime} d \tau+h(s)\langle v,(s), w\rangle
$$

for all $w \in H_{0}^{1,2}(\Omega) \cap L_{\sigma}^{n}(\Omega), t \geqslant s \geqslant 0$, and $h \in C^{1}([s, t] ; \mathbf{R})$. This is verified as in [29, pp. 464-466]. Although in [29] only the case $n=3,4$ is discussed, the argument given there applies to all dimensions $n \geqslant 3$ due to the requirement $w \in L^{n}(\Omega)$. That (2.3') implies (2.3) is proved in [27, p. 638]; so the function $v$ is the desired weak solution of (NS). The proof is complete.
5.2. Proof of Theorem C. We begin with the proof of the following

Lemma 5.2. If $1<r \leqslant n^{\prime} \leqslant q \leqslant 2, n^{\prime}=n /(n-1), n \geqslant 3$, and $a \in L_{\sigma}^{2}(\Omega) \cap L^{r}(\Omega)$, then all weak solutions $v$ of $(\mathrm{NS})$ with $v(0)=a$ belong to $L_{\mathrm{loc}}^{\infty}\left([0, \infty) ; L^{r}(\Omega)\right) \cap L^{\infty}\left(0, \infty ; L^{q}(\Omega)\right)$. Further we get $\lim _{t \rightarrow \infty}\|v(t)\|_{q}=0$ provided $q<2 .\left(^{1}\right)$

Proof. We insert $\phi(\tau)=e^{-(t-\tau) A} \varphi, \varphi \in C_{0, \sigma}^{\infty}(\Omega)$, for (2.3) and obtain

$$
\begin{equation*}
\langle v(t), \varphi\rangle=\left\langle v(s), e^{-(t-s) A} \varphi\right\rangle-\int_{s}^{t}\left\langle v \cdot \nabla v(\tau), e^{-(t-\tau) A} \varphi\right\rangle d \tau \tag{5.14}
\end{equation*}
$$

for all $t \geqslant s \geqslant 0$. By the Hölder and Sobolev inequalities we have

$$
\begin{align*}
\left|\left\langle v \cdot \nabla v, e^{-(t-\tau) A} \varphi\right\rangle\right| & \leqslant C\|\varphi\|_{r^{\prime}}\|v\|_{2 r^{\prime} /\left(r^{\prime}-2\right)}\|\nabla v\|_{2} \\
& \leqslant C\|\varphi\|_{r^{\prime}}\|v\|_{2}^{1-n / r^{\prime}}\|v\|_{2 n /(n-2)}^{n / r^{\prime}}\|\nabla v\|_{2}  \tag{5.15}\\
& \leqslant C\|\varphi\|_{r^{\prime}}\|v\|_{2}^{1-n / r^{\prime}}\|\nabla v\|_{2}^{1+n / r^{\prime}} .
\end{align*}
$$

(5.15) and (5.14) with $s=0$ yield

$$
\begin{equation*}
\|v(t)\|_{r} \leqslant C\left[\|a\|_{r}+\int_{0}^{t}\|v\|_{2}^{1-n / r^{\prime}}\|\nabla v\|_{2}^{1+n i r^{\prime}} d \tau\right] \tag{5.16}
\end{equation*}
$$

This shows that $v$ is in $L_{\mathrm{loc}}^{\infty}\left([0, \infty) ; L^{r}(\Omega)\right)$ and in particular, on taking $r=n^{\prime}$, in $L^{\infty}\left(0, \infty ; L^{n^{\prime}}(\Omega)\right)$. Hence $v \in L^{\infty}\left(0, \infty ; L^{q}(\Omega)\right)$ for $n^{\prime} \leqslant q \leqslant 2$. Then (5.14) and (5.15) together imply

[^0]$$
\|v(t)\|_{n^{\prime}} \leqslant C\left[\left\|e^{-(t-s) A} v(s)\right\|_{n^{\prime}}+\int_{s}^{\infty}\|\nabla v\|_{2}^{2} d \tau\right]
$$
for all $t \geqslant s \geqslant 0$, and therefore $\|v(t)\|_{n^{\prime}} \rightarrow 0$ as $t \rightarrow \infty$ by Corollary 4.6 (ii). This implies for $n^{\prime} \leqslant q<2$,
$$
\|v(t)\|_{q} \leqslant\|v(t)\|_{n^{\prime}}^{(1 / q-1 / 2) /\left(1 / n^{\prime}-1 / 2\right)}\|v(t)\|_{2}^{\left(1 / n^{\prime}-1 / q\right)\left(1 / n^{\prime}-1 / 2\right)} \rightarrow 0 \quad \text { as } \quad t \rightarrow \infty .
$$

The proof is complete.
We now prove Theorem C. By Theorem B,

$$
\|v(t)\|_{2} \leqslant C(1+t)^{-\beta} \quad \text { with } \quad \beta=(n / r-n / 2) / 2>1 / 2,
$$

and so $\int_{0}^{\infty}\|v\|_{2}^{2} d s$ is finite. Hence (5.16) yields

$$
\begin{aligned}
\|v(t)\|_{r} & \leqslant C\left[\|a\|_{r}+\int_{0}^{\infty}\|v\|_{2}^{1-n / r^{\prime}}\|\nabla v\|_{2}^{1+n / r^{\prime}} d \tau\right] \\
& \leqslant C\left[\|a\|_{r}+\left(\int_{0}^{\infty}\|v\|_{2}^{2} d \tau\right)^{1 / 2-n / 2 r^{\prime}}\left(\int_{0}^{\infty}\|\nabla v\|_{2}^{2} d \tau\right)^{1 / 2+n / 2 r^{\prime}}\right]
\end{aligned}
$$

and therefore $v \in L^{\infty}\left(0, \infty ; L^{r}(\Omega)\right)$. (5.14) and (5.15) then imply, for $t \geqslant s \geqslant 0$,

$$
\|v(t)\|_{r} \leqslant C\left[\left\|e^{-(t-s) A} v(s)\right\|_{r}+\left(\int_{s}^{\infty}\|\nabla v\|_{2}^{2} d \tau\right)^{1 / 2-n / 2 r^{\prime}}\left(\int_{s}^{\infty}\|\nabla v\|_{2}^{2} d \tau\right)^{1 / 2+n / 2 r^{\prime}}\right]
$$

and we conclude that $\|v(t)\|_{r} \rightarrow 0$ as $t \rightarrow \infty$ by Corollary 4.6 (ii). Thus we obtain for $r \leqslant q<2$,

$$
\|v(t)\|_{q} \leqslant\|v(t)\|_{r}^{1-\alpha}\|v(t)\|_{2}^{\alpha}=o\left(t^{-\alpha \beta}\right), \quad \alpha=(1 / r-1 / q) /(1 / r-1 / 2)
$$

and $\alpha \beta=(n / r-n / q) / 2$. This completes the proof of Theorem C.

Remarks. Lemma 5.2 asserts in particular that if an initial velocity is in $L^{r}(\Omega) \cap L_{\sigma}^{2}(\Omega)$ for some $1<r \leqslant n^{\prime}$, then all the corresponding weak solutions also belong to $L^{r}(\Omega)$ for a.e. $t>0$. The converse to this statement is an open question.

As for the behavior of $L^{2}$-norms of general weak solutions, the following is known: Given any $a \in L_{\sigma}^{2}(\Omega)$, every weak solution $v$ with $v(0)=a$ satisfies

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \int_{t}^{t+1}\|v\|_{2}^{2} d s=0 \tag{5.17}
\end{equation*}
$$

See [27] for the proof. Our proof of Lemma 5.2 is in fact a simple modification of the proof of (5.17) given in [27].
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[^0]:    ${ }^{(1)}$ The same result was obtained also by Professor H. Sohr (private communication).

