
ar
X

iv
:m

at
h/

02
06

05
6v

1 
 [

m
at

h.
N

T
] 

 6
 J

un
 2

00
2

Algebras of p-adic distributions and

admissible representations

P. Schneider, J. Teitelbaum

Introduction

In a series of earlier papers, ([ST1-4]) we began a systematic study of locally
analytic representations of a locally L-analytic group G, where L ⊆ Cp is a finite
extension of Qp. Such a representation is given by a continuous action of G on a
locally convex topological vector space V over a spherically complete extension
field K ⊆ Cp of L, such that the orbit maps g 7→ gv are locally analytic functions
on G. When G is the group of L-points of an algebraic group, the class of such
representations includes many interesting examples, such as the principal series
representations studied in [ST2], the finite dimensional algebraic representations,
and the smooth representations of Langlands theory. A reasonable theory of such
representations requires the identification of a finiteness condition that is broad
enough to include the important examples and yet restrictive enough to rule
out pathologies. In this paper we present such a finiteness condition that we
call ”admissibility” for locally analytic representations (provided the field K is
discretely valued). The admissible locally analytic representations, among which
are the examples mentioned above, form an abelian category.

Our approach to the characterization of admissible representations is based on
the algebraic approach to such representations begun in [ST2]. As in that paper,
we require that the vector space V carrying the locally analytic representation
be of compact type, a topological condition whose most important consequence
is that V is reflexive. We focus our attention on the algebra D(G,K) of lo-
cally analytic distributions on G. This algebra is the continuous dual of the
locally analytic, K-valued functions on G, with multiplication given by convo-
lution. When G is compact, D(G,K) is a Fréchet algebra, but in general is
neither noetherian nor commutative. If V is a locally analytic G-representation,
then its continuous dual V ′b , with its strong topology, becomes a module over
D(G,K). We identify a subcategory of the module category of D(G,K) that we
call the coadmissible modules. We show that any coadmissible module carries
a canonical Fréchet topology. We say that V is admissible if V ′b is topologically
isomorphic to a coadmissible module. If G is not compact, we say that V is
admissible if it is admissible as a representation for one (or equivalently any)
compact open subgroup of G.

To define the category of coadmissible D(G,K)-modules, we introduce a general
class of Fréchet algebras that we call Fréchet-Stein algebras. The definition of
a Fréchet-Stein algebra, and its associated category of coadmissible modules, is
inspired by the notion of a Stein algebra, the (commutative) ring of functions
on a Stein space, as described in [For]. We recall that for the commutative
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group G = ZZ
d
p the algebra D(G,Qp) is naturally isomorphic, via Fourier theory,

to the ring of rigid analytic functions O(X ) on the locally analytic character

group X = X (ZZdp) of ZZdp. This latter space X is the d-dimensional open unit
disk over Qp. On a Stein space like X the category of coherent module sheaves
is a well behaved abelian category which, under the global section functor, is
equivalent to an abelian subcategory of the category Mod(O(X )) of all O(X )-
modules. A closer inspection of the proofs of these facts reveals that, truly in
the spirit of noncommutative geometry, they are consequences of certain basic
properties of the ring O(X ) which can be formulated without making use of the
actual geometric object X and which do not even require the commutativity of
the ring. From this observation we are led to define a Fréchet-Stein algebra to
be, roughly speaking, a Fréchet algebra that is a projective limit of noetherian
Banach algebras, where the transition maps in the projective system are flat. A
module over a Fréchet-Stein algebra is coadmissible if it is the projective limit
of a compatible system of finitely generated modules over the associated Banach
algebras. The category of coadmissible modules for a Fréchet-Stein algebra is
abelian, and includes for example all finitely presented D(G,K)-modules.

With the general notion of Fréchet-Stein algebra in hand, our first main result
is that, when G is compact, the algebra D(G,K) is Fréchet-Stein. Our proof
relies heavily on Lazard’s detailed study of p-adic analytic groups in his classic
work [Laz], and on the graded ring techniques presented in the book [LVO].
The idea is that a sufficiently small p-valued group is isomorphic as a p-adic
manifold to ZZ

d
p, and so the vector space underlying the algebra D(G,K) is

isomorphic to the dual of the K-valued locally analytic functions on ZZ
d
p. This

space is known explicitly through the theory of Mahler expansions. However,
the multiplication on D(G,K) comes from the non-commutative multiplication
on G. We use graded techniques and Lazard’s results to pass from commutative
to noncommutative information.

The idea to construct these Banach algebras appears for the first time in the
thesis of H. Frommer on the locally analytic principal series of GLn. He deals,
by methods quite different from ours, with the special case of the group G of all
unipotent triangular matrices in GLn(ZZp).

The Fréchet-Stein property of D(G,K) makes it possible to define admissible
representations as outlined above. Another consequence is that any finitely
generated submodule of a finitely generated free D(G,K)-module is closed. It
follows that any finitely presented D(G,K)-module is analytic in the sense of
[ST1], answering a question raised in that paper.

Our second main result concerns the relation between the completed group ring
ZZp[[G]] of a compact G, studied in detail by Lazard in [Laz], and the algebra
D(G,K). In topological terms, the ring L[[G]] := L ⊗ ZZp[[G]] is the Iwasawa
algebra of “measures”, and is dual to the L-valued continuous functions on G.
Because the locally analytic functions are a subspace of the continuous functions,
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there is a natural map L[[G]] → D(G,K). When G is compact and locally Qp-
analytic, we prove that this map is faithfully flat, answering a question raised
in [ST3]. This result implies that, in an admissible continuous representation of
such a G on a Banach space, as studied in [ST3], the subspace of locally analytic
vectors is dense, and “passage to analytic vectors” is an exact functor.

The final topic of this paper is the development of a dimension theory for coad-
missible modules over D(G,K). We begin by considering such a theory for a
general Fréchet-Stein algebra A. Our approach is modelled on the dimension
theory of coherent sheaves on Stein spaces as presented in [Ban]. In order to have
a well-defined ”local” notion of dimension, we require that the Banach algebras
defining the Fréchet-Stein structure of A be Auslander regular rings of bounded
global dimension. Under this assumption one can adopt the point of view that
the ”local codimension of the support of a sheaf” is measured by the grade of
the module over the Banach algebra. We then show that correspondingly the
grade of a coadmissible module over A has the usual properties of a ”global”
codimension.

Having developed these general properties of codimension, we use graded tech-
niques and our earlier results to show that D(G,K) satisfies the necessary regu-
larity conditions when G is a compact, d-dimensional, Qp-analytic group. Conse-
quently every coadmissible module over D(G,K) has a well-defined codimension
bounded above by d, as well as a dimension filtration by coadmissible submod-
ules. We also will show that, if V is a smooth admissible representation, or
more generally a U(g)-finite admissible representation as in [ST1], then the dual
D(G,K)-module V ′b has maximal codimension equal to d.

We begin the paper with a brief review of filtered and graded techniques. Af-
ter some preliminaries on Banach algebras, we define Fréchet-Stein algebras
and their coadmissible modules and establish the important properties of the
category of such modules in section 3. Then we turn to D(G,K), and after
reviewing some of Lazard’s key results from [Laz] we prove the two main re-
sults on D(G,K) in sections 4 and 5. The application to representation theory
follows in section 6. Among other results we show that all smooth admissible
representations in the sense of Langlands theory are admissible locally analytic
representations. In fact the former can be characterized among the latter by a
trivial derived action of the Lie algebra of G. In the final two sections we discuss
the existence of analytic vectors in continuous representations, and develop the
dimension theory of coadmissible modules.

Acknowledgements: The second author was supported by a grant from the
US National Security Agency Mathematical Sciences Program. Both authors
gratefully acknowledge support from the University of Illinois at Chicago and
from the SFB ”Geometrische Strukturen in der Mathematik” at Münster making
possible a series of mutual visits.
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Notation: For any associative unital ring R we let MR denote the full subcat-
egory of all finitely generated R-modules in the category Mod(R) of all (left)
unital R-modules. If R is (left) noetherian then MR is an abelian category.

Throughout K is a field which is complete with respect to a non-trivial nonar-
chimedean absolute value | |. For the basic notions and facts in nonarchimedean
functional analysis we refer to [NFA].

Finally, p is a fixed prime number.

1. Filtered rings

If a ring is filtered then, quite often, it inherits properties of the associated
graded ring. Since this technique will be of fundamental importance for us later
on we begin by recalling some of it.

Throughout this section let R be an associative unital ring. We call R filtered
if it is equipped with a family (F sR)s∈IR of additive subgroups F sR ⊆ R such
that, for any r, s ∈ IR,

– F rR ⊇ F sR if r ≤ s,

– F rR · F sR ⊆ F r+sR,

–
⋃
s∈IR F

sR = R and 1 ∈ F 0R.

For any s ∈ IR put

F s+R :=
⋃

r>s

F rR and grsR := F sR/F s+R .

Then

gr·R :=
⊕

s∈IR

grsR

with the obvious multiplication is called the associated graded ring. The filtra-
tion is called quasi-integral if there exists an n0 ∈ IN such that {s ∈ IR : grsR 6=
0} ⊆ ZZ · 1/n0. Usually we also assume that the filtered ring R is (separated
and) complete, i.e., that the natural map

R
∼=
−→ lim

←−
s

R/F sR

is bijective.

Proposition 1.1: Let R be a complete filtered ring whose filtration is quasi-
integral; if the graded ring gr·R is (left) noetherian then R is (left) noetherian
as well.
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Proof: Up to rescaling and reversing to increasing filtrations this is [LVO] Prop.
I.7.1.2.

Any homomorphism φ : R −→ A between filtered rings which respects the
filtrations induces in the obvious way a homomorphism of graded rings gr·φ :
gr·R −→ gr·A.

In the following we consider two complete filtered rings R and A whose filtrations
are quasi-integral and a unital ring homomorphism φ : R −→ A which respects
the filtrations.

Proposition 1.2: Suppose that gr·R and gr·A are left noetherian and that gr·A
as a right gr·R-module (via gr·φ) is flat; then A is flat as a right R-module (via
φ).

Proof: This is a combination of results in [LVO]. By Prop. II.1.2.1 it suffices to
check that

(a) good filtrations on filtered A-modules are separated and

(b) F ·R has the left Artin-Rees property.

According to Thm. I.5.7 the filtration F ·R induces a good filtration on any left
ideal in R. Hence, by Remark II.1.1.2(1), we have property (b). Similarly, of
course, F ·A has the Artin-Rees property. Then, by Thm. II.1.1.5, the Rees

ring Ã is left noetherian which, by Lemma I.3.5.5(2) and Cor. I.5.5(3), implies
property (a).

We will need a few intermediate steps in the above proofs as results in their own
right.

Let J ⊆ R be a left ideal equipped with the filtration induced by F ·R. Similarly
we equip the ideal AJ in A with the filtration induced by F ·A. Considering on
A⊗R J the tensor product filtration we then have the natural graded maps

gr·A⊗gr·R gr
·J −→→ gr·(A⊗R J) −→ gr·AJ

of which the left one is surjective by construction.

Lemma 1.3: Suppose that gr·R and gr·A are left noetherian and that gr·A as
a right gr·R-module is flat; then

gr·A⊗gr·R gr
·J
∼=

−→ gr·(A⊗R J)
∼=
−→ gr·AJ .

Proof: By the flatness assumption the first and the third term in the assertion
both are submodules of gr·A ⊗gr·R gr·R = gr·A. It follows that gr·A ⊗gr·R
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gr·J ∼= gr·(A⊗RJ) and that gr·(A⊗RJ) →֒ gr·AJ is injective. Using [LVO] Cor.
I.4.2.5 we may conclude that the latter map even is an isomorphism provided the
tensor product filtration on A ⊗R J is separated. But this follows from [LVO]
Lemma I.6.6.15 and Prop. II.1.2.3 which, in particular, say that the tensor
product A ⊗R . preserves good filtrations and that good filtrations (for A) are
separated.

Lemma 1.4: Suppose that gr·R is left noetherian; there are nonzero elements
a1, . . . , al ∈ J , say ai ∈ F siJ \ F si+J , such that

F sJ =

l∑

i=1

F s−siR · ai

for any s ∈ IR.

Proof: This is contained in the proof of [LVO] Thm. I.5.7.

2. Preliminaries on Banach algebras

A K-Banach algebra A is a K-Banach space (A, | |A) with a structure of an
associative unital K-algebra such that the multiplication is continuous, which
means that there is a constant c > 0 such that

|ab|A ≤ c|a|A|b|A for any a, b ∈ A .

The norm will be called submultiplicative if it satisfies the stronger condition
that

|1|A = 1 and |ab|A ≤ |a|A|b|A for any a, b ∈ A .

Proposition 2.1: Suppose that A is a (left) noetherian K-Banach algebra; we
then have:

i. Each module M in MA carries a unique K-Banach space topology (called
its canonical topology) such that the A-module structure map A ×M → M is
continuous;

ii. every A-submodule of a module in MA is closed in the canonical topology;
in particular, every (left) ideal in A is closed;

iii. any map in MA is continuous and strict for the canonical topologies.

Proof: The arguments in [BGR] 3.7.2 and 3.7.3 generalize in a straightforward
way to the noncommutative setting. We point out that, by [BGR] Prop. 1.2.1/2,
the given norm always can be replaced by an equivalent one which is submulti-
plicative.
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In case the norm | |A is submultiplicative we may and will view the K-Banach
algebra A as a complete filtered ring with respect to the filtration

F sA := {a ∈ A : |a|A ≤ p−s} .

In general this filtration, of course, is not quasi-integral.

3. Fréchet-Stein algebras

The following is very much inspired by the notions of a Stein algebra and a Stein
module in complex analysis as presented in [For].

Let A be a K-Fréchet algebra which means that A is an associative unital
K-algebra such that the underlying K-vector space has the structure of a K-
Fréchet space and such that the algebra multiplication is continuous. Consider
a continuous seminorm on A. It induces a norm on the quotient space A/{a ∈
A : q(a) = 0}. The completion of the latter with respect to q is a K-Banach
space which will be denoted by Aq. It comes with a natural continuous linear
map A → Aq with dense image. For any two continuous seminorms q′ ≤ q
the identity on A extends to a continuous, in fact norm decreasing, linear map
φq

′

q : Aq −→ Aq′ with dense image such that the diagram

Aq

φq′

q

��

A

::uuuuuuu

$$IIIIII

Aq′

commutes. For any sequence q1 ≤ q2 ≤ . . . ≤ qn ≤ . . . of seminorms on A which
define the Fréchet topology (such a sequence always exists), the obvious map

A
∼=

−→ lim
←−
n∈IN

Aqn

where on the right hand side the projective limit is formed with respect to
the φqnqn+1

as the transition maps is an isomorphism of locally convex K-vector
spaces. In the following a continuous seminorm q on A will be called an algebra
seminorm if the multiplication on A is continuous with respect to q, i.e., if there
is a constant c > 0 such that

q(ab) ≤ cq(a)q(b) for any a, b ∈ A .

In this case Aq in a natural way is a K-Banach algebra and the natural map
A → Aq is a homomorphism of K-algebras. If the sequence q1 ≤ . . . ≤ qn ≤
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. . . consists of algebra seminorms then the transition maps φqnqn+1
are algebra

homomorphisms and

A
∼=

−→ lim
←−
n∈IN

Aqn

is an isomorphism of Fréchet algebras.

Definition: The K-Fréchet algebra A is called a K-Fréchet-Stein algebra if
there is a sequence q1 ≤ . . . ≤ qn ≤ . . . of continuous algebra seminorms on A
which define the Fréchet topology such that
(i) Aqn is (left) noetherian, and
(ii) Aqn is flat as a right Aqn+1

-module (via φqnqn+1
)

for any n ∈ IN.

Fix in the following a K-Fréchet-Stein algebra A and a sequence (qn)n∈IN as in
the above definition. We want to introduce the notions of coherent sheaves and
coadmissible modules for A.

Definition: A coherent sheaf for (A, (qn)) is a family (Mn)n∈IN of modules Mn

in MAqn
together with isomorphisms Aqn ⊗Aqn+1

Mn+1

∼=
−→Mn in MAqn

for

any n ∈ IN.

The coherent sheaves for (A, (qn)) with the obvious notion of a homomorphism
form a category Coh(A,(qn)). As a consequence of the flatness requirement in
the definition of Fréchet-Stein this category is abelian, again with the obvious
notions of (co)kernels and (co)images. For any coherent sheaf (Mn)n for (A, (qn))
its A-module of “global sections” is defined by

Γ(Mn) := lim
←−
n

Mn .

Definition: A (left) A-module is called coadmissible if it is isomorphic to the
module of global sections of some coherent sheaf for (A, (qn)).

We let CA denote the full subcategory of coadmissible modules in the category
Mod(A). A simple cofinality argument shows that CA indeed is independent of
the choice of the sequence (qn)n. Passing to global sections defines a functor

Γ : Coh(A,(qn)) −→ CA .
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Theorem: Let (Mn)n be a coherent sheaf for (A, (qn)) and put M := Γ(Mn);
we have:

i. (Theorem A) For any n ∈ IN the natural map M −→ Mn has dense image
with respect to the canonical topology on the target;

ii. (Theorem B)

lim
←−
n

(i)Mn = 0

for any natural number i ≥ 1.

Proof: i. Fix an n ∈ IN. By [B-GT] II§3.5 Thm. 1 it suffices to show that, for
any m > n, the image of Mm in Mn is dense. Choose an Aqm-linear surjection
Arqm −→→ Mm from a finitely generated free Aqm-module onto Mm. Then all
horizontal arrows in the commutative diagram

Arqm

��

// // Mm

��
Arqn

// // Aqn ⊗Aqm
Mm =Mn

are surjective. Our claim now follows from the fact that the left vertical arrow
has dense image and that, by Prop. 2.1.iii, all the maps in the diagram are
continuous for the canonical topologies.

ii. The system (Mn)n, by Theorem A, has the Mittag-Leffler property as for-
mulated in [EGA] III 0.13.2.4 so that loc. cit. 13.2.2 applies.

It is immediate from Theorem B that the functor Γ : Coh(A,(qn)) −→ Mod(A)
is exact.

Corollary 3.1: For any coherent sheaf (Mn)n for (A, (qn)) and M := Γ(Mn)
the natural map

Aqn ⊗AM
∼=
−→Mn

is an isomorphism for any n ∈ IN.

Proof: By Theorem A the Aqn-submodule of Mn generated by the image of M
is dense in Mn. Prop. 2.1.ii. then says that this submodule, in fact, must be
equal to Mn. This establishes the surjectivity of the map in question and, more
precisely, that Mn as an Aqn -module is generated by finitely many elements in
the image of the map M −→ Mn. Suppose now that b1 ⊗ x1 + . . .+ bk ⊗ xk ∈
Aqn ⊗A M is an element such that b1x1 + . . . + bkxk = 0 in Mn. Consider the
homomorphism of coherent sheaves

(Akqn′
)n′ −→ (Mn′)n′

(a1, . . . , ak) 7−→ a1x1 + . . . akxk .
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Applying the above surjectivity argument to its kernel we find finitely many ele-

ments (c
(1)
1 , . . . , c

(1)
k ), . . . , (c

(r)
1 , . . . , c

(r)
k ) in Ak whose images generate the kernel

of the map Akqn −→ Mn as an Aqn-module. In particular there are f1, . . . , fr ∈
Aqn such that

(b1, . . . , bk) = f1 · (c
(1)
1 , . . . , c

(1)
k ) + . . .+ fr · (c

(r)
1 , . . . , c

(r)
k ) .

It follows that

k∑
i=1

bi ⊗ xi =
k∑
i=1

r∑
j=1

fjc
(j)
i ⊗ xi =

k∑
i=1

r∑
j=1

fj ⊗ c
(j)
i xi

=
r∑
j=1

fj ⊗ (
k∑
i=1

c
(j)
i xi) = 0 .

Hence the map in question is injective as well.

Remark 3.2: Aqn , for any n ∈ IN, is flat as a right A-module.

Proof: It suffices to show that for any left ideal L ⊆ A the induced map Aqn ⊗A
L −→ Aqn is injective. But this is exactly the same computation as in the
previous proof.

Corollary 3.3: The functor Γ : Coh(A,(qn))
∼
−→CA is an equivalence of cate-

gories.

Proof: By definition the functor is essentially surjective. According to the previ-
ous corollary it is fully faithful. Both properties together amount to the functor
being an equivalence of categories.

Corollary 3.4: i. The direct sum of two coadmissible A-modules is coadmissi-
ble;

ii. the (co)kernel and (co)image of an arbitary A-linear map between coadmis-
sible A-modules are coadmissible;

iii. the sum of two coadmissible submodules of a coadmissible A-module is coad-
missible;

iv. any finitely generated submodule of a coadmissible A-module is coadmissible;

v. any finitely presented A-module is coadmissible.

Proof: The first assertion is obvious. The last three assertions are immediate
consequences of the first two. Hence it remains to establish the second assertion.
By the previous corollary any map between coadmissible modules comes from a
map between coherent sheaves. But, by Theorem B, the functor Γ into Mod(A)
commutes with the formation of (co)kernels and (co)images.
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Corollary 3.5: CA is an abelian subcategory of Mod(A).

We want to discuss a few permanence properties of our notions. First of all
the subcategory CA in Mod(A) is not closed with respect to the passage to
submodules or quotient modules. To obtain a precise statement we will equip
any coadmissible A-module M with a topology. Write

M = lim
←−
n

Mn .

By Prop. 2.1.i, eachMn carries its canonical Banach space topology as a finitely
generated Aqn-module. We equip M with the projective limit topology of these
canonical topologies. This makes M into a K-Fréchet space. Moreover, the
A-module structure map A ×M → M clearly is continuous. We will call this
Fréchet topology the canonical topology of M .

Lemma 3.6: For any coadmissible A-module M and any submodule N ⊆ M
the following assertions are equivalent:

i. N is coadmissible;

ii. M/N is coadmissible;

iii. N is closed in the canonical topology of M .

Proof: The equivalence of i. and ii. is immediate from Cor. 3.4.ii. Suppose that
M = Γ(Mn). For any n ∈ IN let Nn ⊆Mn denote the Aqn-submodule generated
by the image of N . Then (Nn)n is a coherent subsheaf of (Mn)n. Moreover,
it is straightforward to see that N := Γ(Nn) is the closure of N in M with its
canonical topology. Hence if N is closed then it is coadmissible. On the other
hand, if N is coadmissible then Cor. 3.1 implies that N = Γ(Nn) = N .

It is immediate from Prop. 2.1.iii and Cor. 3.3 that any A-linear map f :
M −→ N between two coadmissible A-modules is continuous for the canonical
topologies. It also is strict since its image is a coadmissible submodule of N
by Cor. 3.4.ii and hence is closed in N by Lemma 3.6; so f : M −→ im(f)
is a continuous surjection between Fréchet spaces which by the open mapping
theorem is strict.

As another consequence of Cor. 3.4.iv and Lemma 3.6 we obtain that any finitely
generated left ideal of A is closed.

Proposition 3.7: Let I be a closed two sided ideal in a K-Fréchet-Stein algebra
A; then A/I is a K-Fréchet-Stein algebra as well.
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Proof: By Lemma 3.6 both, I and A/I, are coadmissible A-modules. We there-
fore have the exact sequences

0 −→ Aqn ⊗A I −→ Aqn −→ Aqn/AqnI −→ 0

and the isomorphism of A-modules

(∗) A/I
∼=
−→ lim

←−
n

Aqn/AqnI .

Moreover AqnI is the closure of the image of I in Aqn . The latter implies that
AqnI is a two sided ideal in Aqn . Hence Aqn/AqnI is a K-Banach algebra with
respect to the quotient norm qn of qn. As a consequence of the open mapping
theorem (∗) then is an isomorphism of K-Fréchet algebras. This means that
q1 ≤ . . . ≤ qn ≤ . . . is a sequence of algebra seminorms on A/I which define the
quotient topology. As a quotient of a noetherian algebra Aqn/AqnI = (A/I)qn
is noetherian as well. By construction we have

(A/I)qn = Aqn ⊗A (A/I) = Aqn ⊗Aqn+1
(Aqn+1

⊗A (A/I))

= Aqn ⊗Aqn+1
(A/I)qn+1

as (Aqn , (A/I)qn+1
)-bimodules. The flatness of Aqn as a right Aqn+1

-module
therefore implies, by base change (compare [B-CA] I§2.7 Cor. 2), that (A/I)qn
is flat as a right (A/I)qn+1

-module.

Lemma 3.8: Let A −→ B be a continuous unital algebra homomorphism be-
tween K-Fréchet-Stein algebras such that B is coadmissible as a (left) A-module,
and let M be a (left) B-module; then M is coadmissible as a B-module if and
only if it is coadmissible as an A-module.

Proof: Let (qn)n, resp. (pn)n, be a sequence of seminorms on A, resp. B, as
required in the definition of a Fréchet-Stein algebra. Since the homomorphism
A −→ B is continuous we find, for any n ∈ IN, an m ≥ n such that this map
extends continuously to a homomorphism of Banach algebras Aqm −→ Bpn . By
passing to a subsequence of (qn)n (and renumbering) we may assume that we
always can choose m = n. We then have, for any n ∈ IN, the commutative
diagram

A

��

// B

��
Aqn // Bpn

and hence the induced (Aqn , B)-bimodule map

Aqn ⊗A B −→ Bpn

12



which is continuous for the canonical topology on the finitely generated Aqn-
module Aqn ⊗A B. In the limit with respect to n these maps give back the
identity map on B, but as a continuous map from B with its canonical topology
as a coadmissible A-module into B with its given Fréchet topology. By the open
mapping theorem these two topologies then must in fact coincide. Hence, for
each n ∈ IN, the canonical (A,B)-bimodule map B −→ Aqn ⊗A B is contin-
uous and factorizes therefore through a continuous (Aqm(n)

, B)-bimodule map

Bpm(n)
−→ Aqn ⊗A B for some m(n) ≥ n. This proves that we have

lim
←−
n

Bpn ⊗B M = lim
←−
n

(Aqn ⊗A B)⊗B M = lim
←−
n

Aqn ⊗AM .

If Aqn ⊗AM is a finitely generated Aqn-module then Bpn ⊗Aqn
(Aqn ⊗A M) =

Bpn ⊗AM and hence its quotient Bpn ⊗BM are finitely generated Bpn-modules.
Let us assume, vice versa, that Bpm(n)

⊗B M is a finitely generated Bpm(n)
-

module. We choose a set of generators 1⊗ x1, . . . , 1⊗ xk with xi ∈M . We also
fix generators 1⊗y1, . . . , 1⊗yl, with yj ∈ B, of the finitely generated Aqn-module
Aqn ⊗A B. Given any x ∈M we find bi ∈ Bpm(n)

such that

(1) 1⊗ x =
k∑

i=1

bi ⊗ xi

in Bpm(n)
⊗B M . For each bi we then find ci,j ∈ Aqn such that

(2)
l∑

j=1

ci,j ⊗ yj = image of bi in Aqn ⊗A B .

By first applying the map Bpm(n)
⊗B M −→ (Aqn ⊗A B) ⊗B M = Aqn ⊗A M

and then inserting (2) the identity (1) becomes

1⊗ 1⊗ x =
∑

i,j

ci,j ⊗ yj ⊗ xi, resp. 1⊗ x =
∑

i,j

ci,j ⊗ yjxi .

This proves that the finitely many elements 1⊗ yjxi generate Aqn ⊗AM as an
Aqn-module.

In the setting of Prop. 3.7 this last lemma means that

CA/I = Mod(A/I) ∩ CA .

We finish this section with a general simplicity criterion for coadmissible mod-
ules.
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Lemma 3.9: Let M be a coadmissible A-module corresponding to the coherent
sheaf (Mn)n; the A-module M is simple if the Aqn-module Mn is simple for
infinitely many n ∈ IN.

Proof: Suppose M is not simple and is nonzero. We then find a nonzero finitely
generated proper A-submodule 0 6= N ⊂ M . By Cor. 3.4.iv N is coadmissible
and therefore corresponds to a nonzero proper subsheaf 0 6= (Nn)n ⊂ (Mn)n.
There have to exist n0, n1 ∈ IN such that Nn0

6= 0 and Nn1
6= Mn1

. As a
consequence of Cor. 3.1 any n ≥ sup(n0, n1) then satisfiesNn 6= 0 andNn 6=Mn.
In other words, for these n the Aqn-module Mn is not simple.

4. Distribution algebras of uniform pro-p-groups

Let Qp ⊆ L ⊆ K ⊆ Cp be complete intermediate fields where L/Qp is finite and
K is discretely valued. The absolute value | | on Cp is normalized as usual by
|p| = p−1. Furthermore, let G be a compact locally L-analytic group. In [ST2] §2
we have introduced the K-Fréchet algebra D(G,K) of K-valued locally analytic
distributions on G. One of the principal aims of this paper is to show that
D(G,K) has a natural structure of a K-Fréchet-Stein algebra. The crucial case
to consider is L = Qp and G a locally Qp-analytic group which in addition is
a uniform pro-p-group. We remark right away that any compact locally Qp-
analytic group has an open normal subgroup which is a uniform pro-p-group
(compare [DDMS] Cor. 8.34). The technical heart of the matter is the use and
appropriate generalization of the methods of Lazard in [Laz]. It therefore seems
quite natural and, in fact, allows for more flexibility to also use his language.
So we begin by reviewing some of his basic notions and results.

A p-valuation on a group G is a real valued function ω : G\{1} −→ (1/(p−1),∞)
such that

ω(gh−1) ≥ min(ω(g), ω(h)),
ω(g−1h−1gh) ≥ ω(g) + ω(h), and
ω(gp) = ω(g) + 1

for any g, h ∈ G ([Laz] III.2.1.2). As usual one puts ω(1) := ∞. For each real
number ν > 0 we define the normal subgroups

Gν := {g ∈ G : ω(g) ≥ ν} and Gν+ := {g ∈ G : ω(g) > ν}

of G, and we put

gr(G) :=
⊕

ν>0

Gν/Gν+ .

With the Lie bracket induced by the commutator gr(G) is a graded Lie algebra
over IFp. Let IFp[ǫ] denote the polynomial ring in one variable ǫ over IFp, as usual
viewed as a graded IFp-algebra with ǫ of degree 1. The rule gGν+ 7→ gpG(ν+1)+

defines an IFp-linear operator P on gr(G), which is homogeneous of degree 1,
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and which satisfies [Pg, h] = P ([g, h]) for homogeneous elements g, h of gr(G).
Letting ǫ act as P therefore makes gr(G) into a graded Lie algebra over IFp[ǫ]
([Laz] III.2.1.1). As an IFp[ǫ]-module gr(G) is free and its rank is called the rank
of G ([Laz] III.2.1.3).

For the remainder of this section we fix a compact locally Qp-analytic group G
together with a p-valuation ω on G. As a consequence of [Laz] III. 3.1.3/7/9 we
have:

– The topology of G is defined by ω ([Laz] II.1.1.5); in particular G is a pro-p-
group.

– The rank of G is equal to the dimension d of G (as a locally analytic manifold)
and in particular is finite.

By [Laz] III.3.1.11 a given p-valuation on G can always be changed into one
which has rational values. We therefore assume from now on that ω has rational
values.

An ordered basis of G is a sequence of elements h1, . . . , hd ∈ G \ {1} such that
the elements hiGω(hi)+ ∈ gr(G) form a basis of gr(G) as an IFp[ǫ]-module. It
always exists. Given one the map

ψ : ZZ
d
p

∼
−→ G

(x1, . . . xd) 7−→ hx1
1 · . . . · hxd

d

is a bijective global chart for the manifold G satisfying

ω(hx1
1 · . . . · hxd

d ) = min
1≤i≤d

(ω(hi) + ωp(xi))

where ωp denotes the p-adic valuation on ZZp ([Laz] III.2.2.5/6). In the following
we fix an ordered basis (h1, . . . , hd) of G together with the corresponding chart
ψ. Using this chart we may identify the locally convex K-vector spaces of locally
analytic functions

ψ∗ : Can(G,K)
∼=
−→Can(ZZdp, K)

as well as the larger K-Banach spaces of continuous functions

ψ∗ : C(G,K)
∼=
−→C(ZZdp, K)

on both sides. Via Mahler expansions (compare [Laz] III.1.2.4) C(ZZdp, K) can
be viewed as the space of all series

f(x) =
∑

α∈INd
0

cα

(
x

α

)

15



with cα ∈ K and such that |cα| −→ 0 as |α| −→ ∞. Here we put, as usual,

(
x

α

)
:=

(
x1
α1

)
· · ·

(
xd
αd

)

and

|α| :=
d∑

i=1

αi

for x = (x1, . . . , xd) ∈ ZZ
d
p and multi-indices α = (α1, . . . , αd) ∈ IN

d
0. By Amice’s

theorem (compare [Laz] III.1.3.9) the Mahler expansion f lies in the subspace

Can(ZZdp, K) if and only if |cα|r
|α| −→ 0 for some real number r > 1 as |α| −→ ∞.

We embed the group ring ZZp[G] into the distribution algebraD(G,K) by viewing
a group element g ∈ G as the Dirac distribution δg. We then have

g(f) = δψ(x)(f) = ψ∗(f)(x)

for any f ∈ C(G,K) and any g = ψ(x) ∈ G. Henceforth we write bi := hi − 1

and bα := bα1
1 bα2

2 · · · bαd

d , for α = (α1, . . . , αd) ∈ IN
d
0, in ZZp[G] ⊆ D(G,K). If cα

denote the coefficients of the Mahler expansion of ψ∗(f) for some f ∈ C(G,K)
then their classical computation in terms of finite differences shows that

bα(f) = cα .

It easily follows that any distribution λ ∈ D(G,K) has a unique convergent
expansion

λ =
∑

α∈INd
0

dαb
α

with dα ∈ K such that, for any 0 < r < 1, the set {|dα|r
|α|}α∈INd

0
is bounded.

Conversely, any such series is convergent in D(G,K). The Fréchet topology on
D(G,K) is defined by the family of norms

‖λ‖′r := sup
α∈INd

0

|dα|r
|α|

for 0 < r < 1. For our purposes it is in fact more convenient to take the original
p-valuation ω into account and to always work with the equivalent set of norms

‖λ‖r := sup
α∈INd

0

|dα|r
τα
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where τα :=
∑

i αiω(hi). We note that, since the multiplication in D(G,K) is
jointly continuous, we obtain the expansion of the product of two distributions
by multiplying their expansions, inserting the expansions

bβbγ =
∑

α

cβγ,αb
α ,

and rearranging.

The inclusion ZZp[G] ⊆ D(G,K) extends to an embedding of topological rings

ZZp[[G]] →֒ D(G,K)

of the completed group ring

ZZp[[G]] := lim
←−

ZZp[G/N ]

with N running over all open normal subgroups of G into the distribution al-
gebra. A distribution λ =

∑
α dαb

α lies in ZZp[[G]] if and only if all dα ∈ ZZp;
moreover, the norm ‖ ‖1/p restricted to ZZp[[G]] is independent of the choice

of the ordered basis of G, is multiplicative, satisfies ‖g − 1‖1/p ≤ p−ω(g) for
any g ∈ G, and defines the compact topology of ZZp[[G]] ([Laz] III.2.3; his w
is the additive version of our ‖ ‖1/p). The latter in fact implies that each of
the norms ‖ ‖r, for 0 < r < 1, defines this same compact topology of ZZp[[G]].
Theorem III.2.3.3 in [Laz] says that the inclusion map G →֒ ZZp[[G]] induces an
isomorphism

U(gr(G))
∼=
−→ gr·1/pZZp[[G]]

where the left hand side is the universal enveloping algebra of the Lie algebra
gr(G) over IFp[ǫ] and the right hand side is the associated graded ring for the
filtration

F s1/pZZp[[G]] := {λ ∈ ZZp[[G]] : ‖λ‖1/p ≤ p−s} .

Note that the right hand side is naturally an IFp[ǫ]-algebra as well by viewing
IFp[ǫ] as the associated graded ring for the p-adic valuation on ZZp.

After this review we begin our investigation by looking at the expansions

bβbγ =
∑

α

cβγ,αb
α

with cβγ,α ∈ ZZp.

Lemma 4.1: i. ωp(cβγ,α) ≥ max(0, τβ + τγ − τα);

ii. |cβγ,α|r
τα ≤ rτβ+τγ for any 1/p ≤ r ≤ 1.
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Proof: Since ‖ ‖1/p is multiplicative on ZZp[[G]] we have

p−τβ−τγ = ‖bβbγ‖1/p = sup
α

|cβγ,α|p
−τα

which implies ωp(cβγ,α) ≥ τβ + τγ − τα. It also implies the second assertion
in case r = 1/p. For general r we distinguish two cases. If τα ≥ τβ + τγ then
|cβγ,α| ≤ 1 ≤ rτβ+τγ−τα. If τα ≤ τβ + τγ then |cβγ,α| ≤ (1/p)τβ+τγ−τα ≤
rτβ+τγ−τα.

Proposition 4.2: Each norm ‖ ‖r on D(G,K), for 1/p ≤ r < 1, is submulti-
plicative.

Proof: Let λ =
∑

β dβb
β and µ =

∑
γ eγb

γ be two distributions in D(G,K).
Their product then has the expansion

λµ =
∑

β,γ

dβeγb
βbγ =

∑

α

(
∑

β,γ

dβeγcβγ,α)b
α .

Using Lemma 4.1.ii we obtain

‖λµ‖r = sup
α

|
∑
β,γ

dβeγcβγ,α|r
τα ≤ sup

α,β,γ
|dβ ||eγ||cβγ,α|r

τα

≤ sup
β,γ

|dβ|r
τβ|eγ |r

τγ

≤ ‖λ‖r‖µ‖r .

We put

K[[G]] := K ⊗Qp
ZZp[[G]]

which still is a subalgebra of D(G,K). On any of the rings R = ZZp[[G]], K[[G]],
or D(G,K) we have, for each 1/p ≤ r < 1, the filtration

F srR := {a ∈ R : ‖a‖r ≤ p−s} .

The associated graded ring is denoted by gr·rR. We let

Dr(G,K) := completion of D(G,K) with respect to the norm ‖ ‖r .

As a K-Banach space Dr(G,K) is given by all series

∑

α

dαb
α with dα ∈ K and |dα|r

τα −→ 0 as |α| −→ ∞ .
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We also introduce the even larger K-Banach space

D<r(G,K) := {
∑

α

dαb
α : dα ∈ K and {|dα|r

τα}α is bounded} .

On both of them the norm continues to be given by

‖
∑

α

dαb
α‖r = sup

α
|dα|r

τα .

By Prop. 4.2 the multiplication on D(G,K) extends continuously to Dr(G,K)
and makes Dr(G,K) into a K-Banach algebra. If r > 1/p then D<r(G,K) ⊆
D1/p(G,K). The computation in the proof of Prop. 4.2 shows that the left
term is multiplicatively closed in the algebra D1/p(G,K) and that D<r(G,K)
with the norm ‖ ‖r is a K-Banach algebra. Altogether we obtain the system of
K-Banach algebras

. . . ⊆ Dr(G,K) ⊆ D<r(G,K) ⊆ Dr′(G,K) ⊆ . . . ⊆ D1/p(G,K)

with 1/p ≤ r′ < r < 1 and

D(G,K) = lim
←−
r

Dr(G,K) = lim
←−
r

D<r(G,K) .

On R = Dr(G,K), resp. = D<r(G,K), we again have, for any 1/p ≤ r′ ≤ r,
resp. 1/p ≤ r′ < r, the filtration

F sr′R := {a ∈ R : ‖a‖r′ ≤ p−s}

with associated graded ring gr·r′R.

It is crucial for our results that all the various graded rings we have introduced
can be computed explicitly. First of all we remark that all the norms under
consideration restrict on ZZp to the p-adic absolute value. Hence all graded
rings naturally are IFp[ǫ]-algebras. Secondly we make the observation that, since
K[[G]] is dense in Dr(G,K), we have the isomorphism

gr·rK[[G]]
∼=
−→ gr·rDr(G,K)

for any 1/p ≤ r < 1. Moreover, by construction, the natural map of IFp[ǫ]-
algebras gr·rZZp[[G]] →֒ gr·rK[[G]] is injective. It extends to a ring homomor-
phism

gr·K ⊗
IFp[ǫ]

gr·rZZp[[G]] −→ gr·rK[[G]]

19



where gr·K is the associated graded ring for the filtration F sK := {a ∈ K : |a| ≤
p−s}. This map, in fact, is an isomorphism since gr·rZZp[[G]], resp. gr

·
rK[[G]], is

free as a module over IFp[ǫ], resp. gr
·K, with basis the principal symbols σr(b

α).
We recall that the principal symbol σr(a) of a nonzero element a in one of our
rings R with respect to the filtration F ·rR is the coset σr(a) := a + F s+r R if
a ∈ F srR \ F s+r R.

Lemma 4.3: For any 1/p ≤ r < 1 we have

gr·K ⊗
IFp[ǫ]

gr·rZZp[[G]]
∼=
−→ gr·rK[[G]]

∼=
−→ gr·rDr(G,K) .

We note that

gr·K ∼= k[ǫo, ǫ
−1
o ]

where k is the residue class field of K and ǫo denotes the principal symbol of a
prime element of K. The natural map IFp[ǫ] →֒ gr·K is given by ǫ 7→ aǫeo where

e denotes the absolute ramification index of K and a ∈ IF
×
p is an appropriate

element.

To obtain our results we have to impose additional condition on our p-valued
group (G, ω). According to [Laz] III.2.1.6 the pair (G, ω) is called p-saturated if
any g ∈ G such that ω(g) > p/(p− 1) is a pth power. In the following we make
the assumption that

(HYP)
(G, ω) is p-saturated and the ordered basis (h1, . . . , hd) of G
satisfies ω(hi) + ω(hj) > p/(p− 1) for any 1 ≤ i 6= j ≤ d .

Remark: In [DDMS] §4.1 the authors introduce the class of uniform (or uni-
formly powerful) pro-p-groups. Without recalling their definition we briefly re-
late this notion to the language of Lazard which we are using. For simplicity
we assume that p 6= 2. First let G be, as above, a compact locally Qp-analytic
group which has a p-valuation ω such that (HYP) holds. As we have seen in the
proof of Lemma 4.4 the commutator of any two members of the given ordered
basis is a p-th power. This easily implies that G is powerful ([DDMS] Def. 3.1).
On the other hand any group with a p-valuation must be torsionfree. According
to [DDMS] Thm. 4.5 these two properties together ensure that G is uniform.
Vice versa, assume G to be a uniform pro-p-group. It is locally Qp-analytic by
[DDMS] Thm. 8.18. The discussion in [DDMS] §4.2 in fact shows that G has
an integrally valued p-valuation ω′ and an ordered basis (h1, . . . , hd) such that
ω′(h1) = . . . = ω′(hd) = 1; moreover, by [DDMS] Lemma 4.10, each element in
G2 is a p-th power. (Compare also the Notes at the end of Chap. 4 in [DDMS].)
Hence (HYP) holds in this context.
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This remark in particular shows that we could have worked from the beginning
with such simpler p-valuations like ω′. But in order to have as much flexibility as
possible for later applications it seemed advantageous to us to instead minimize
the requirements on the p-valuation.

Lemma 4.4: Assuming (HYP) we have ‖bibj − bjbi‖r < ‖bibj‖r for any 1 ≤
i < j ≤ d and any 1/p < r < 1.

Proof: Put c := ω(hi) + ω(hj). Since i < j we have ‖bibj‖r = rc. To estimate
the left hand side in the assertion we use that our hypothesis implies that h :=
h−1i h−1j hihj = gp for some g ∈ G. Hence

bibj − bjbi = hihj − hjhi = hjhi(h− 1)

= hjhi(g
p − 1) = hjhi(((g − 1) + 1)p − 1)

= hjhi(g − 1)p +
p−1∑
n=1

(
p
n

)
hjhi(g − 1)n

and therefore, by the submultiplicativity of ‖ ‖r and the fact that ‖hi‖r = 1,

‖bibj − bjbi‖r ≤ max(‖g − 1‖pr , |p|‖g − 1‖r) .

Since 1/p ≤ r < 1 the inequality ‖g − 1‖1/p ≤ p−ω(g) implies that ‖g − 1‖r ≤

rω(g). To see this let 0 < z ≤ 1 such that (1/p)z = r and consider the expansion
g − 1 =

∑
α dαb

α. We have |dα|p
−τα ≤ p−ω(g). By exponentiating this latter

inequality and using that |dα| ≤ 1 we have

|dα|r
τα ≤ |dα|

zp−zτα ≤ p−zω(g) = rω(g) .

Combining this with the previous estimate we obtain

‖bibj − bjbi‖r ≤ max(rpω(g), p−1rω(g)) .

¿From the properties of a p-valuation we deduce that

ω(g) = ω(h)− 1 ≥ ω(hi) + ω(hj)− 1 = c− 1 .

We therefore get

‖bibj − bjbi‖r ≤ max(rp(c−1), p−1rc−1) .

The inequality p−1rc−1 < rc is obvious from 1/p < r. It remains to be seen
that c < p(c − 1). But this is equivalent to p/(p − 1) < c which is part of our
assumptions.
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Theorem 4.5: Assuming (HYP) let 1/p < r < 1 and let R be one of the rings
ZZp[[G]] or Dr(G,K); we then have:

i. gr·rR is a polynomial ring over IFp[ǫ], resp. gr
·K, in the variables σr(b1), . . . ,

σr(bd); the norm ‖ ‖r on R is multiplicative;

ii. if r ∈ pQ then R is a (left and right) noetherian integral domain.

Proof: i. By Lemma 4.3 we only need to consider the case R = ZZp[[G]]. We
have remarked already that gr·rZZp[[G]] as a module is free over IFp[ǫ] with basis
{σr(b

α)}α. Since ‖bα‖r =
∏
i ‖bi‖

αi
r we have σr(b

α) =
∏
i σr(bi)

αi . Moreover,
according to Lemma 4.4, the σr(bi) commute with each other. The norm ‖ ‖r
has to be multiplicative since gr·rR is an integral domain.

ii. Because of our assumptions that K is discretely valued, ω has rational values,
and r ∈ pQ the filtration F ·rR is quasi-integral. The assertion therefore is an
immediate consequence of i. and Prop. 1.1.

Recall that L denotes an arbitrary finite extension of Qp contained in K.

Remark 4.6: ZZp[[G]], L[[G]], and D1/p(G,K) are (left and right) noetherian
integral domains with multiplicative norm ‖ ‖1/p.

Proof: Since L is a finitely generated ZZp-algebra the case L[[G]] follows from
the case ZZp[[G]]. For the other two cases, using again Prop. 1.1 and Lemma
4.3, it suffices to know that gr·1/pZZp[[G]] is a (left and right) noetherian integral

domain. But this is already contained in [Laz] since it is shown there, as we
have recalled above, that gr·1/pZZp[[G]]

∼= U(gr(G)).

Turning to flatness properties we will call in the following a unital ring homo-
morphism R −→ R′ (faithfully) flat if R′ is (faithfully) flat as a left as well as a
right R-module.

Proposition 4.7: Assuming (HYP) the maps

ZZp[[G]] −→ L[[G]] −→ Dr(G,K)

are flat for any 1/p ≤ r < 1 such that r ∈ pQ.

Proof: The first map is flat as a base extension of the flat map ZZp →֒ L. To
see that the composite map is flat it suffices by Prop. 1.2 and Thm. 4.5.i
(resp. the argument in the proof of Remark 4.6 in case r = 1/p) to check that
the associated graded map for the filtration F ·r is flat. This latter map, by
Lemma 4.3, is a base extension of the map IFp[ǫ] −→ gr·K = k[ǫo, ǫ

−1
o ] which

obviously is flat. To finally deduce the flatness of the second map it remains to
observe that due to the existence of the trace map L −→ Qp the tensor product
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Dr(G,K)⊗L[[G]]M , for any L[[G]]-module M , is naturally a direct summand of
Dr(G,K)⊗Qp[[G]] M = Dr(G,K)⊗ZZp[[G]] M .

Lemma 4.8: Assume (HYP) and let 1/p < r < 1 be in pQ; then D<r(G,K) is
(left and right) noetherian and the map Dr(G,K) −→ D<r(G,K) is flat.

Proof: Both assertions can be checked after a faithfully flat base extension. In
particular we may replace the field K by any of its finite extensions. This allows
us to assume that the absolute ramification index e of K has the property that

rω(hi) = p−mi/e for 1 ≤ i ≤ d and appropriate mi ∈ IN .

As before let k denote the residue class field of K and ǫo the principal symbol
of a prime element π of K. By Prop. 1.1 and 1.2 it suffices to show that the
induced map between the graded rings gr·rDr(G,K) −→ gr·rD<r(G,K) is a flat
map between noetherian rings. The left hand graded ring has been computed
in Thm. 4.5.i. Our above assumption on K means that the values of the norm
‖ ‖r on D<r(G,K) lie in |π|ZZ ∪ {0}. Hence

gr·rD<r(G,K) = gr·K ⊗k gr
0
rD<r(G,K)

Since gr·K is a finitely generated k-algebra we are reduced to showing that
the map gr0rDr(G,K) −→ gr0rD<r(G,K) is a flat map between noetherian
rings. By definition F 0

rD<r(G,K) consists of all series of
∑
α dαb

α where
|dα|r

τα ≤ 1. But rτα = |π|m1α1+...+mdαd . Hence, equivalently, F 0
rD<r(G,K) is

all series
∑
α eα(b1/π

m1)α1 . . . (bd/π
md)αd where |eα| ≤ 1. Mapping this series to∑

α(eαmodπ)uα1
1 . . . uαd

d induces a bijection

gr0rD<r(G,K)
∼=
−→ k[[u1, . . . , ud]]

into the formal power series over k in the variables u1 . . . , ud. By Lemma 4.4 this
is an isomorphism of rings. Clearly gr0rDr(G,K) corresponds to the polynomial
ring k[u1, . . . , ud]. It is well known that the inclusion of the polynomial ring into
the formal power series ring over a field is a flat map between noetherian rings.

Theorem 4.9: Assuming (HYP) the map Dr(G,K) −→ Dr′(G,K) is flat for
any 1/p < r′ ≤ r < 1 in pQ.

Proof: We certainly may assume that r′ < r. Then the map in question can be
viewed as the composite

Dr(G,K) −→ D<r(G,K) −→ Dr′(G,K) .
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Because of Lemma 4.8 it remains to be seen that the second map is flat. Again
we may enlarge the field K if convenient. This time we assume that the absolute
ramification index e of K satisfies

rω(hi) = p−mi/e and (r′)ω(hi) = p−m
′

i/e for 1 ≤ i ≤ d

and appropriate mi < m′i in IN. Since D<r(G,K) = Qp ⊗ZZp
F 0
rD<r(G,K) it

suffices to show that the inclusion F 0
rD<r(G,K) −→ Dr′(G,K) is flat. The

advantage of this is that the left term is closed (in fact c-compact) in the Ba-
nach space on the right. This means that on both sides the filtration F ·r′ is
complete. By Prop. 1.2 we therefore are reduced to showing that the corre-
sponding injective graded map gr·r′F

0
rD<r(G,K) −→ gr·r′Dr′(G,K) is a flat

map between noetherian rings. By the assumption on K on both sides a homo-
geneous component can be nonzero only if its degree lies in 1

e
ZZ. Fix a prime

element π of K, and let m ∈ ZZ. Then F
m/e
r′ F 0

rD<r(G,K) consists of all series
∑
α eα(b1/π

m′

1)α1 . . . (bd/π
m′

d)αd where |eα| ≤ min(|π|m, |π|
∑

i
(m′

i−mi)αi). On

the other hand F
m/e
r′ Dr′(G,K) consists of all such series for which |eα| ≤ |π|m

and |eα| −→ 0 as |α| −→ ∞. Denoting, as usual, by k the residue class field of
K and by ǫo the principal symbol of π it follows that

gr
m/e
r′ Dr′(G,K) = ǫmo · k[u1, . . . , ud] with ui := ǫ

−m′

i
o · σr′(bi)

and

gr
m/e
r′ F 0

rD<r(G,K) =
⊕

{ǫmo · kuα1
1 . . . uαd

d :
∑

i(m
′
i −mi)αi ≤ m} =

⊕
{kǫ

m−
∑

i
(m′

i−mi)αi

o (ǫ
m′

1−m1
o u1)

α1 . . . (ǫ
m′

d−md
o ud)

αd :
∑

i(m
′
i −mi)αi ≤ m}.

Note that always
∑

i(m
′
i −mi)αi ≥ 0. We obtain

gr·r′Dr′(G,K) = k[ǫo, ǫ
−1
o , u1, . . . , ud]

(compare Thm. 4.5.i) and

gr·r′F
0
rD<r(G,K) = k[ǫo, ǫ

m′

1−m1
o u1, . . . , ǫ

m′

d−md
o ud] .

Obviously both rings are noetherian and the inclusion between them, being
localization in ǫo, is flat.

Theorem 4.10: For any compact locally Qp-analytic group G which carries a
p-valuation satisfying (HYP) the algebra D(G,K) is a Fréchet-Stein algebra.

Proof: This is a consequence of Thm. 4.5.ii and Thm. 4.9.
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To construct our sequence of norms which exhibits D(G,K) as a Fréchet-Stein
algebra we made the two choices of a p-valuation ω on G and of a corresponding
ordered basis (h1, . . . , hd) of G. Consider another ordered basis (h′1, . . . , h

′
d)

with respect to the same ω. Put b′i := h′i − 1, b′α := b′α1
1 b′α2

2 · · · b′αd

d , and

τ ′α :=
∑

i αiω(h
′
i) for α = (α1, . . . , αd) ∈ IN

d
0. Consider the expansions

b′β =
∑

α

cβ,αb
α

in ZZp[[G]]. Since the norm ‖ ‖1/p on ZZp[[G]] does not depend on the choice of
the ordered basis we have

ωp(cβ,α) ≥ max(0, τ ′β − τα) .

Similarly as in the proof of Lemma 4.1.ii this implies that

|cβ,α|r
τα ≤ rτ

′β

for any 1/p ≤ r ≤ 1. Expanding an element λ ∈ D(G,K) with respect to both
bases as

λ =
∑

α

dαb
α =

∑

β

d′βb
′β

we have dα =
∑
β d
′
βcβ,α. It follows that

sup
α

|dα|r
τα ≤ sup

β
|d′β|r

τ ′β .

For reasons of symmetry we must in fact have equality. This shows that the
norms ‖ ‖r on D(G,K), for 1/p ≤ r < 1, are independent of the choice of the
ordered basis.

We complete the list of flatness properties with the following result which an-
swers positively a question raised at the end of §3 in [ST3].

Theorem 4.11: Assuming (HYP) the map L[[G]] −→ D(G,K) is faithfully
flat.

Proof: The other case being completely analogous we give in the following only
the argument for left faithful flatness. We also agree that in this proof all
occuring numbers r satisfy, without further mentioning, the conditions 1/p <
r < 1 and r ∈ pQ.

For the flatness we let J ⊆ L[[G]] be a left ideal. We have to show that the
canonical map

D(G,K)⊗L[[G]] J −→ D(G,K)
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is injective. The ring L[[G]] being noetherian by Remark 4.6 we have that the left
hand D(G,K)-module is finitely presented and hence coadmissible. It follows
that

D(G,K)⊗L[[G]] J = lim
←−
r

Dr(G,K)⊗D(G,K) (D(G,K)⊗L[[G]] J)

= lim
←−
r

Dr(G,K)⊗L[[G]] J .

But Dr(G,K) is flat over L[[G]] according to Thm. 4.7 so that the map
Dr(G,K) ⊗L[[G]] J −→ Dr(G,K) is injective. Since the projective limit is left
exact this implies the injectivity we want.

For faithful flatness we have to show that D(G,K)⊗L[[G]]M 6= 0 for any nonzero
L[[G]]-module M . Let o denote the ring of integers in L and put o[[G]] :=
o⊗ZZp

ZZp[[G]]. Since L[[G]]⊗o[[G]]M = L⊗oM =M and hence D(G,K)⊗L[[G]]

M = D(G,K) ⊗o[[G]] M it suffices to show that D(G,K) ⊗o[[G]] M 6= 0 for
any nonzero p-torsionfree o[[G]]-module M . By the usual argument this reduces
to the claim that D(G,K) · J 6= D(G,K) for any proper left ideal J ⊆ o[[G]]
such that o[[G]]/J is p-torsionfree. Since o[[G]] is noetherian by Remark 4.6 and
o[[G]] −→ D(G,K) is already known to be flat the D(G,K)-module D(G,K) ·
J = D(G,K)⊗o[[G]] J is coadmissible which implies that

D(G,K) · J = lim
←−
r

Dr(G,K)⊗o[[G]] J = lim
←−
r

Dr(G,K) · J

the second identity coming from the fact that Dr(G,K) is flat over o[[G]] by
Thm. 4.7. It therefore suffices to find at least one r such that Dr(G,K) · J 6=
Dr(G,K).

To simplify the notation we use in the following the abbreviations R := o[[G]]
and Dr := Dr(G,K). Giving the outer terms of the exact sequence

0 −→ DrJ −→ Dr −→ Dr/DrJ −→ 0 .

the filtration induced by F ·rDr we obtain the exact sequence of associated graded
gr·rDr-modules

0 −→ gr·rDrJ −→ gr·rDr −→ gr·r(Dr/DrJ) −→ 0 .

We compare this with the exact sequence of gr·rR-modules

0 −→ gr·rJ −→ gr·rR −→ gr·r(R/J) −→ 0

arising from giving the outer terms of the exact sequence

0 −→ J −→ R −→ R/J −→ 0
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the filtration induced by F ·rR. By Lemma 4.3 the map gr·rR −→ gr·rDr is flat.
Hence we have the commutative exact diagram:

0

��

0

��
gr·rDr ⊗gr·rR gr

·
rJ

��

(1)
// gr·rDrJ

��
gr·rDr ⊗gr·rR gr

·
rR

��

∼= // gr·rDr

��
gr·rDr ⊗gr·rR gr

·
r(R/J)

��

(2)
// gr·r(Dr/DrJ)

��
0 0

The horizontal arrow in the middle obviously is an isomorphism. Since both
rings, gr·rR and gr·rDr, are noetherian by Thm. 4.5.i we may apply Lemma 1.3
and obtain that (1) and hence (2) is an isomorphism. This reduces us to finding
an r such that gr·rDr ⊗gr·rR gr·r(R/J) 6= 0. Since R is compact the finitely
generated left ideal J is closed. Hence the filtration F ·r(R/J) is separated and
gr·r(R/J) 6= 0 if R/J 6= 0. From Lemma 4.3 we know that gr·rDr is faithfully
flat over (gr·rR)[ǫ

−1]. So we are finally reduced to proving that

gr·r(R/J) is ǫ -torsionfree for r sufficiently close to 1

provided R/J is p-torsionfree.

Let π ∈ o be a prime element of L and let e denote the absolute ramification
index of L. It is more convenient to study the multiplication by σr(π) (instead
of ǫ = σr(p)) on gr

·
r(R/J). Suppose therefore that

x ∈ F srR+ J and πx ∈ F (s+1/e)+
r R + J .

We have to show that x ∈ F s+r R+J (provided r is sufficiently close to 1). Write

πx = y + a with y ∈ F (s+1/e)+
r R and a ∈ J .

We will find y′ ∈ R and a′ ∈ J ∩ F
(s+1/e)+
r R such that y = πy′ + a′. Then

πy′ = y− a′ ∈ F
(s+1/e)+
r R, hence y′ ∈ F s+r R, and π(x− y′) = a+ a′ ∈ J . Since

R/J is assumed to be π-torsionfree it follows that

x ∈ y′ + J ⊆ F s+r R+ J .
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To actually find y′ and a′ we look at the left ideal J+πR/πR in the ring R/πR.
On R/πR we consider the quotient filtration F sr (R/πR) := F srR + πR/πR and
then on J + πR/πR the induced filtration

F sr (J + πR/πR) := [(J + πR) ∩ (F srR + πR)]/πR .

Since R is compact the quotient filtration on R/πR is complete, and gr·r(R/πR)
being a quotient of gr·rR is noetherian. Hence we may apply Lemma 1.4 to the
ideal J + πR/πR in R/πR. We obtain elements a1, . . . , al ∈ J \ πR such that
ai + πR ∈ F sir (R/πR) \ F si+r (R/πR) and

F sr (J + πR/πR) =

l∑

i=1

F s−sir (R/πR) · (ai + πR)

for any s ∈ IR. Since

y + πR = −a+ πR ∈ F (s+1/e)+
r (J + πR/πR)

we find bi ∈ F
(s+1/e−si)+
r R such that

y + πR = b1a1 + . . .+ blal + πR

or equivalently

y = πy′ + a′ for a′ := b1a1 + . . .+ blal ∈ J and some y′ ∈ R .

The element a′ will lie in F
(s+1/e)+
r R provided we have ai ∈ F sir R for any

1 ≤ i ≤ l. But the subsequent lemma says that this automatically holds true
for any r sufficiently close to 1.

Lemma 4.12: Let o denote the ring of integers in L and π ∈ o a prime element
and put R := o ⊗ZZp

ZZp[[G]]. For any a ∈ R \ πR there is a 1/p ≤ r(a) < 1
such that for all r(a) ≤ r < 1 and all s ∈ IR we have: If a ∈ F srR + πR then
a ∈ F srR.

Proof: Write a =
∑
α dαb

α with dα ∈ o. By assumption we have |dα| = 1 for
some α. We choose a β such that τβ is minimal in the set {τα : |dα| = 1}. For
any α with τα ≥ τβ we have |dα|r

τα ≤ rτβ for any r < 1. Consider on the other
hand the finitely many α1, . . . , αl such that ταi < τβ. Since |dαi

| < 1 we find a
1/p ≤ r(a) < 1 such that |dαi

| ≤ r(a)τβ−ταi for any 1 ≤ i ≤ l. It follows that
|dα|r

τα ≤ rτβ for any α and any r(a) ≤ r < 1 and hence that

‖a‖r ≤ rτβ for any r(a) ≤ r < 1 .
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Suppose now that a ∈ F srR + πR for some r(a) ≤ r < 1. Then |dα|r
τα ≤ p−s

for any α such that |dα| = 1. In particular rτβ = |dβ |r
τβ ≤ p−s and hence

‖a‖r ≤ p−s.

5. Distribution algebras of compact Lie groups

As before let Qp ⊆ L ⊆ K ⊆ Cp be complete intermediate fields where L/Qp
is finite and K is discretely valued, and let G be an arbitrary compact locally
L-analytic group. We denote by G0 the same group but viewed as a locally
Qp-analytic group.

Theorem 5.1: D(G,K) is a Fréchet-Stein algebra.

Proof: Step 1: We first show that D(G0, K) is a Fréchet-Stein algebra. For this
we choose an open normal subgroup H0 ⊆ G0 which is a uniform pro-p-group.
According to [DDMS] §4.2 the lower p-series (loc. cit. Def. 1.15 and Cor. 1.20)
in H0 is the filtration corresponding to an integrally valued p-valuation ω on H0

(in fact, for p = 2 we have to replace H0 by its Frattini subgroup which is the
first step in its lower p-series so that the restriction of ω satisfies the axioms of
a p-valuation). Let (h1, . . . , hd) be an ordered basis of H0 corresponding to this
ω. Since the lower p-series consists of characteristic subgroups we have

ω(ghg−1) = ω(h) for any g ∈ G0, h ∈ H0 .

Hence (gh1g
−1, . . . , ghg−1), for any g ∈ G0, is an ordered basis as well. Let

‖ ‖r, for 1/p < r < 1, be the family of submultiplicative norms on D(H0, K),
corresponding to ω and (h1, . . . , hd), which we have constructed in section 4.
As discussed after Thm. 4.10 each of these norms is in fact independent of the
choice of the ordered basis. This means that we have

‖δgλδg−1‖r = ‖λ‖r for any g ∈ G0 and λ ∈ D(H0, K) .

We now fix coset representatives 1 = g1, g2, . . . , gl for H0 in G0. Then the Dirac
distributions δg1 , . . . , δgl form a basis of D(G0, K) as a left D(H0, K)-module.
For any µ ∈ D(G0, K) write µ = λ1(µ)δg1 + . . .+ λl(µ)δgl and put

qr(µ) := max(‖λ1(µ)‖r, . . . , ‖λl(µ)‖r) .

Since D(G0, K) is topologically isomorphic to D(H0, K)l by the open mapping
theorem this defines a continuous norm qr on D(G0, K) which extends the norm
‖ ‖r on D(H0, K). It also is clear that the family qr, for 1/p < r < 1, defines
the Fréchet topology of D(G0, K).
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We claim that the multiplication in D(G0, K) is continuous with respect to each
norm qr. For any two µ, µ′ ∈ D(G0, K) we compute

qr(µµ
′) = qr(

∑
i,j
λi(µ)δgiλj(µ

′)δgj )

= qr(
∑
i,j

λi(µ)(δgiλj(µ
′)δg−1

i
)δgigj )

= qr(
∑
k

∑
i,j

λi(µ)(δgiλj(µ
′)δg−1

i
)λk(δgigj )δgk)

≤ max
i,j,k

‖λi(µ)‖r‖δgiλj(µ
′)δg−1

i
‖r‖λk(δgigj )‖r

= max
i,j,k

‖λi(µ)‖r‖λj(µ
′)‖r‖λk(δgigj )‖r

≤ max
i,j,k

‖λk(δgigj )‖r · qr(µ) · qr(µ
′) .

It follows that the completion Dr(G0, K) of D(G0, K) with respect to qr is a
K-Banach algebra which contains Dr(H0, K) and which as a left Dr(H0, K)-
module is free with basis δg1 , . . . , δgl . Hence Thm. 4.5.ii implies that Dr(G0, K)
is left noetherian provided r ∈ pQ. Moreover, since

Dr′(G0, K) = Dr′(H0, K) ⊗
Dr(H0,K)

Dr(G0, K)

as bimodules we obtain from Thm. 4.9 that Dr′(G0, K) is flat as a right
Dr(G0, K)-module for any 1/p < r′ ≤ r < 1 in pQ. (We note that the above ar-
gument is left-right symmetric; in particular Dr(G0, K) is left and right noethe-
rian if r ∈ pQ.)

Step 2: To derive our assertion from Step 1 we consider the obvious injective
map between vector spaces of locally analytic functions

Can(G,K) →֒ Can(G0, K) .

It is in fact a topological embedding (see the proof of [ST4] Lemma 1.2). By
the Hahn-Banach theorem and the open mapping theorem we therefore obtain
dually a quotient map of Fréchet algebras

D(G0, K) −→→ D(G,K) .

Hence the assertion follows from the first step and Prop. 3.7.

Theorem 5.2: The map L[[G]] −→ D(G0, K) is faithfully flat.

Proof: Choose an open normal subgroup H0 ⊆ G0 which is a uniform pro-p-
group. We then have the bimodule isomorphism

D(G0, K) ∼= L[[G]] ⊗
L[[H0]]

D(H0, K) .
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Hence the assertion follows by base change (compare [B-CA] I§3.3 Prop. 5) from
Thm. 4.11.

It is likely that also the map L[[G]] −→ D(G,K) is faithfully flat. But this
seems to require additional arguments beyond the present methods.

6. Admissible representations

With Qp ⊆ L ⊆ K ⊆ Cp as in the previous sections we now let G be an arbitrary
locally L-analytic group.

Definition: A (left) D(G,K)-module is called coadmissible if it is coadmissible
as a D(H,K)-module for every compact open subgroup H ⊆ G.

For any two compact open subgroups H ⊆ H ′ ⊆ G the algebra D(H ′, G) is
finitely generated free and hence coadmissible as aD(H,K)-module. It therefore
follows from Lemma 3.8 that the condition in the above definition needs to
be tested only for a single compact open subgroup H. We let CG denote the
full subcategory of all coadmissible D(G,K)-modules in Mod(D(G,K)). As a
consequence of Cor. 3.4 it is closed with respect to the formation of finite direct
sums, kernels, and cokernels. In particular CG is an abelian category. A module
M in CG viewed as a D(H,K)-module for some compact open subgroup H ⊆ G
carries its canonical Fréchet topology. The arguments in the proof of Lemma
3.8 applied to the algebra homomorphism D(H,K) −→ D(H ′, K) show that
this topology in fact is independent of the choice of H. We therefore call it the

canonical topology onM . Consider, for any g ∈ G, the mapM
g·
−→M . If we view

the source as a D(H,K)-module and the target as a D(gHg−1, K)-module then
this map is compatible with these module structures relative to the isomorphism

of Fréchet algebras δg.δg−1 : D(H,K)
∼=
−→D(gHg−1, K). Using Lemma 3.8 we

conclude that this mapM
g·
−→M is continuous for the canonical topology. Since

D(G,K) =
⊕

g∈H\G

D(H,K)δg

as locally convex vector spaces it then also follows that the D(G,K)-action on
M is separately continuous. Moreover, any map in CG is continuous and strict
for the canonical topologies.

Lemma 6.1: The canonical topology on a coadmissible D(G,K)-module M is
nuclear.
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Proof: We choose a compact open subgroup H ⊆ G such that the locally Qp-
analytic group H0 which underlies H carries a p-valuation ω satisfying the con-
dition (HYP) in section 4. We also fix an ordered basis (h1, . . . , hd) of (H0, ω)
and denote by ‖ ‖r, for 1/p ≤ r < 1, the family of norms on D(H0, K) con-
structed in section 4. The completion of D(H0, K), resp. of the quotient algebra
D(H,K), with respect to ‖ ‖r, resp. the quotient norm of ‖ ‖r, is denoted by
Dr(H0, K), resp. Dr(H,K). As a Fréchet space M is the projective limit

M = lim
←−
r

Mr

of the Banach spaces

Mr := Dr(H,K) ⊗
D(H,K)

M .

For its nuclearity it suffices to check (compare [NFA] Prop. 19.9) that the
transition maps Mr −→ Mr′ , for 1/p ≤ r′ < r < 1, are compact. But we have,
for some l ∈ IN, a commutative diagram

Dr(H0, K)l

��

// // Dr(H,K)l

��

// // Mr

��
Dr′(H0, K)l // // Dr′(H,K)l // // Mr′

where the horizontal maps are strict surjections. Hence it suffices to show that
the first perpendicular arrow is compact. In other words we are reduced to
showing that the natural map

Dr(H0, K) −→ Dr′(H0, K)

is compact. The ring structure being irrelevant here we may use the global
chart ψ corresponding to the fixed ordered basis to further reduce this to the
compactness of the map

Dr(ZZ
d
p, K) −→ Dr′(ZZ

d
p, K) .

As we have discussed after Prop. 4.2, both sides are Banach spaces of convergent
power series on certain closed disks strictly contained in each other and the map
is the restriction map. By a well known nonarchimedean version of Montel’s
theorem (compare [NFA] p.99) this map is compact.

Remark 6.2: Suppose that G is compact; then the analytic D(G,K)-modules in
the sense of [ST1] §1 are precisely the finitely generated coadmissible D(G,K)-
modules.
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Proof: If M is a finitely generated and coadmissible D(G,K)-module then, in
view of its canonical Fréchet topology, it follows from [ST1] Prop. 1.1 that M
is analytic. Vice versa, if M is analytic then it is shown in the proof of loc. cit.
that M is isomorphic to a quotient of a finitely generated free D(G,K)-module
(with its canonical topology) by a closed submodule. Hence Lemma 3.6 implies
that M is coadmissible.

It follows from the above remark (and Cor. 3.4.v) that for compact G any finitely
presented D(G,K)-module is analytic. This was posed as an open question in
[ST1].

We recall from [ST2] §3 that a locally analytic G-representation V (over K) is a
barrelled locally convex Hausdorff K-vector space V equipped with a G-action
by continuous linear endomorphisms such that, for each v ∈ V , the orbit map
ρv(g) := gv is a V -valued locally analytic function on G. The G-action extends
to a separately continuous action of the algebra D(G,K) on V . It was proved in
[ST2] Cor. 3.3 that the functor V 7−→ V ′b of passing to the strong dual induces
an anti-equivalence of categories:

locally analytic G-representations
on K-vector spaces of compact type

with continuous linear G-maps
→

separately continuous D(G,K)-
modules on nuclear Fréchet
spaces with continuous
D(G,K)-module maps

The objects on the right hand side naturally come as right D(G,K)-modules.
But using the anti-involution g 7−→ g−1 we may and will view them as left
D(G,K)-modules.

Definition: An admissible G-representation over K is a locally analytic G-
representation on a K-vector space of compact type V such that the strong dual
V ′b is a coadmissible D(G,K)-module equipped with its canonical topology.

We let RepaK(G) denote the category of all admissible G-representations over K
with continuous K-linear G-maps.

Theorem 6.3: The functor

RepaK(G)
∼
−→ CG

V 7−→ V ′

is an anti-equivalence of categories.

Proof: Consider the anti-equivalence which we have recalled above from [ST2].
According to Lemma 6.1 equipping a coadmissible D(G,K)-module with its
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canonical topology makes CG into a full subcategory of the right hand side which,
by definition, is the essential image of RepaK(G) under the functor V 7−→ V ′b .

Proposition 6.4: i. RepaK(G) is an abelian category; kernel and image of
a morphism in RepaK(G) are the algebraic kernel and image with the subspace
topology;

ii. any map in RepaK(G) is strict and has closed image;

iii. the category RepaK(G) is closed with respect to the passage to closed G-
invariant subspaces.

Proof: RepaK(G) is abelian as a consequence of Thm. 6.3. Let f : V −→ W
be a map in RepaK(G). The dual map f ′ : W ′b −→ V ′b , as a map between
coadmissible modules with their canonical topology, is a strict map between
nuclear and hence ([NFA] Cor. 19.3.ii) reflexive Fréchet spaces. It then follows
from the nonarchimedean analog of [B-TVS] IV§4.2 Cor. 3 and the fact that
over a nonarchimedean field every reflexive space already is Montel ([NFA] Prop.
15.3) that f = f ′′ is strict as well and has closed image. The statement about
the kernel and image of f is an easy consequence of this. The assertion iii.
finally follows from Lemma 3.6 and [ST2] Prop. 1.2(i) (compare the proof of
[ST2] Lemma 3.5).

In [ST2] §3 we have introduced, for compact groups G, the notion of a strongly
admissible G-representation. This is a locally analytic G-representation in a
vector space of compact type V such that V ′ is finitely generated as a D(G,K)-
module. But then V ′b is a quotient of some D(G,K)l by some closed submodule
and hence is coadmissible (with its canonical topology) by Lemma 3.6. It there-
fore follows from Thm. 6.3 that the strongly admissible G-representations are
precisely the admissible G-representations for which V ′ is a finitely generated
D(G,K)-module (provided G is compact).

The following technical useful observation says that, for compact G again, the
structure of a vector space of compact type which underlies an admissible G-
representation V in fact can be chosen in a G-equivariant way.

Proposition 6.5: Suppose that G is compact; any admissible G-representation
V is a compact inductive limit of locally analytic G-representations on K-Banach
spaces Vn for n ∈ IN.

Proof: Let (rn)n∈IN be a sequence of real numbers in {r ∈ pQ : 1/p < r < 1}
which converges to 1, and let An := Drn(G,K) be the corresponding sequence
of Banach algebras constructed in the proof of Thm. 5.1 which realizes the
structure of D(G,K) as a Fréchet-Stein algebra. The Fréchet space V ′b is the
projective limit of the projective system

. . . −→Mn −→ . . . −→M1
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of Banach spaces Mn := An ⊗D(G,K) V
′. We let Vn := M ′n denote the dual

Banach spaces. It was shown in the proof of Lemma 6.1 that the transition
maps in the above projective system are compact (note that as Banach spaces
the Mn remain unchanged if G is replaced by an open normal subgroup as we
do in that proof). Moreover, by Theorem A, the projection maps V ′ −→ Mn

have dense image. It follows that the maps in the dual inductive system

V1 −→ . . . −→ Vn −→ . . .

are injective and compact ([NFA] Lemma 16.4) and that ([NFA] Prop. 16.5)

V = (V ′b )
′
b = lim

−→
n

Vn

is the compact inductive limit of the Vn. By construction the original projective
system is a system of continuous D(G,K)-modules. By functoriality the dual
inductive system therefore isG-equivariant. It remains to show that theG-action
on each Vn is locally analytic. The continuous An-module structure on Mn

amounts to a continuous homomorphism An −→ Ls(Mn,Mn) into the space of
bounded operators onMn equipped with the topology of pointwise convergence.
By [B-TVS] III.31 Prop. 6 this map An −→ Lb(Mn,Mn) remains continuous
when the target is given the operator norm topology . The dual action of An on
Vn arises by composing this map with the passage to the adjoint and therefore is
continuous as well. Hence the G-action on Vn is the restriction of a continuous
D(G,K)-action. Moreover, the orbit map ρv, for any v ∈ Vn, is the image of
the continuous linear map λ 7−→ λv in L(D(G,K), Vn) under the integration
isomorphism ([ST2] Thm. 2.2)

L(D(G,K), Vn) ∼= Can(G, V )

and consequently is locally analytic.

Next we want to discuss how the smooth representation theory of G relates to
the category RepaK(G). We recall that a smooth G-representation V (over K) is
a K-vector space V with a linear G-action such that the stabilizer of each vector
in V is open in G. A smooth G-representation V is called admissible-smooth if,
for any compact open subgroup H ⊆ G, the vector subspace V H of H-invariant
vectors in V is finite dimensional. As we discussed in [ST1] §2, any admissible-
smooth G-representation V equipped with the finest locally convex topology
is a locally analytic G-representation on a vector space of compact type. The
derived action of the Lie algebra g of G in this case obviously is trivial.

Theorem 6.6: i. Any admissible-smooth G-representation V equipped with the
finest locally convex topology is admissible and has a trivial derived Lie algebra
action;
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ii. any admissible G-representation V with trivial derived Lie algebra action is
admissible-smooth equipped with the finest locally convex topology.

Proof: We fix a compact open subgroup H ⊆ G. Let I(g) ⊆ D(H,K) denote
the closed two sided ideal generated by g. The quotient algebra D∞(H,K) :=
D(H,K)/I(g) is the algebra of locally constant distributions on H; it is the
projective limit

D∞(H,K) = lim
←−
N

K[H/N ]

of the algebraic group rings K[H/N ] where N runs over the open normal sub-
groups of H (see [ST1] §2). This latter description visibly exhibits D∞(H,K)
as a K-Fréchet-Stein algebra.

i. The strong dual of V when we equip V with the finest locally convex topol-
ogy is the full linear dual HomK(V,K) with the topology of pointwise conver-
gence. Since g acts trivially on V the D(H,K)-action on HomK(V,K) factor-
izes through D∞(H,K). As V is the locally convex inductive limit of the finite
dimensional vector spaces V N its strong dual satisfies

V ′b = lim
←−
N

HomK(V N , K) .

In addition we have

K[H/N ] ⊗
D∞(H,K)

HomK(V,K) = HomK(V N , K) .

This shows that V ′b is coadmissible with the canonical topology as a D∞(H,K)-
and hence as a D(H,K)-module.

ii. The D(H,K)-action on V and hence on V ′b factorizes through D∞(H,K)
by assumption. Hence the G-action on V is smooth ([ST1] §2). Secondly, as a
coadmissible D∞(H,K)-module with the canonical topology V ′b is the projective
limit of the finite dimensional vector spaces K[H/N ] ⊗D∞(H,K) V

′. Dualizing
again we obtain that V ∼= (V ′b )

′
b is a locally convex inductive limit of finite

dimensional vector spaces and therefore carries the finest locally convex topology.
The finite dimensionality of

K[H/N ] ⊗
D∞(H,K)

V ′ = K[H/N ] ⊗
D∞(H,K)

HomK(V,K) = HomK(V N , K)

finally implies that V N is finite dimensional for each N . Hence the G-action on
V is admissible-smooth.

A vector v ∈ V in a general admissible G-representation V is called smooth if the
orbit map ρv is locally constant on G. The smooth vectors form a G-invariant
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vector subspace Vsmooth in V . Taylor’s formula shows that a vector v is smooth
if and only if v is annihilated by the derived g-action on V . Hence Vsmooth
coincides with the largest vector subspace of V on which the g-action is trivial:

Vsmooth = V g=0

In particular, Vsmooth is closed in V and is therefore an admissible G-representa-
tion by Prop. 6.4.iii. Thm. 6.6.ii then implies that Vsmooth in fact is the largest
admissible-smooth subrepresentation of V .

7. The existence of analytic vectors

In this section we will explore the faithful flatness result Thm. 5.2. Throughout
we let G be a compact locally Qp-analytic group and we let K be a finite exten-
sion of Qp and o its ring of integers. A K-Banach space representation V of G
is a K-Banach space V together with a continuous linear action G×V −→ V of
G on V . The G-action extends naturally to an action of the algebra K[[G]] by
continuous linear endomorphisms on V ; the induced action o[[G]]× V −→ V of
the compact subring o[[G]] is continuous (see [ST3] §2). By functoriality K[[G]]
then also acts on the continuous dual V ′. In [ST3] §2 (in particular Lemma 3.4)
we have called a K-Banach space representation V of G admissible if the dual
V ′ is finitely generated as a K[[G]]-module. As in loc. cit. we let BanadmG (K)
denote the category of all admissible K-Banach space representations of G with
morphisms being all G-equivariant continuous linear maps. According to [ST3]
Thm. 3.5 the functor

BanadmG (K)
∼

−→ MK[[G]]

V 7−→ V ′

is an anti-equivalence of categories.

Since the algebra K[[G]] is noetherian we have the functor

D(G,K) ⊗
K[[G]]

. : MK[[G]] −→ CG .

By composition we obtain a natural functor

BanadmG (K) −→ RepaK(G)
V 7−→ (D(G,K) ⊗

K[[G]]
V ′)′b ;

here the strong dual on the right hand side is formed with respect to the canoni-
cal topology on the coadmissible D(G,K)-module D(G,K)⊗K[[G]]V

′. The goal
of this section is to give a description of this functor directly in terms of the
K-Banach space representation V .
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Let us fix a K-Banach space representation V of G.

Definition: A vector v ∈ V is called analytic if the continuous orbit map ρv is
locally analytic.

We let Van ⊆ V denote the vector subspace of analytic vectors. It is clearly
G-invariant. Moreover the G-equivariant linear map (with G acting by left
translations on the right hand side)

(1)
Van −→ Can(G, V )
v 7−→ [g 7→ g−1v]

is injective. We always equip Van with the subspace topology with respect to
this embedding. (Note that this topology in general is strictly finer than the
topology induced by V .) Of course the G-action on Van is continuous.

Theorem 7.1: For any admissible K-Banach space representation V we have:

i. Van is dense in V ;

ii. Van is a strongly admissible G-representation;

iii. (Van)
′ = D(G,K) ⊗

K[[G]]
V ′.

Moreover, the functor

BanadmG (K) −→ RepaK(G)
V 7−→ Van

is exact.

Proof: ii. Let C(G,K) denote the K-Banach space of continuous functions on
G. Given finitely many l1, . . . , lm ∈ V ′ the G-equivariant continuous linear map

(2)
V −→ C(G,K)m

v 7−→ ([g 7→ li(g
−1v)])1≤i≤m

dualizes into the K[[G]]-module homomorphism

(2)′
K[[G]]m −→ V ′

(µ1, . . . , µm) 7−→ µ1l1 + . . .+ µmlm .

Since, by assumption, V ′ is finitely generated as a K[[G]]-module it follows,
using the Hahn-Banach theorem, that we may choose the l1, . . . , lm in such a
way that they are K-linearly independent and that the map (2) is injective. Its
restriction

(2an)
Van −→ Can(G,K)m

v 7−→ ([g 7→ li(g
−1v)])1≤i≤m
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then is injective as well. Let us consider the commutative triangle

Can(G, V )

��

Van
)

	

(1) 66mmmmmmmm
�
u

(2an) ((QQQQQQQQ

Can(G,K)m

where the perpendicular arrow is induced by the linear forms l1, . . . , lm. By
the definition of the topology on Van and by [ST5] Remark 3.6 the map (1)
is a closed embedding. The perpendicular map is continuous and, having a
continuous section, closed. It follows that the map (2an) is a closed embedding.
But Can(G,K)m, according to [Fea] 2.3.2 (alternatively use an argument as in
the proof of Lemma 6.1), is a vector space of compact type. Using [Fea] 3.1.7 and
[ST2] Prop. 1.2(i) we conclude that Van is a locally analytic G-representation on
a vector space of compact type. Moreover, by the Hahn-Banach theorem again,
the map (2an) dualizes into a D(G,K)-linear continuous surjection between
Fréchet spaces

(2an)
′ D(G,K)m −→→ (Van)

′
b .

In this situation Lemma 3.6 implies that (Van)
′
b is a finitely generated coadmis-

sible D(G,K)-module with its canonical topology.

iii. Keeping the above notations we have the commutative diagram:

K[[G]]m

��

(2)′
// V ′

��

��

D(G,K)m //

(2an)
′ //

D(G,K)⊗K[[G]] V
′

(∗)

''P
P

P
P

P
P

(Van)
′

The canonical map (∗) which, by ii., lies in CG, is surjective since the map (2an)
′

is surjective. It is continuous with respect to the canonical topologies on both
sides. Note that the target with the canonical topology coincides with (Van)

′
b.

We define

V1 := (D(G,K) ⊗
K[[G]]

V ′)′b

as an admissible G-representation. Using Hahn-Banach we see that (∗) is injec-
tive if the dual map Van −→ V1 is surjective. We will establish this by looking
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at the right hand perpendicular arrow. Let M ⊆ V ′ denote the image of o[[G]]m

under the map (2)′. The Fréchet topology of D(G,K) induces on o[[G]] its
natural compact topology as a completed group ring. The quotient topology
from o[[G]]m on M is the unique (compact) Hausdorff topology on M which
makes the module structure o[[G]]×M −→M continuous (compare [ST3] Prop.
3.1). We write V ′bs for V

′ equipped with the finest locally convex topology such
that the inclusion M ⊆ V ′ is continuous. Then the map under consideration is
continuous as a map of locally convex vector spaces

V ′bs −→ D(G,K) ⊗
K[[G]]

V ′

(where the target, as always, carries its canonical topology). Since K[[G]] is
dense in D(G,K) ([ST2] Lemma 3.1) this map has dense image. Hence the dual
map V1 −→ (V ′bs)

′
b is injective. The discussion before Lemma 1.4 in [ST3] tells

us that as vector spaces we have (V ′bs)
′ = V . We therefore have the two injective

maps

Van −→ V1 −→ (V ′bs)
′ = V

whose composition obviously is the inclusion Van ⊆ V . The left map is continu-
ous by construction. If we show that the right map is continuous with respect to
the original Banach space topology on V then its image has to fall into Van since
V1 is a locally analytic G-representation, and we obtain Van = V1 as claimed.
For this continuity it suffices to check that the strong topology on (V ′bs)

′ is finer
than the Banach space topology on V . According to [ST3] the Banach space
V is identified with Homcont

o (M,K) with norm given by the sup-norm, and the
unit ball is Homcont

o (M, o). But M is compact and therefore bounded in V ′bs.
Hence Homcont

o (M, o) is open in (V ′bs)
′
b.

i. In view of what we know already it suffices to show that the image of this
latter continuous map V1 −→ V is dense in V . But this is, by Hahn-Banach, a
consequence of the injectivity of the dual map V ′ −→ D(G,K)⊗K[[G]] V

′ which
in turn follows from the faithful flatness of D(G,K) over K[[G]] (Thm. 5.2).

Finally, in order to establish the last assertion, we now have that the functor
V 7−→ Van of passing to the subspace of analytic vectors coincides with the
composite functor:

BanadmG (K) −→ MK[[G]] −→ CD(G,K) −→ RepaK(G)

V 7−→ V ′ 7−→ D(G,K) ⊗
K[[G]]

V ′ 7−→ (D(G,K)⊗ V ′)′b

In this composition all three functors are exact: The first one by the strictness
of all maps in BanadmG (K) ([ST3]) and Hahn-Banach, the second one by Thm.
5.2, and the third one by the strictness of all maps in CD(G,K) with respect to
the canonical topologies and Hahn-Banach. Hence the functor V 7−→ Van on
BanadmG (K) is exact.
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The content of this section generalizes in a straightforward way to arbitrary
locally Qp-analytic groups G if one extends the notion of an admissible Banach
representation from the compact to the general case by a procedure similar to
the one we have used in section 6.

8. Dimension theory for coadmissible modules

Over commutative noetherian rings the size of a finitely generated module can
be measured by the dimension of its support. If the ring, in addition, is regu-
lar then this dimension function can be described in terms of the vanishing of
certain Ext-modules. In this latter form dimension theory was generalized to
so called Auslander regular noncommutative noetherian rings (compare [Bjo]).
The Banach algebras Dr(G,K) which we have introduced in section 4 turn out
to be Auslander regular. We will demonstrate in the present section that, as a
consequence, the category CG, for any locally Qp-analytic group G, allows a well
behaved dimension theory. We will proceed in an axiomatic way, and we begin
by setting up the general formalism of Ext-functors in our context.

We always will assume in this section that A is a ”two sided” K-Fréchet-Stein
algebra by which we mean the existence of a sequence q1 ≤ . . . ≤ qn ≤ . . . of
continuous algebra seminorms on A defining the Fréchet topology of A such that
(i) Aqn is left and right noetherian, and
(ii) Aqn is flat as a left and as a right Aqn+1

-module
for any n ∈ IN.

Definition: A (left module) sheaf for (A, (qn)) is a family S = (Sn)n∈IN of left
unital Aqn-modules Sn together with Aqn+1

-module homomorphisms Sn+1 −→
Sn for any n ∈ IN.

These sheaves, together with the obvious notion of a homomorphism, form an
abelian category Sh(A,(qn)). It contains as a full abelian subcategory the category
Coh(A,(qn)) of coherent sheaves as introduced in section 3. The left exact global
section functor is defined by

Γ : Sh(A,(qn)) −→ Mod(A)

S 7−→ lim
←−
n

Sn .

According to Cor. 3.3 its restriction to Coh(A,(qn)) is exact and induces an
equivalence of categories

Γ : Coh(A,(qn))
∼
−→ CA .
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There are obvious right module versions of these notions and facts which we will
need later on and for which we will use corresponding notations decorated with
a superscript ”r”. The following three facts elaborate on the methods in section
II of [Ban].

Lemma 8.1: i. The category Sh(A,(qn)) has enough injective objects;

ii. for any n0 ∈ IN the functor

Sh(A,(qn)) −→ Mod(Aqn0
)

(Sn)n 7−→ Sn0

respects injective objects;

iii. the global section functor Γ respects injective objects;

iv. given a coherent sheaf C = (Cn)n the left exact functor

Sh(A,(qn)) −→ IN-projective systems of abelian groups

(Sn)n 7−→ (HomAqn
(Cn, Sn))n = (HomA(Γ(C), Sn)n .

transforms injective objects into projective systems acyclic for the functor lim
←−

;

its l-th derived functor is equal to (ExtlAqn
(Cn, .))n.

Proof: i. The abelian category Sh(A,(qn)) clearly satisfies AB5 and AB3∗. More-

over it is easy to verify that the family of sheaves {(A
(m)
n )n}m∈IN with A

(m)
n := 0,

resp. := Aqn , for n > m, resp. n ≤ m, is a family of generators for Sh(A,(qn)).
But any abelian category with these properties has enough injective objects
(compare [Pop] Thm. 3.10.10).

ii. The functor in question has the exact left adjoint functor N 7−→ (Nn)n with
Nn := 0 for n > n0 and N := Aqn ⊗Aqn0

N for n ≤ n0.

iii. Let J = (Jn)n be an injective object in Sh(A,(qn)). We have to show that,
given a left ideal l ⊆ A, any A-module homomorphism l −→ Γ(J) extends to an
A-module homomorphism A −→ Γ(J). It follows from Remark 3.2 that L :=
(Aqn ⊗A l)n is a coherent subsheaf of (Aqn)n. The homomorphism l −→ Γ(J)
induces homomorphisms Aqn ⊗A l −→ Aqn ⊗A Γ(J) = Jn which constitute a
map L −→ J in Sh(A,(qn)). By the injectivity of J this latter map extends to
a map (Aqn)n −→ J which on global sections induces the required extension
A −→ Γ(J).

iv. The second part of the assertion is a consequence of ii. To establish the first
part we introduce, for any m ∈ IN, the two functors S 7−→ S(m) and S 7−→ S[m]

from the category Sh(A,(qn)) into itself defined by

S(m)
n :=

{
Sm if n ≥ m,
Sn if n ≤ m
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and

S[m]
n :=

{
0 if n > m,
Sn if n ≤ m,

respectively. The second functor is exact and left adjoint to the first one. Hence
the first functor respects injective objects. We consider now a fixed injective
object J = (Jn)n in Sh(A,(qn)). Then the direct product

∏
m J

(m) in Sh(A,(qn))
is injective as well. There are obvious sheaf maps σm : J −→ J (m) and σmm+1 :

J (m+1) −→ J (m). We claim that the sequence

0 // J

∏
σm

// ∏
m J

(m)

∏
(id

J(m)−σ
m
m+1)

// ∏
m J

(m) // 0

is exact. This amounts to the exactness of the sequences

0 −→ Jn −→
∏

m<n

Jm ×
∏

m≥n

Jn −→
∏

m<n

Jm ×
∏

m≥n

Jn −→ 0

for each n ∈ IN which is equivalent to the obvious fact that the projective systems

. . .
=

−→Jn
=
−→ . . .

=
−→ Jn −→ Jn−1 −→ . . . −→ J1

have Jn as projective limit and have vanishing lim
←−

(1)-term. Applying the functor

HomSh(A,(qn))
(C, .) to the above short exact sequence of injective sheaves we

obtain the short exact sequence

0 → HomSh(A,(qn))
(C, J) →

∏

m

HomAqm
(Cm, Jm) →

∏

m

HomAqm
(Cm, Jm) → 0 .

It is a well known fact that the surjectivity of the second map is equivalent to

the vanishing of lim
←−

(1) and hence the acyclicity for lim
←−

of the projective system

(HomAqm
(Cm, Jm))m.

Lemma 8.2: For any C = (Cn)n ∈ Coh(A,(qn)) and S = (Sn)n ∈ Sh(A,(qn)) we
have

HomA(Γ(C),Γ(S)) = lim
←−
n

HomA(Γ(C), Sn)

= lim
←−
n

HomAqn
(Aqn ⊗A Γ(C), Sn)

= HomSh(A,(qn))
(C, S) .

Proof: This is obvious from Cn = Aqn ⊗A Γ(C).
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Lemma 8.3: i. For any two coherent sheaves C = (Cn)n and C̃ = (C̃n)n we
have

Ext∗Sh(A,(qn))
(C, C̃)

∼=
→Ext∗A(Γ(C),Γ(C̃)) ;

ii. for any C = (Cn)n ∈ Coh(A,(qn)) and S = (Sn)n ∈ Sh(A,(qn)) we have the
short exact sequence

0 → lim
←−
n

(1)Ext∗−1Aqn
(Cn, Sn) → Ext∗Sh(A,(qn))

(C, S) → lim
←−
n

Ext∗Aqn
(Cn, Sn) → 0 .

Proof: Let C̃ −→ J · be an injective resolution in Sh(A,(qn)). Since coherent
sheaves are acyclic for the global section functor (Thm. B) the sequence

Γ(C̃) −→ Γ(J ·)

of global sections is exact. As a consequence of Lemma 8.1.iii it then is an

injective resolution of the A-module Γ(C̃). Using Lemma 8.2 we obtain

Ext∗Sh(A,(qn))
(C, C̃) = h∗(HomSh(A,(qn))

(C, J∗)) = h∗(HomA(Γ(C),Γ(J
∗)))

= Ext∗A(Γ(C),Γ(C̃)) .

This establishes the first assertion. For the second one we note that, by Lemma
8.1.iv, the last identity in Lemma 8.2 gives rise to a spectral sequence

El,m2 = lim
←−
n

(l)ExtmAqn
(Cn, Sn) ⇒ Extl+mSh(A,(qn))

(C, S) .

Since the higher derived functors of the projective limit vanish for l ≥ 2 this
spectral sequence degenerates into the asserted short exact sequence.

Our dimension formalism will be based on the properties of the functors

ExtlA(., A) : Mod(A) −→ Modr(A)

M 7−→ ExtlA(M,A)

for l ≥ 0.

Lemma 8.4: For any coadmissible A-module M and any integer l ≥ 0 the
A-module ExtlA(M,A) is coadmissible with

ExtlA(M,A)⊗A Aqn = ExtlAqn
(Aqn ⊗AM,Aqn)

for any n ∈ IN.
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Proof: We first claim that

ExtlAqn+1
(Aqn+1

⊗AM,Aqn+1
)⊗Aqn+1

Aqn = ExtlAqn
(Aqn ⊗AM,Aqn) .

But using a resolution of the Aqn+1
-module Aqn+1

⊗A M by finitely generated
free Aqn+1

-modules together with the flatness of Aqn over Aqn+1
this reduces to

the obvious equality

HomAqn+1
(Aqn+1

, Aqn+1
)⊗Aqn+1

Aqn = HomAqn
(Aqn , Aqn) .

It follows that (ExtlAqn
(Aqn ⊗A M,Aqn))n, for each l ≥ 0, is a coherent sheaf.

Moreover, Lemma 8.3 and Theorem B imply that

ExtlA(M,A)
∼=
−→Γ((ExtlAqn

(Aqn ⊗AM,Aqn)n) .

This isomorphism is A-linear as can be seen by computing both sides using a
projective resolution of the A-module M (and observing that Aqn is flat over
A). It remains to apply Cor. 3.1.

At this point we briefly recall the notion of Auslander regularity (compare [Bjo]
or [LVO] Chap. III). Let R be an arbitrary associative unital ring. The grade
of a (left or right) R-module N is defined by

jR(N) := min{l ≥ 0 : ExtlR(N,R) 6= 0} .

The R-module N is called pure if ExtlR(Ext
l
R(N,R), R) = 0 for any l 6= jR(N).

Suppose now that R is left and right noetherian. If N 6= 0 is finitely generated
then its grade jR(N) is bounded above by the projective dimension of N . One
says thatN satisfies the Auslander condition if, for each l ≥ 0 and any submodule
L ⊆ ExtlR(N,R), we have jR(L) ≥ l. The noetherian ring R is called (left
and right) Auslander regular if every finitely generated left or right R-module
has finite projective dimension and satisfies the Auslander condition. Suppose
henceforth that R is Auslander regular, and let N be a finitely generated R-
module of projective dimension d(N). For any submodule N0 ⊆ N we have

jR(N) = min(jR(N0), jR(N/N0)) .

Most importantly, N carries a natural filtration, called the dimension filtration,
by submodules

N = ∆0(N) ⊇ ∆1(N) ⊇ . . . ⊇ ∆d(N)+1(N) = 0 .

This filtration is characterized by the property that a submodule L ⊆ N has
grade jR(L) ≥ l if and only if L ⊆ ∆l(N). In addition one has:
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– jR(N) = sup{l ≥ 0 : ∆l(N) = N} ;

– if N is pure then N = ∆jR(N)(N) ⊇ ∆jR(N)+1(N) = 0 ;

– ∆l(N)/∆l+1(N) is zero or pure of grade l .

These properties show that over an Auslander regular ring the grade can be
viewed as a substitute for the codimension of a finitely generated module.

Going back to our Fréchet-Stein algebra A we assume from now on that

(DIM)
there is an integer d ≥ 0 such that each Aqn is Auslander regular
of a global dimension ≤ d .

As an immediate consequence of Lemma 8.4 we obtain for any coadmissible
A-module M that:

– jAqn+1
(Aqn+1

⊗AM) ≤ jAqn
(Aqn ⊗AM) for any n ∈ IN ;

– jA(M) = min
n

jAqn
(Aqn ⊗AM) ;

– jA(M) ≤ d if M 6= 0 .

In view of Lemma 3.6 it further follows that

jA(M) = min(jA(N), jA(M/N)) for any coadmissible submodule N ⊆M .

Because of Lemma 8.4 we may apply the latter to any coadmissible submodule
L ⊆ ExtlA(M,A) and obtain

jA(L) ≥ jA(Ext
l
A(M,A)) = min

n
jAqn

(ExtlA(M,A)⊗A Aqn)

= min
n

jAqn
(ExtlAqn

(Aqn ⊗AM,Aqn))

≥ l .

This means that in an obvious categorical sense any object in the category CA
satisfies the Auslander condition.

Remark 8.5: For any two M1,M2 ∈ CA we have

ExtlA(M1,M2) = 0 for l > d+ 1 ;

if M2 is finitely generated then

Extd+1
A (M1,M2) = 0 .
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Proof: The first vanishing statement is immediate from Lemma 8.3. For the
second one we suppose thatM2 is finitely generated. WritingM2 as a quotient of
a finitely generated free module and using the long exact Ext-sequence together
with additivity reduces us to the case M2 = A which is a consequence of Lemma
8.4.

The possibility of extending the dimension filtration to coadmissible A-modules
relies on the following fact.

Lemma 8.6: Let R0 −→ R1 be a unital homomorphism between two Auslander
regular noetherian rings such that R1 is flat as a left as well as a right R0-module;
for any finitely generated (left or right) R0-module N we have

∆l(R1 ⊗R0
N) = R1 ⊗R0

∆l(N) for any l ≥ 0 .

Proof: There is a convergent spectral sequence (see [Bjo] or [LVO]) with E2-

term El,m2 := ExtlR0
(Ext−mR0

(N,R0), R0) and abutment El+m := N for l +m =
0, resp. := 0 for l + m 6= 0. The filtration on N induced by this spectral
sequence coincides with the dimension filtration. By using projective resolutions
by finitely generated projective modules it follows from our flatness assumption
that

R1 ⊗R0
ExtlR0

(Ext−mR0
(N,R0), R0) = ExtlR1

(Ext−mR1
(R1 ⊗R0

N,R1), R1) .

In fact the base extension R1 ⊗R0
. transforms the whole spectral sequence

and hence the dimension filtration for the R0-module N into the corresponding
spectral sequence and dimension filtration for the R1-module R1 ⊗R0

N .

Lemma 8.6 implies that any coadmissible A-module M carries a dimension fil-
tration

M = ∆0(M) ⊇ ∆1(M) ⊇ . . . ⊇ ∆d+1(M) = 0 .

by coadmissible submodules ∆l(M) such that

Aqn ⊗A ∆l(M) = ∆l(Aqn ⊗AM) for any n ∈ IN .

Proposition 8.7: Let M be a coadmissible A-module; we then have:

i. A coadmissible submodule N ⊆ M has grade jA(N) ≥ l if and only if N ⊆
∆l(M);

ii. jA(M) = sup{l ≥ 0 : ∆l(M) =M} ;
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iii. if M is pure then M = ∆jA(M)(M) ⊇ ∆jA(M)+1(M) = 0 ;

iv. ∆l(M)/∆l+1(M) is zero or pure of grade l .

Proof: i. If N ⊆ ∆l(M) then jA(N) ≥ jA(∆
l(M)) = minjAqn

(∆l(Aqn⊗AM)) ≥
l. On the other hand, if jA(N) ≥ l then jAqn

(Aqn ⊗A N) ≥ l for any n,

hence Aqn ⊗A N ⊆ ∆l(Aqn ⊗A M) for any n, and therefore N ⊆ ∆l(M). ii.
This is a formal consequence of the first assertion. iii. We have jA(M) =
jAqn

(Aqn ⊗A M) for n ∈ IN big enough. Lemma 8.4 then implies, for these n,

that Aqn ⊗A M is pure and hence that Aqn ⊗A M = ∆jA(M)(Aqn ⊗A M) ⊇
∆jA(M)+1(Aqn ⊗A M) = 0. iv. Suppose that ∆l(M)/∆l+1(M) is nonzero.
According to Lemma 8.4 it suffices to show that Aqn ⊗A (∆l(M)/∆l+1(M)) is
pure of grade l for any n ∈ IN big enough. Since Aqn is flat over A (Remark 3.2)
we have Aqn ⊗A (∆l(M)/∆l+1(M)) = (Aqn ⊗A ∆l(M))/(Aqn ⊗A ∆l+1(M)) =
∆l(Aqn ⊗AM)/∆l+1(Aqn ⊗AM). By assumption the left hand side is nonzero
for big n. If so the right hand side is pure of grade l.

All these properties confirm our claim that under the assumption (DIM) the
grade can be used as a well behaved codimension function on the category CA.

Before we show that all this applies to the algebra D(G,K) for a compact locally
Qp-analytic group G we recall, for the convenience of the reader, the following
facts from general ring theory.

Lemma 8.8: Let R0 −→ R1 be a unital homomorphism of (left or right) noethe-
rian rings; suppose that there are units b1 = 1, b2, . . . , bm ∈ (R1)

× which form a
basis of R1 as an R0-module and which satisfy:
– biR0 = R0bi for any 1 ≤ i ≤ m,
– for any 1 ≤ i, j ≤ m there is a 1 ≤ k ≤ m such that bibj ∈ bkR0, and
– for any 1 ≤ i ≤ m there is a 1 ≤ l ≤ m such that b−1i ∈ blR0.
We then have

(+) Ext∗R1
(N1, R1 ⊗R0

N0), resp. Ext
∗
R1

(N1, N0 ⊗R0
R1) ∼= Ext∗R0

(N1, N0)

for any pair of finitely generated left, resp. right, Ri-modules Ni (i = 0, 1). If
N is any finitely generated (left or right) R1-module then:
i. Ext∗R1

(N,R1) ∼= Ext∗R0
(N,R0) and in particular jR1

(N) = jR0
(N);

ii. the projective dimensions of N as an R1-module and as an R0-module coin-
cide; in particular, N is projective as an R1 -module if and only if it is projective
as an R0-module.
Finally, the rings R0 and R1 have the same global dimension.

Proof: The case of right modules being analogous we only consider the case of
left modules in the following. Let ℓ : R1 −→ R0 denote the projection onto the
first summand in the decomposition

R1 =
⊕

i

biR0 =
⊕

i

R0bi .
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It induces a map between the two sides in (+). By using a projective resolution of
the R1-moduleN1 by finitely generated free R1-modules (which as a consequence
of our assumptions also is such a resolution for N1 as an R0-module) it suffices
to consider the case ∗ = 0 and N1 = R1. By using a presentation of N0 by
finitely generated free R0-modules we are further reduced to show that the map

HomR1
(R1, R1) −→ HomR0

(R1, R0)
Φ 7−→ ℓ ◦ Φ

is bijective. We have

Φ(a) = b1(ℓ ◦ Φ)(b
−1
1 a) + . . .+ bm(ℓ ◦ Φ)(b

−1
m a) for any a ∈ R1

which proves the injectivity of the map. To establish surjectivity we suppose
given a left R0-module map Ψ : R1 −→ R0. It is straightforward to check that

Φ(a) := b1Ψ(b−11 a) + . . .+ bmΨ(b−1m a)

in fact is a preimage of Ψ. This proves the isomorphism (+).

The statement i. is (+) for N0 = R0. In the statement ii. we first consider the
particular case. If N is projective as an R1-module then obviously also as an
R0-module since R1 is finitely generated free over R0. Suppose therefore that N
is projective over R0. We have to show that Ext1R1

(N,X) = 0 for all R1-modules

X . Since R1 is noetherian and N is finitely generated the functor Ext1R1
(N, .)

commutes with filtered inductive limits. Hence it suffices to consider finitely
generated modules X . From (+) we then have that Ext1R1

(N,R1 ⊗R0
X) = 0.

But X as an R1-module is a direct summand of R1⊗R0
X since R0 is a direct R0-

module summand of R1. The general assertion about the equality of projective
dimensions as well as the asserted equality of global dimensions is easily deduced
from this using appropriate projective resolutions (compare [MCR] Thm. 7.5.6).

Theorem 8.9: For any compact locally Qp-analytic group G the Fréchet-Stein
algebra D(G,K) satisfies (DIM) with d := dim(G).

Proof: In a first step we assume in addition that G is a uniform pro-p-group.
The structure of D(G,K) as a two sided Fréchet-Stein algebra is given, accord-
ing to section 4, by the Banach algebras Dr(G,K) where 1/p < r < 1, r ∈ pQ.
We have to show that each Dr(G,K) is Auslander regular of global dimension
≤ d. The filtration on Dr(G,K) derived from the submultiplicative norm ‖ ‖r
is quasi-integral. From Thm. 4.5.i we know that the associated graded ring
gr·rDr(G,K) is isomorphic to a polynomial ring k[X0, X

−1
0 , X1, . . . , Xd] over

the residue class field k of K. This is a regular commutative noetherian ring
of global dimension d+ 1. By [LVO] Cor. I.7.2.2, Thm. III.2.2.5, and III.2.4.3
it follows that Dr(G,K) is Auslander regular of global dimension ≤ d + 1. To
obtain the stronger bound ≤ d we have to reexamine part of this reasoning more
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closely. By [MCR] 7.2.6 we may replace K by a finite extension. This allows us,
by the computation in the proof of Lemma 4.8, to assume that gr·rF

0
rDr(G,K)

is isomorphic to a polynomial ring k[Y0, . . . , Yd]. Hence the global dimension of
F 0
rDr(G,K) also is ≤ d+1. On the other hand since F 0+

r Dr(G,K) is contained
in the Jacobson radical of F 0

rDr(G,K) (see [LVO] Lemma I.3.5.5(2)) multipli-
cation by p is zero on any simple module over F 0

rDr(G,K). It therefore follows
from [MCR] 7.4.3/4 that the global dimension of Dr(G,K) = Qp⊗F

0
rDr(G,K)

is ≤ d.

For general G we choose an open normal subgroup H ⊆ G which is a uniform
pro-p-group. In view of the construction of the algebras Dr(G,K) in the proof
of Thm. 5.1 the ring extensions Dr(H,K) ⊆ Dr(G,K) satisfy the assumptions
of Lemma 8.8. It follows that with Dr(H,K) also Dr(G,K) is Auslander regular
of global dimension ≤ d.

Remark 8.10: Let H be an open subgroup in the compact locally Qp-analytic
group G; for any coadmissible D(G,K)-module M we have

jD(G,K)(M) = jD(H,K)(M) .

Proof: This follows from Lemma 8.8 applied to the ring extensions Dr(H1, K) ⊆
Dr(H,K) and Dr(H1, K) ⊆ Dr(G,K) provided we find a uniform pro-p-group
H1 contained in H which is open normal in G. But it is a straightforward
consequence of [DDMS] Thm. 4.2 and the discussion before Thm. 4.9 that G
has a fundamental system of open characteristic subgroups which are uniform
pro-p.

We finally consider an arbitrary locally Qp-analytic group G of dimension d and
a coadmissible (left) D(G,K)-moduleM . Remark 8.10 implies that, for any two
compact open subgroups H,H ′ ⊆ G, we have

jD(H,K)(M) = jD(H′,K)(M) .

This fact allows us to unambiguously define the codimension of M by

codim(M) := jD(H,K)(M) .

Similarly, by Remark 8.10 and Prop. 8.7, the dimension filtration

M = ∆0(M) ⊇ ∆1(M) ⊇ . . . ⊇ ∆d+1(M) = 0 .

of M as a D(H,K)-module does not depend on the choice of H.
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Proposition 8.11: For any coadmissible D(G,K)-module M we have:

i. Each ∆l(M) is a coadmissible D(G,K)-submodule of M ;

ii. a coadmissible D(G,K)-submodule N ⊆M has codimension ≥ l if and only
if N ⊆ ∆l(M);

iii. codim(M) = sup{l ≥ 0 : ∆l(M) =M} ;

iv. all nonzero coadmissible D(G,K)-submodules of ∆l(M)/∆l+1(M) have codi-
mension l .

Proof: Everything except the D(G,K)-invariance of ∆l(M) is a consequence of
Prop. 8.7. Since D(G,K) as a D(H,K)-module is generated by the δg for g ∈ G

it suffices to show that g(∆l(M)) ⊆ ∆l(M). The map ∆l(M)
g·
−→ g(∆l(M)) is a

module isomorphism relative to the algebra isomorphism δg.δg−1 : D(H,K)
∼=
−→

D(gHg−1, K). It follows that l ≤ jD(H,K)(∆
l(M)) = jD(gHg−1,K)(g(∆

l(M)).
Since the dimension filtration is independent of the choice of the compact open
subgroup we obtain g(∆l(M)) ⊆ ∆l(M).

Definition: A coadmissible D(G,K)-module M with codim(M) ≥ dim(G) is
called zero-dimensional.

A nonzero zero-dimensional D(G,K)-module M satisfies codim(M) = dim(G).

Theorem 8.12: Let G be a locally Qp-analytic group and letM be a coadmissible
D(G,K)-module; if the action of the universal enveloping algebra U(g) on M
is locally finite, i.e., if U(g)x, for any x ∈M , is a finite dimensional Qp-vector
space then M is zero-dimensional.

Corollary 8.13: If V is an admissible smooth G-representation then V ′b is a
zero-dimensional D(G,K)-module.

The statement of Thm. 8.12 only depends on an arbitrarily chosen compact
open subgroup of G. We therefore let H in the following be a compact locally
Qp-analytic group which is a uniform pro-p-group. In this case Thm. 8.12 will be
a consequence of the following more general, but technical criterion. Recalling
some notation from section 4 we fix an ordered basis (h1, . . . , hd) of G and let

ψ : ZZdp
∼
−→G given by ψ((x1, . . . xd)) = hx1

1 · . . . · hxd

d denote the corresponding
global chart. Any distribution λ ∈ D(H,K) has a unique convergent expansion
in the elements b1 = h1 − 1, . . . , bd = hd − 1. As always we let r vary over the
set {r ∈ pQ : 1/p < r < 1}.

Proposition 8.14: Suppose that λ1, . . . , λd ∈ D(H,K) are nonzero elements
such that, for each 1 ≤ i ≤ d, the expansion of λi only involves powers of bi, and
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let J ⊆ D(H,K) be the left ideal generated by λ1, . . . , λd; then the coadmissible
D(H,K)-module D(H,K)/J is zero-dimensional.

Proof: Since J is finitely generated the module D(H,K)/J is coadmissible and
the corresponding coherent sheaf is given by Dr(H,K)/Dr(H,K)J . To simplify
notation we use in the following the abbreviation Dr := Dr(H,K). So we have
to show that jDr

(Dr/DrJ) ≥ d. We equip DrJ and Dr/DrJ with the filtra-
tions induced by the filtration F ·rDr. Hence gr·r(Dr/DrJ) = (gr·rDr)/(gr

·
rDrJ).

Recall from Thm. 4.5.i that gr·rDr = gr·K[σr(b1), . . . , σr(bd)] is a polynomial
ring in d variables over gr·K. According to [LVO] Thm. III.2.5.2 we have
jDr

(Dr/DrJ) = jgr·rDr
(gr·r(Dr/DrJ)). We therefore are reduced to showing

that jgr·rDr
(gr·rDr/gr

·
rDrJ) ≥ d. The ring R := gr·rDr is a commutative (Aus-

lander) regular and catenary noetherian domain of Krull dimension d+1. For any
finitely generated module N over such a ring R standard commutative algebra
(compare [BH] Cor. 3.5.11) implies the formula

jR(N) = d+ 1−Krulldim(R/ann(N))

where ann(N) denotes the annihilator ideal of N in R. Hence it remains to see
that the factor ring gr·rDr/gr

·
rDrJ has Krull dimension ≤ 1. By our assumption

on the λi we have a surjection

gr·K[σr(b1)]/〈σr(λ1)〉 ⊗
gr·K

. . . ⊗
gr·K

gr·K[σr(bd)]/〈σr(λd)〉 −→→ gr·rDr/gr
·
rDrJ .

Each gr·K[σr(bi)]/〈σr(λi)〉 is finitely generated as a gr·K-module. It follows
that gr·rDr/gr

·
rDrJ is finite over the one dimensional ring gr·K and therefore

has Krull dimension ≤ 1 (compare [B-CA] V§2.1).

Proof of Thm. 8.12 : According to Prop. 8.11 we have to show that M ⊆
∆d(M). In fact, it suffices to show that, for any x ∈ M , the submodule
N := D(H,K)x of M generated by x (which is coadmissible by Cor. 3.4.iv) is
zero-dimensional. We write N = D(H,K)/J1 for some left ideal J1 ⊆ D(H,K).
By assumption J1 contains an ideal of finite codimension J0 of U(g). The Lie
algebra g has the basis ∂1, . . . , ∂d where ∂i := ψ∗((∂/∂xi)|xi=0) = log(1 + bi).
Since J0 is of finite codimension in U(g) it contains, for any 1 ≤ i ≤ d, a
nonzero polynomial Pi(∂i) ∈ K[∂i]. The left ideal J ⊆ J1 ⊆ D(H,K) generated
by P1(∂1), . . . , Pd(∂d) satisfies the assumptions of Prop. 8.14. Hence D(H,K)/J
and a fortiori its quotient N are zero-dimensional.

The subsequent criterion is obtained by a very similar argument.

Theorem 8.15: Let G be a compact locally Qp-analytic group and let M be
a coadmissible D(G,K)-module; if the coherent sheaf corresponding to M is a
sheaf of finite dimensional K-vector spaces then M is zero-dimensional.
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Proof: Using Remark 8.10 and the notations introduced before Prop. 8.14 the
assertion reduces to the claim that jDr(H,K)(M) ≥ d for any Dr(H,K)-module
M which is finite dimensional as a K-vector space. We equipM with a filtration
F ·M which is good with respect to F ·rDr(H,K) and obtain from [LVO] Thm.
III.2.5.2 that jDr(H,K)(M) = jgr·rDr(H,K)(gr

·M). The assumption that M is
finite dimensional over K easily implies that gr·M is finitely generated over
gr·K. From this point on the rest of the argument is exactly the same as in the
proof of Prop. 8.14.

We strongly believe that the results of this section extend to locally L-analytic
groups G over any finite extension L of Qp. But to establish the Auslander
regularity (or possibly a weaker but sufficient Auslander-Gorenstein property -
compare [Bjo]) of the corresponding Banach algebras in this situation seems to
require new ideas.
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Peter Schneider
Mathematisches Institut
Westfälische Wilhelms-Universität Münster
Einsteinstr. 62
D-48149 Münster, Germany
pschnei@math.uni-muenster.de
http://www.uni-muenster.de/math/u/schneider

Jeremy Teitelbaum
Department of Mathematics, Statistics, and Computer Science (M/C 249)
University of Illinois at Chicago
851 S. Morgan St.
Chicago, IL 60607, USA
jeremy@uic.edu
http://raphael.math.uic.edu/∼jeremy

54

http://www.uni-muenster.de/math/u/schneider\hfill%20
http://raphael.math.uic.edu/~jeremy\hfill%20

