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Abstract 
This article describes the optimization process for the multicast tree in the networks with dynamic traffic routing, 
which is based on the channel state and evaluates each channel. The problem of constructing a multicast 
connections tree on graphs is formalized. The possibility of improving the existing algorithms by selecting 
certain "rendezvous points", as well as the algorithm for reducing the "cost" of the multicast routing tree are 
analysed. Simulation of tree construction was made in accordance with the family of Protocol-Independent 
Multicast protocols and the proposed algorithm. A critical analysis of the simulation results and comparative 
evaluation of uniformity of loading data channel at multicast routing are carried out. 

Keywords: data networks, dynamic routing, multicast routing, data transfer job, algorithms for constructing 
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1. Introduction 
The global transition from an industrial society to an informational one necessitates timely and quality 
information management, the growth of which has long been in a non-linear function of time. Integrating spheres 
of management of the Russian Federation into the international information space sets high requirements and 
standards for the transmission and processing of information. The spread of information technology has defined 
the problem of centralization and creation of large information systems of regional, departmental and national 
scale - this is confirmed by the adoption of the federal target program "Information Society (2011-2020)" 
(Governmental Decree N 313 as of April 15, 2014). 

In view of the processing of mostly restricted information in the state systems, which is not related to state 
secrets (e.g., personal data, financial information, etc.), and taking into account the importance of the formation 
and management of centralized data accounting, the technology of "next generation", communication networks 
became widespread, because it provides a user with the access to definable set of services within a single 
information-computing space. "The current state of telecommunications is characterized by a variety of different 
services on a single infrastructure" (Luzgachev & Samuilov, 2011). 

Recently there is an increase in price of equipment for building networks and organizational technologies for 
communication and access channels, loads to the key network nodes increase, as well as the number and 
complexity of the structure in characteristics of the transmitted information. "The reliability of network 
functioning is compromised by rapid growth in the number of telecommunication services, characterized by an 
unpredictable amount of traffic transmitted over a network and high performance requirements to the network 
nodes and servers for different purposes" (Samuilov et al., 2014). In this regard, one of the important and 
relevant information technology and socio-economic problems is data transmission in modern networks. It is 
based on the construction of the optimal structure of the data transmission between participants and services, 
taking into account the need to ensure continuous monitoring and integrity and availability of the transmitted 
data (Naumov et al., 2007). 

The task of information streams routing in data networks in any environments is the major for the network 
operation (Olifer, 2010). With the increasing number of devices in the network, numerous problems reduce the 
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effectiveness and, in some cases, block data transmission completely. To ensure the reliability of the network, 
some of the segments are reserved by additional communications links, which increase the number of possible 
ways of information communication (Katorin et al., 2013). 

One possible solution to optimize the use of network resources is to combine the transmitted information into 
multicast streams. The advantage of a multicast stream is the ability to deliver one copy of the information 
packet to multiple recipients without repeating the transmission process. Thus, it is possible to create a group of 
recipients and transfer the shared data without the repetitive process of sending unicast packets (Deart et al., 
2007). 

The information can be separated into a multicast stream only in the case if no individual data is required for 
each recipient. Such requirements are not satisfied by all the categories of the transmitted data. Multicast streams 
in most cases are represented by a continuous information sequence, at that the necessary bandwidth is many 
times greater than the network requirements when using unicast connections (Naumov et al., 2007). 

Multicast traffic routing problem is significantly different from the one for unicast. In addition to bandwidth 
requirements, the need to build complex ways of information distribution across the network shall be noted. 
Such connections can be classified as "point-to-user group" connection (Hwa-Chun Lin and Hsiu-Ming Yang, 
2014). Distribution route for a multicast stream is recorded as a set consisting of vertices (source) and branches 
(recipients/transit nodes), and represents a tree (Casteigts et al, 2012). 

Networks with dynamic routing use special, pre-defined criteria for the communication links. This routing 
method assigns each set of links with a quantitative characteristic, and the selected criterion allows choosing the 
desired channel. When using unicast connections, then finding the optimal route is sufficient with finding the 
shortest path to one of the known algorithms (Dasgupta et al., 2014; Takha, 2007). When using data multicast 
data, building the optimal set for the description reduces to finding the minimum spanning tree from the set of 
graph's vertices (Nyrkov et al., 2014). This is the formulation of the Steiner's problem on graphs. 

The Steiner's problem on graphs is NP-complete. Great practical achievements as for speed, accuracy, etc. have 
not been reached yet. There are attempts to solve the problem of distributed computing because of the increased 
processing power of modern technologies, so the possibility of decomposition is also relevant (Du et al., 2009); 
(Casteigts et al, 2012); (Marcelo, 2013). 

The solution to the Steiner's problem is used partially or fully in many branches of science and industry: in the 
manufacture of integrated circuits, in the design of cable communications systems when finding the optimum 
travel route, etc. However, we shall note a difference in the baseline at considering data networks with multicast 
connections. Due to the high data transmission rate, the ability to change the data transmission conditions 
dynamically, as well as changes in the state of channels, when solving the Steiner's problem in data networks, the 
speed of finding solutions to reduce the costs of organizing data is the main one, while high accuracy can be 
neglected. 

Multicast routing protocols 

Today, there are several protocols for multicast traffic, such as group of protocols: Protocol-Independent 
Multicast (PIM); Multicast Open Shortest Path First (MOSPF); Distance Vector Multicast Routing Protocol 
(DVMRP) and other. One of the most commonly used protocols is the one of the PIM group. (Hwa-Chun Lin 
and Hsiu-Ming Yang, 2014) 

PIM protocol group is engaged in multicast traffic routing. Despite the fact that the protocols of the group have 
the general principles of operation, each of them individually has its own characteristics. The name of "Protocol 
Independent" suggests that PIM can work with routing table regardless of the way for its completion. The 
routing table can be built by any dynamic routing protocol or composed of static routes. PIM protocols do not 
transmit data about routes and do not build own routing table, they build a multicast tree based on the unicast 
routing table. 

The multicast tree is built on routers based on entries in the following format: (Source (S), group (G)). Entries 
are of the two types: with a known source (S, G) and without a known source, when the tree comes from some 
general point (*, G). In the router for each entry, one can find information about how the local interface goes up 
along the route to the source and which local interfaces go down the route to the recipient or to the next router in 
the path. In constructing the multicast tree, Reverse Path Forwarding (RPF) of the traffic distribution path is 
performed to ensure the absence of loops and rings. (Nyrkov et al., 2014) 

The two main types of PIM protocol shall be considered. The first is PIM Dense Mode (PIM-DM) protocol. A 
special feature of this type is broadcast on all sources of information throughout the network (domain). Wherein 
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sending information about the source will be produced even if there are no recipients at the source of the moment. 
After sending a broadcast, every router in the network has the remained information about the multicast group, 
and in the case if recipients appear, any router has the information about the route to the source of this group. A 
router receives a packet about the source only on interfaces that have been RPF-tested, i.e. there is no formation 
of rings or loops. 

The second type is PIM Sparse Mode (PIM-SM) protocol. The main difference from PIM-DM is that the 
messages of all sources are not broadcasted under the condition of their appearance. In order to make the router 
start getting multicast traffic, it shall send a command to connect to the group. This occurs when recipients 
appear on the router or a lower router requests traffic of the group. Since the information on the sources and 
associated groups is not sent preliminarily to all routers, they cannot determine the correct route to the source.  

It is necessary to return to the previously mentioned "common point", because it performs exactly the 
rendezvous place of all streams of multicast traffic in networks using PIM-SM. It is called rendezvous point (RP) 
and one originally designated router performs its role. Information about RP shall be known to all other routers, 
and the router that serves as RP shall keep the way to all sources. 

Summarizing, we can say that RP is a summation router for multicast traffic from any source in the network. In 
this case, connecting routers to RP is the same as connecting to the source of the recipients in PIM-DM protocol. 

Using network resources for multicast 

The main advantage of using multicast is to reduce the number of copies because the traffic is combined in 
channels that are on the way of the route to multiple recipients. 

In constructing the paths from the source to each receiver, there may be a situation where the traffic is 
transmitted over two "parallel" paths though having the possibility of combining traffic via one of the paths with 
adding of several edges. (Nyrkov et al., 2014) 

 
Figure 1. Summation of multicast traffic in the channels for multiple recipients. a) - "parallel" transmission, b) - 

"joint transmission" 

 

Figure 1 shows a fragment of a network with one source and two recipients, as well as communication links and 
routers. Figure 1a shows the case where each source builds the path directly to the source and these paths do not 
intersect. Figure 1b presents an opportunity to make "summation" of multicast traffic and to transmit information 
for multiple recipients via one path. 

In constructing the multicast tree for a large number of recipients, it is possible to reduce data transmission costs 
significantly the expense of "summation" of information streams. Thus, the tree with many branches will be less 
efficient than tree with a large trunk and short branches (Mingfang Ni et al., 2011). 
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Figure 2. Example of multicast trees 

 

Figure 2 shows an example of two multicast trees for the same set of "source-recipients". The tree was built by 
different methods. Wherein a) one can see a large number of short branches on the tree from the left side, while 
on the right, conversely, a small number of longer branches. Consumption network resources in case of b) the 
tree will be lower since fewer branches transmit traffic for a single recipient only, and the average number of 
branches of the recipients will be higher than those of the left tree. 

Since the PIM protocols family does not directly process the routing of multicast traffic, but only uses the 
existing unicast traffic routing table, network resources are consumed in suboptimal way in a situation. In such a 
situation, one of the main advantages of using multicast information is lost: the ability to transmit the same 
information packets over the same communication link to different destinations without duplication. 

When using a dynamic routing protocol based on channel state, for example, Open Shortest Path First (OSPF), 
each router finds the shortest path to all other routers in the network. This occurs based on the assessment 
associated with each communication link, and then the Dejkstra algorithm is used to find the shortest path 
(Cormen et al, 2009). Since the PIM protocols family requires that recipients receive multicast traffic directly 
from the source or RP, and private routing shall not be performed, though the routing table is used for unicast 
forwarding instead, then the multicast tree is built only based on channel conditions and location of 
"source-recipient" pairs.  

In this situation, the information transmission over a communication link to multiple participants is the 
"coincidence" that depends only on the relative position of recipients and the source in the network. Multicast 
tree will have an arbitrary form. Deliberate "summation" of multicast traffic in communication links is not 
performed. 

2. Method 
2.1 Cost Reduction for the Multicast Tree 

If the PIM-DM protocol is used, then influencing what will the multicast tree look like, and, respectively, and the 
costs of network resources for the given parameters: connections state between routers in the network, locations 
of the source and the recipient, is impossible. All recipients will build their own path to the source. When using 
the PIM-SM protocol, there is the possibility to specify a specific router as RP. 

When selecting a specific RP, part of the tree, namely, from the source to the RP, will be already built, and the 
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stream for all recipients will be transmitted using this path. At that, the increase in the number of participants 
does not affect the resources consumption in the network for the information delivery to the RP. Recipients of 
multicast traffic will connect directly to RP. Thus, when choosing a different RP, resource consumption may be 
different on both sides and will depend on many parameters.  

Assessing the cost for the multicast tree functioning requires deployment of the system for assessing each of the 
trees. As this is impossible to deploy on a functioning network due to a number of technological peculiarities, it 
is necessary to create a mathematical model of a data transmission network, in which it will be possible to 
reconstruct the processes taking place at the organization of the multicast traffic transmission. 

The mathematical model shall take into account factors that may make restrictions on some actions, as well as 
have a number of parameters specific for this type of traffic. This model shall be scalable to allow increasing the 
number of network elements, depending on the verification assessment and the number of participants. 

2.2 The Statement of Multicast Stream Transmission Problem 

Let us view the network as an undirected graph ( , )G V E , where the set of vertices V  corresponds to routers 
on the network, and the set of edges E  corresponds to the network segments.  

To describe all the processes of data transmission in the network, it is required to determine a number of different 
additional parameters that will characterize a particular type of connection to transmit information. However, 
some parameters necessary to describe the processes will be constant, i.e., will not change depending on the 
established connections. These parameters in the model on the graph include the following variables: 

( , )w x y  - the total bandwidth of the edge ( , )x y  of the graph G ; 

( , )x yϕ  – the total stream on the edge ( , )x y . 

Working with multicast connections is significantly different from the "point to point" mode. Interaction of 
recipients and source of multicast signal is not built on the "point to point" principle, i.e. the recipient does not 
need to connect namely to the source, it can receive a signal from any router through which or to which the 
multicast traffic is transmitted. (Basharin et al., 2008) 

Instead of the routes in the case of multicast connections, a multicast tree will be built. The root of the tree is the 
source of the traffic. Further, the branches will transmit traffic to all the "leaves-recipients" of the tree. Branches 
may contain routers that act as transit hubs.  

We denote the set of vertices of the tree as 

1{ , ,..., }
VV S NM v v v= , 

where VN  is the number of nodes through which traffic is transmitted from the source Sv .  

The set VM  includes all the vertices that transmit multicast traffic, including both transit and final destination 
vertices. Let us introduce the set VEM , which includes only the vertex of the source and the destination 
vertex/vertices: 

1
{ , ,..., }

ND
VE S i iM v v v= , 

where DN  is the number of vertices of recipients. 

Obviously, VE VM M⊆ . Since at such a record of the tree, there may be situations where it is impossible to 
determine unambiguously the final form of the multicast tree, let us introduce additional notation for the edges. 
Let us consider the set EM E⊆ . It includes all the edges used for transmission of information from the source. 
The set consists of pairs of vertices included in the set VM : 

1 1{( , ),..., ( , )}
E EE S N NM v v v v−= , 

where EN  is the number of edges transmitting multicast traffic. 
Additional notation to construct a model of multicast traffic is the following: 

( )Mf s  – the stream from the source vertex s  to all of the recipients; 
( )Mb s  – the requirement to the network bandwidth for the source s . 

The data transmission network may simultaneously use various kinds of connection, wherein the amount of each 
connection is not limited.  
Each edge E  of the graph G  shall be associated with w  - the full bandwidth of the edge. The total stream 
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from all sources over all the edges to all recipients for each edge shall satisfy the following condition: 
0 ( , ) ( , )x y w x yϕ≤ ≤ . 

The following condition shall be performed to all edges included in the set EM : 
( , ) ( , ) ( )Mw x y x y b sϕ− ≥ , 

where ( , )x y E∈ . 
The initial data for the problem of a particular network includes the graph ( , )G V E  and bandwidth capacities of 
edges ( , )w  of the graph G  (Basharin G. P., 2008). In multicast connections, each information source shall 
have the following specified: 

 set of vertices VM  used to transmit multicast traffic; 

 set of vertices of the source and recipients VEM ; 

 set of edges EM  used to transmit multicast traffic; 

 ( )Mb s  – the requirement to the network bandwidth for the multicast stream source s . 

At that, the following conditions shall be met: 

1;( , )

( , ) ( )
S

E

N

M
j x y M

x y b jϕ
= ∈

=  , 

where SN  is the number of multicast traffic source. 

2.3 Data Transmission Cost: The Main Terminology 

Statement of the problem allows describing the processes of data transmission in networks with multicast 
connections. In order to be able to compare the results of using different methods for constructing a multicast 
tree, we introduce a quantitative characteristic of "cost" for each edge of the graph ( , )G V E . 

The concept of "cost" is conditional and can take different meanings depending on the goals of the problem. One 
of the main meanings of the "cost" of data transmission via an edge can be "physical cost of data transmission". 
For example, the link may be rented from providers or data services suppliers, and this will be charged in cash. 
Some links can be provided in a variety of conditions, such as communication media, physical environment of 
installation and laying of communication links, geographical location, and others. With various combinations of 
these and other factors, it may happen that the organization and maintenance of two identical links will have a 
completely different cost. In this case, the problem of the proper traffic distribution may be economic in nature, 
and cost reduction will directly affect organizing the financial cost for network functioning (Malikov et al., 
2009). 

In other cases, the term "cost" can mean the reliability of data transmission channels. Thus, if the channel is 
highly reliable and has a full-backup communication channel, one can say that with a high probability, the 
information transmitted via this path will be delivered to the recipient in full and without errors. On the contrary, 
considering the communication channel, which is organized with the help of wireless communications in strong 
external interference, one can say that the probability of loss or errors in such a channel is much larger, and the 
information can be obtained or received with errors or it can be incomplete. With such a formulation of the 
problem, the criterion may be the reliability of assessment, and it will be placed in each edge of the graph 

( , )G V E (Katorin et al., 2013). 

In some situations, it is convenient to use the term of "cost" to define the capacity of the edges or the remaining 
unused part. With this approach, one can solve the problem of routing and load balancing on each edge of the 
graph. The problem of the information stream distribution on the network segments is the most important one for 
its efficient functioning. When overloading of communication channels and switching nodes, interruption in the 
data transmission may occur. They can lead to partial loss of packets due to buffer over stream of the switching 
equipment or complete blockage of service at an overload of communication channels and equipment. 

When the term of the "cost" means the bandwidth, it should be pointed out that in the dynamic routing protocol, 
which is based on the channel state (based on the Link State Algorithm (LSA), the communication channel 
assessment is applied to their bandwidth. These algorithms may include the Open shortest path first (OSPF) 
algorithm and the Intermediate system to intermediate system (IS-IS) algorithm. It is the channel assessment that 
helps to determine the correct load distribution over the network, thus the network is loaded evenly, and 
preventing overload of communication links when others are not used (Lun et al., 2006). 

In this paper, the "cost" means channel bandwidth: the higher the cost, the lower bandwidth a channel has. This 
assessment corresponds to channel assessment in dynamic routing protocols based on the channel status. Using 
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the channel with the lowest cost is preferable compared to the same channel with the greater cost. Thus, the 
optimization problem will be reduced to the cost of the multicast tree. 

This approach allows balancing the network load. When transmitting information through channels with higher 
bandwidth, inefficient channels will not be overloaded with multicast traffic. Multicast traffic in most cases is 
represented by the information stream of a large amount, for example, a video stream. (Antonov et al., 2003) 

In the case of multicast traffic, it is necessary to calculate the total cost of all links used for transmission of 
information. At that, the cost will be affected not only by the assessment of each channel, but by the number of 
channels used in general. Therefore, the optimization problem must take into account these two important 
parameters. 

Multicast data is different in that there is no need to transfer own copy of the information to each recipient, so 
when calculating the cost of the multicast tree, the cost of using the link will be counted only once, no matter 
how many recipients will receive the information transmitted via this link. Therefore, one of the main ways to 
optimize the multicast tree is the process of "summation" of paths to recipients (Chu & Wong, 2005). 

Considering the network within the previously described mathematical model, which is represented by an 
undirected graph with many vertices corresponding to routers, and the set of edges corresponding to the 
communication links, as well as to the estimated cost associated with each edge, the problem of finding the 
minimum multicast tree for a given set of "source-recipients" will be reduced to finding the minimum spanning 
tree of the graph for the given node. Such a problem is called "the Steiner's problem on graph." 

This article examines the applied case of the Steiner's problem, namely, a data network with multicast 
connections. In this case, one of the distinguishing factors is that the information streams in the network may 
change rapidly in a short period. For example, the multicast recipient may stop receiving traffic information, and 
the part of the tree will become unwanted. Therefore, the most accurate calculation of the optimal tree cannot be 
justified as a part of the application. Computation time for the tree can be significantly longer than the data 
transmission via this tree. In connection with these conditions, it will be sufficient to reduce the cost with 
minimal time spent in such a way that the computation time of the improved tree would be no more than the total 
data transmission time via this tree. 

2.4 Simulation of the Process of Constructing the Multicast Tree 

When using the PIM-DM protocol, the multicast tree will look like a set of routes between all pairs of 
"source-recipient". In addition, each path will be built as the path with the lowest cost found using the Dejkstra 
algorithm. Thus, in order to simulate the multicast tree on the graph according to the PIM-DM protocol, it 
suffices to construct a path with the minimum cost from the source to each destination, and the combination of 
these paths will be the multicast tree for a given set of "source-recipients". At the same time, finding a minimal 
path between the two vertices can be done in various ways, but this article will consider the case where the 
minimum paths are found based on the Dejkstra algorithm. 

Let us consider an algorithm that will build a multicast tree through the certain vertex, while the path from the 
source to this vertex will be built in advance, and all recipients will connect with this vertex. Let us call that 
vertex as RP, by analogy with the PIM-SM protocol. Let us assume random coinciding of paths or their parts 
from any of the recipients with the path from the source to RP, but in this situation the multicast stream to these 
destinations will come from the vertex, which is the entry point into the path from the source to RP, i.e. not 
required to take the stream namely from RP. 
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Figure 3. An example of the construction of the tree to RP 

 

Figure 3 shows two options of constructing a multicast tree through RP. Figure  3a shows an option, where the 
recipient is forced to take traffic from RP, while the path from the recipient to RP coincides with a part of the 
path from the source to RP, and traffic can be obtained directly from the first router in the path. Figure 3b shows 
the case where the traffic can be received from the first appeared router on the path from the source to RP. This 
article will consider the case where the traffic can be obtained from any location at the path from the source to 
RP. 

An algorithm that takes a stream from the certain vertex (RP) corresponds to the PIM-SM protocol. In this 
algorithm, as well as algorithm of the PIM-DM protocol, the recipients all have to take on a predetermined 
stream point, i.e. algorithms are the same in meaning except that the point of intersection of all streams can be 
selected arbitrarily, and therefore the stream control is not performed as well. 

Another proposed algorithm is aimed on improving the multicast tree in a decrease in its cost. The algorithm 
works in two modes with direct connection to the source or connected via a predefined router (by analogy with 
the previous algorithm let us call it RP). An algorithm for constructing the multicast tree shall be as follows: 

Step 1. All recipients make a connection one by one, starting with the recipient, who can connect to the source or 
RP at a lower cost. 

Step 2. If two recipients have the same cost of connecting, the one with fewer edges will connect first. 

Step 3. When connecting, the recipient can connect to any point in the network, which already has multicast 
traffic. Since the task is to reduce the cost of the tree, then the connection will be made to the vertex with the 
path with minimum cost. 

The algorithms, in which there is a possibility to choose RP, will have a complete search among possible vertices 
to become RP. At the same time, the multicast tree will be the tree having a chosen RP with the least cost of the 
tree. 

For convenience, later in this article the algorithm for constructing the tree will be have the following numbers: 1, 
2, 3 and 4 in accordance with the order of their description. 

3. Results 
Let us consider a random undirected graph of a network consisting of 75 nodes and 330 edges. Each edge in any 
form will get the valuation from 1 to 10. The cost will mean channel bandwidth: the smaller the cost, the greater 
the channel bandwidth. Let us randomly choose one vertex, which will be the multicast source. All the recipients 
will receive stream from it. These conditions are the initial data for the simulation. 

For each vertex, let us build a table of shortest paths of minimal cost to any other vertex based on the Dejkstra 
algorithm (Dasgupta et al., 2014), (Takha, 2007). By analogy with the existing network with dynamic routing, 
based on the channel state, each router keeps exactly the same table. 
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Recipients of the multicast stream will appear in random order. Number of recipients will vary from 1 to 74, one 
vertex (source) less than the total number of recipients. 

As recipients are added, a multicast tree will be built in accordance with algorithms 1, 2, 3 and 4. 

Let us consider the results of the test. 

Figure 4 shows the results of simulation. As it can be seen from the graphs, the cost is reduced by the use of 
algorithms. In this case, the biggest benefit comes from the use of algorithms 3 and 4. Note that the algorithm 4 
gives almost identical results with the algorithm 3. 

Figure 5 shows a graph of cost reduction in percentage depending on the number of recipients. As it can be seen 
from the graph, the benefit from using algorithms based on the simple brute force method, constitutes more than 
20% at the number of recipients more than 5. At that, algorithms 3 and 4 provide the benefits of more than 30% 
at the number of recipients over 7. The maximum benefit is 50.6% at using the algorithm 4 at number of the 
recipients equal to 13. 

 

Figure 4. Graph of the cost dependency on the number of recipients 
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Figure 5. Benefit in percentage of the cost at using algorithms 

 

Figure 6. Graph of the cost dependency on the number of recipients 

0 10 20 30 40 50 60 70 80
0

10

20

30

40

50

60

Number of transmitters

%
 o

f c
os

t r
ed

uc
tio

n

 

 

2nd algorithm
3rd algorithm
4th algorithm

0 10 20 30 40 50 60 70 80
0

50

100

150

200

250

300

Number of transmitters

C
os

t

 

 
1st algorithm
2nd algorithm
3rd algorithm
4th algorithm



www.ccsenet.org/mas Modern Applied Science Vol. 9, No. 5; 2015 

172 
 

 

Figure 7. Benefit in percentage of the cost at using algorithms 

 

Figures 6 and 7 illustrate simulation results for the multicast trees with the same input parameters; the only 
difference is in the sequence of occurrence of the multicast recipients. These graphs differ slightly in shape from 
the graphs in Figures 4 and 5. The cost is incremented in almost a linear function of the recipients' number. 
However, one shall notice the difference of graphs 5 and 7. There is a significant reduction in the benefits of 
algorithms. In addition, the graphs of benefit have sharp jumps to a greater or a smaller side. The reason is that 
when recipients appear randomly, they can be located in either a favourable place, i.e. "close" to the already 
running branches, or "far" from the operating units. In this case, the behaviour patterns of graphs at using 
different algorithms are identical. Of course, the order in which the recipients appear is important and can often 
dramatically change the results of the experiment. By increasing the number of experiments, it is possible to 
determine the dependencies on the order of recipients' appearing. 
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Figure 8. Benefit as a percentage of the cost of using algorithms No. 3 and 4 compared with the algorithm No. 2 

 

The considered algorithms No. 1 and 2 are presented for comparative analysis of the algorithms No. 3 and 4 
proposed in this article. As seen from the results, algorithms No. 3 and 4 are superior more than 20% compared 
with the algorithms No. 1 and more than by 10-15% in comparison with the algorithm No. 2 (Figure 8). 

Comparing algorithms No. 3 and 4 between each other, we note that the algorithm No. 4 is somewhat more 
difficult than the algorithm No. 3, as it  performs an exhaustive search of all possible RP's and, respectively, 
each time a multicast tree is constructed. The difference between the cost of the tree and these algorithms cannot 
exceed 10-15%. In addition, a great difference is observed only when the number of recipients is less then / 3N , 
where N  is the number of nodes in the network. By increasing the number of recipients, the benefit from the 
use of exhaustive RP search is reduced. 
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Figure 9. The benefit in percentage of using algorithm No. 4, compared with the algorithm No. 3 depending on 
the number of recipients 

 

4. Discussion 
The obtained results indicate that the tree constructed according to the methods used in PIM protocols, is not 
optimal. It can be improved by the application of new algorithms for multicast trees constructing. 

In the case of tree constructed simply as a set of optimal paths from the source of traffic to each recipient, the 
main factor is the relative positions of the communication links, i.e., if two recipients are about at the same area 
of the graph and the optimal path to the source coincides partially or completely, in such a situation, the cost will 
decline sharply. If the recipients are relatively far from each other, i.e., the optimal paths to the source of each 
recipient do not intersect, in this situation the cost of connecting these recipients may be reduced. It shall also be 
noted that in order to find ways to use the minimum cost of the Dejkstra algorithm, which refers to the "greedy" 
algorithms, because of this we cannot say that in the event of two or more paths to the source of equal cost there 
will be chosen the one that will reduce the overall cost of the multicast tree. 

The tree, which is built according to PIM-SM protocol, i.e. through a pre-selected point, even though improves 
the previous tree, but also may not be optimal. After brute force finding the vertex through which the cost of the 
constructed multicast tree is minimal, we can say that we have a case where the source is replaced by a given 
vertex. It is possible to cut off part of the tree's vertices that were connected to the source without passing 
through the selected point and re-apply the algorithm recursively as long as the split-off set will have one single 
vertex, which will be connected by the shortest path found. The complexity of this algorithm is very high. 

The algorithms proposed in this paper can build a path to the vertices, through which multicast is already 
streamed. However, it does not matter if the vertex is a transit one or a recipient, the stream can be picked up 
from any of the connected vertices. In this case, the path uniting will be non-random; the stream will be 
connected directly to the vertex, the path to which is the cheapest.  

It can be seen that the total cost of the multicast tree when adding new recipients either remains the same or 
increases (Figures 4 and 6). This is true for each of the algorithms. This situation is easily explained by the fact 
that when a recipient appears to the vertex, which at the moment is transit and sends traffic to other recipients, 
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the cost of the tree does not change. Accordingly, the case, when the cost goes up, comes at the time when the 
multicast traffic shall be transferred to new vertices. The case of reducing the cost of the tree when connecting 
new subscribers is not possible.  

The growth rate of the cost of the tree, as seen from the graph, may be different. This can be explained as follows. 
As recipients appear in a completely random order, there may be cases where the recipients are located in close 
proximity to the connected vertices, or vice versa. Thus, it is possible to trace the correlation of the operation 
cost at different algorithms applied. I.e. improving and maintaining the cost of the multicast tree occurs equally 
for each algorithm. 

From the graphs of interest benefits from applying algorithms to reduce the cost of the multicast tree, it follows 
that an increase in the number of recipients, the benefit is reduced. This situation is explained by the fact that an 
increasing number of already connected vertices and the best paths will coincide. 

This article only partially addresses the processes occurring in the network with multicast connections. When 
changing the number of recipients, the tree always was rebuilt, but in a real situations such expenditure of 
computing resources may be unnecessary and it is necessary to consider cases in which new recipients are 
advantageous to attach to an existing tree. In addition, the article did not consider the case when it is beneficial to 
use a more costly algorithm No. 4 in terms of the computing resources in comparison with the fast algorithm No. 
3. 

In formulating the problem, we used random graph of the network and no dependencies on its type have been 
investigated. Probably, in certain situations, dependencies will occur on the graph's type. 

This work only shows the fact that the application of the PIM family algorithms can have non-optimal nature and 
improvement of the results is possible in terms of consumption of network resources. 

5. Conclusions 
This article describes the ways for optimization data multicast tree of a network with dynamic traffic routing. 

The analysis showed that the data transmission tree in the network, built using traditional PIM-DM and PIM-SM 
protocols is not optimal and can be improved in terms of reducing the cost of transmission and integrity of the 
transmitted information. 

To fulfil the said requirement, the article shows that a tree, which includes the optimal route from the source to 
the destination point, if the transmission paths match (at least partially), then it can reduce the cost provided the 
availability of the data multicast over a single channel. 

Finding the best ways to transfer was carried out using the Dejkstra algorithm. 

Multicast tree was built for data multicast using the proposed algorithms that can build paths to the vertices, 
which are already included in the multicast stream. At that, it does not matter if the vertex is transit one or a 
recipient, the stream can be taken from any of the connected vertex. Selecting the vertex to connect is made from 
the standpoint of the least cost of a path to it. 

Based on the developed algorithmic support, computational experiments were carried out that showed the cost 
benefit of the obtained solutions. 

The results of the experiment demonstrated that the use of PIM family algorithms, supported by the algorithms 
proposed in the article, will reduce the cost of data transmission. 

Further development of the problem is the study of the types of the obtained trees and their resulting impact on 
the key characteristics of the data, as well as simulations of real networks containing sections of different 
physical nature and switching equipment with different characteristics. 
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