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Abstract: We provide a comprehensive presentation of algorithms, data structures, and implementation
techniques for high-performance sparse multivariate polynomial arithmetic over the integers and
rational numbers as implemented in the freely available Basic Polynomial Algebra Subprograms
(BPAS) library. We report on an algorithm for sparse pseudo-division, based on the algorithms
for division with remainder, multiplication, and addition, which are also examined herein.
The pseudo-division and division with remainder operations are extended to multi-divisor
pseudo-division and normal form algorithms, respectively, where the divisor set is assumed to form
a triangular set. Our operations make use of two data structures for sparse distributed polynomials
and sparse recursively viewed polynomials, with a keen focus on locality and memory usage for
optimized performance on modern memory hierarchies. Experimentation shows that these new
implementations compare favorably against competing implementations, performing between a
factor of 3 better (for multiplication over the integers) to more than 4 orders of magnitude better
(for pseudo-division with respect to a triangular set).

Keywords: sparse polynomials; polynomial arithmetic; normal form; pseudo-division;
pseudo-remainder; sparse data structures

1. Introduction

Technological advances in computer hardware have allowed scientists to greatly expand the
size and complexity of problems tackled by scientific computing. Only in the last decade have
sparse polynomial arithmetic operations (Polynomial arithmetic operations here refers to addition,
subtraction, multiplication, division with remainder, and pseudo-division) and data structures come
under focus again in support of large problems which cannot be efficiently represented densely.
Sparse polynomial representations was an active research topic many decades ago out of necessity;
computing resources, particularly memory, were very limited. Computer algebra systems of the
time (which handled multivariate polynomials) all made use of sparse representations, including
ALTRAN [1], MACSYMA [2], and REDUCE [3]. More recent work can be categorized into two streams,
the first dealing primarily with algebraic complexity [4,5] and the second focusing on implementation
techniques [6,7]. Recent research on implementation techniques has been motivated by the efficient
use of memory. Due to reasons such as the processor-memory gap ([8] Section 2.1) and the memory
wall [9], program performance has become limited by the speed of memory. We consider these issues
foremost in our algorithms, data structures, and implementations. An early version of this work
appeared as [10].

Sparse polynomials, for example, arise in the world of polynomial system solving—a critical
problem in nearly every scientific discipline. Polynomial systems generally come from real-life
applications, consisting of multivariate polynomials with rational number coefficients. Core routines
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for determining solutions to polynomial systems (e.g., Grobner bases, homotopy methods, or triangular
decompositions) have driven a large body of work in computer algebra. Algorithms, data structures,
and implementation techniques for polynomial and matrix data types have seen particular attention.
We are motivated in our work on sparse polynomials by obtaining efficient implementations of
triangular decomposition algorithms based on the theory of regular chains [11].

Our aim for the work presented in this paper is to provide highly optimized sparse multivariate
polynomial arithmetic operations as a foundation for implementing high-level algorithms requiring
such operations, including triangular decomposition. The implementations presented herein are
freely available in the BPAS library [12] at www.bpaslib.org. The BPAS library is highly focused
on performance, concerning itself not only with execution time but also memory usage and cache
complexity [13]. The library is mainly written in the C language, for high-performance, with a
simplified C++ interface for end-user usability and object-oriented programming. The BPAS library
also makes use of parallelization (e.g., via the CILK extension [14]) for added performance on multi-core
architectures, such as in dense polynomial arithmetic [15,16] and arithmetic for big prime fields based
on Fast Fourier Transform (FFT) [17]. Despite these previous achievements, the work presented here
is in active development and not yet been parallelized.

Indeed, parallelizing sparse arithmetic is an interesting problem and is much more difficult than
parallelizing dense arithmetic. Many recent works have attempted to parallelize sparse polynomial
arithmetic. Sub-linear parallel speed-up is obtained for the relatively more simple schemes of Monagan
and Pearce [18,19] or Biscani [20], while Gastineau and Laskar [7,21] have obtained near-linear parallel
speed-up but have a much more intricate parallelization scheme. Other works are quite limited:
the implementation of Popescu and Garcia [22] is limited to floating point coefficients while the work
of Ewart et al. [23] is limited to only 4 variables. We hope to tackle parallelization of sparse arithmetic
in the future, however, we strongly believe that one should obtain an optimized serial implementation
before attempting a parallel one.

Contributions and Paper Organization

Contained herein is a comprehensive treatment of the algorithms and data structures we have
established for high-performance sparse multivariate polynomial arithmetic in the BPAS library.
We present in Section 2 the well-known sparse addition and multiplication algorithms from [24] to
provide the necessary background for discussing division with remainder (Section 3), an extension
of the exact division also presented in [24]. In Section 4 we have extended division with remainder
into a new algorithm for sparse pseudo-division. Our presentation of both division with remainder
and pseudo-division has two levels: one which is abstract and independent of the supporting data
structures (Algorithms 3 and 5); and one taking advantage of heap data structures (Algorithms 4
and 6). Section 5 extends division with remainder and pseudo-division to algorithms for computing
normal forms and pseudo-division with respect to a triangular set; the former was first seen in [25]
and here we extend it to the case of pseudo-division. All new algorithms are proved formally.

In support of all these arithmetic operations we have created a so-called alternating array
representation for distributed sparse polynomials which focuses greatly on data locality and
memory usage. When a recursive view of a polynomial (i.e., a representation as a univariate
polynomial with multivariate polynomial coefficients) is needed, we have devised a succinct
recursive representation which maintains the optimized distributed representation for the polynomial
coefficients and whose conversion to and from the distributed sparse representation is highly efficient.
Both representations are explained in detail in Section 6. The efficiency of our algorithms and
implementations are highlighted beginning in Section 7, with implementation-specific optimizations,
and then Section 8, which gathers our experimental results. We obtain speed-ups between a factor of
3 (for multiplication over the integers) and a factor of 18,141 (for pseudo-division with respect to a
triangular set).
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2. Background

2.1. Notation and Nomenclature

Throughout this paper we use the notation R to denote a ring (commutative with identity),
D to denote an integral domain, and K to denote a field. Our treatment of sparse polynomial
arithmetic requires both a distributed and recursive view of polynomials, depending on which
operation is considered. For a distributed polynomial a € R[xy,...,x,], a ring R, and variable
ordering x1 < xp < - -+ < xy, we use the notation

1, 1,
a= ZAl = ZaiX“f,
i=1 i=1

where n, is the number of (non-zero) terms, 0 # a; € R, and «; is an exponent vector for the variables
X = (x1,...,Xy). A term of a is represented by A; = 4;X%. We use a lexicographical term order
and assume that the terms are ordered decreasingly, thus lc(a) = a; is the leading coefficient of a and
It(a) = ;X" = A is the leading term of a. If a is not constant the greatest variable appearing in a
(denoted mvar(a)) is the main variable of a. The maximum sum of the elements of «; is the total degree
(denoted tdeg(a)). The maximum exponent of the variable x; is the degree with respect to x; (denoted
deg(a, x;)). Given a term A; of a, coef(A;) = a; is the coefficient, expn(A;) = a; is the exponent vector,
and deg(A;, x;) is the component of «; corresponding to x;. We also note the use of a simplified syntax
for comparing monomials based on the term ordering; we denote X* > X% as a; > a;.

To obtain a recursive view of a non-constant polynomial a4 € R[xi,...,x,], we view a as
a univariate polynomial in R[xj], with x; called the main variable (denoted mvar(a)) and where
R = R[xy, .. X1, X1 ., Xy|. Usually, x;j is chosen to be x, and we have a € Rlx1, ..., xp-1][x0].
Given a term A; of a € Rlxj], coef(A;) € R[x1,...,Xj_1,Xj41,...,%p] is the coefficient and expn(A;) =
deg(Aj, x;) = deg(A;) is the degree. Given a € R[x;], an exponent e picks out the term A; of a such that
deg(A;) = e, so we define in this case coef(a, x;,¢) := coef(4;). Viewed specifically in the recursive
way R[xj], the leading coefficient of a is an element of R called the initial of a (denoted init(a)) while
the degree of a in the main variable x; is called the main degree (denoted mdeg(a)), or simply degree
where the univariate view is understood by context.

2.2. Addition and Multiplication

Adding (or subtracting) two polynomials involves three operations: joining the terms of the
two summands; combining terms with identical exponents (possibly with cancellation); and sorting
of the terms in the sum. A naive approach computes the sum a + b term-by-term, adding a term
of the addend (b) to the augend (a), and sorting the result at each step, in a manner similar to
insertion sort. (This sorting of the result is a crucial step in any sparse operation. Certain optimizations
and tricks can be used in the algorithms when it is known that the operands are in some sorted order,
say in a canonical form. For example, obtaining the leading term and degree is much simpler, and,
as is shown throughout this paper, arithmetic operations can exploit this sorting.) This method is
inefficient and does not take advantage of the fact that both a and b are already ordered. We follow
the observation of Johnson [24] that this can be accomplished efficiently in terms of operations and
space by performing a single step of merge sort on the two summands, taking full advantage of
initial sorting of the two summands. One slight difference from a typical merge sort step is that like
terms (terms with identical exponent vectors) are combined as they are encountered. This scheme
results in the sum (or difference) being automatically sorted and all like terms being combined.
The algorithm is very straightforward for anyone familiar with merge sort. The details of the algorithm
are presented in ([24], p. 65). However, for completeness we present the algorithm here using our
notation (Algorithm 1).
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Algorithm 1 apbPoLynoMIALS (a,b)

a,b € R[x1,...,x,), a =Y a; X%, b= ):;21 b/-Xﬁf;

returnc =a+b =Y, X% € Rxy,..., %]
1: (i,j,k) =1

2: whilei < n, and j < n, do

3 if a; < B; then

4 Cp = bj; Yk = ‘B]

5: ji=j+1

6 else if «; > B; then

7 Ck 1= 4 Yk =

8 i=i+1

9: else

10: cx = ai+bj; v =

11: i=i4+1j:=j+1

12: if ¢, = 0 then

13: continue #Do not increment k
14: k:=k+1

15: end

16: whilei < n, do

17: Cr = ai Yk = &
18: i:=1i+1 k:=k+1
19: while j < n, do

20: e = by vk = B
21: ji=j+L k:=k+1
22: returnc = Y51 ¢, X

Multiplication of two polynomials follows the same general idea of addition: Make use of the
fact that the multiplier and multiplicand are already sorted. Under our sparse representation of
polynomials multiplication requires production of the product terms, combining terms with equal
exponents, and then sorting the product terms. A naive method computes the product a - b (where a
has n, terms and b has n;, terms) by distributing each term of the multiplier (2) over the multiplicand
(b) and combining like terms:

c=a-b=(mX"-b)+ (X*2-b)+---.

This is inefficient because all n,n;, terms are generated, whether or not like terms are later
combined, and then all n,n;, terms must be sorted, and like terms combined. Again, following
Johnson [24], we can improve algorithmic efficiency by generating terms in sorted order.

We can make good use of the sparse data structure for

ny 1p
a= Z;aiX“f, and b= Z;ijﬁi,
1= =

based on the observation that for given «; and §;, it is always the case that X%+1+hj and X% Pt are
less than X* P/ in the term order. Since we always have X%/ > X**F+1 it is possible to generate
product terms in order by merging n, “streams” of terms computed by multiplying a single term of a
distributed over b,

(ay - b1) XMFPE 4 (ay - by) XTF2  (ay - by) XHF

(a3 -by) X2 1 (ay - by) X2 HP2 o (ay - by) X2 4
a-b=

(an, - by) X% th1 (an, - bo) X% th2 (an, - b3) XoatBs

and then choosing the maximum term from the “heads” of the streams. We can consider this as an
ng-way merge where at each step, we select the maximum term from among the heads of the streams,
making it the next product term, removing it from the stream in the process. The new head of the
stream where a term is removed will then be the term to its right.
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This sub-problem of selecting the maximum term among #n, different terms can be solved
efficiently by making use of a priority queue data structure, which can be implemented as a heap (see
Section 6.3 for implementation details). The virtue of using a heap was noticed by Johnson [24], but the
description of his algorithm was left very abstract and did not make explicit use of a priority queue.

In Algorithm 2 we give our heap-based multiplication algorithm. This algorithm makes use of
a few specialized functions to interface with the heap and the heads of streams contained therein.
We provide here a simplified yet complete interface consisting of four functions. (Please note that
algorithms for insertion and removal from a heap are standard and provided in any good reference on
data structures and algorithms (see, e.g., [26]).) heaplnitialize(a, B; ) initializes the heap by initiating
1, streams, where the head of the i-th stream is A; - B1. Each of these heads are inserted into the heap.
heaplnsert(A;, B;) adds the product of the terms A; and B; to the heap. It is important to note, however,
that the heap does not need to store the actual product terms but can store instead only the indices of
the two factors, with their product only being computed when elements are removed from the heap.
(This strategy is actually required in the case of pseudo-division (Section 7.4) where the streams
themselves are updated over the course of the algorithm.) The exponent vector of the monomial must
be computed on insertion, though, since this determines the insertion location (priority) in the heap.
heapPeek() returns the exponent vector  of the top element in the heap and the stream index s
from which the product term was formed, i.e., s such that the top element comes from the stream
As - B. Please note that nothing is removed from the heap by heapPeek(). heapExtract() removes
the top element of the heap, providing the product term. If the heap is empty heapPeek() will return
v = (-1,0,...,0), which is, by design, less than any exponent of any polynomial term because the
first element is —1. We therefore abuse notation and write v = —1 for an empty heap.

Algorithm 2 HEAPMULTIPLYPOLYNOMIALS(a,b)
a,b € R[x1,...,%), a=Y" a; X%, b= 2721 biXﬁJ;
returnc =a-b =Y, Xk € Rlxy, ..., x|

1: if n, = 0 or n, = 0 then
2 return 0
3:k:=1,C =0

4: s=1; v := ay + B1 #Maximum possible value of -y
5: heaplnitialize(a, B)

6: fori =1ton, do

7 fi :=1 #Indices of the current head of each stream
8: while ¥ > —1do # = —1 when the heap is exhausted
9 if v # expn(Cy) and coef(Cy) # 0 then

10: k= k+1

11: C,:=0

12: Cx := Cx + heapExtract()

13: fo = fi+1

14: if f; <mn, then

15: heaplnsert(A;s, By,)
16: (7,s) := heapPeek() # Get degree and stream index of the top of the heap
17: end

18: if Gt =0thenk:=k—1
19: returnc = Y¥_, C, = Yk_ )X

We note that while this algorithm seems simple in pseudo-code, its implementation, especially
with respect to the heap, requires many subtle optimizations to achieve good performance.
The discussions of such improvements are left to Section 7. Nonetheless the algorithm presented here
is complete and correct.

Proposition 1. Algorithm 2 terminates and is correct.

Proof. Leta,b € R[xy,...,xp]. If either n; = 0 or n, = 0 thena = 0 or b = 0, in which case ¢ = 0
and we are done. Otherwise, ¢ # 0 and we initialize the heap with n, pairs (A;, By),i = 1,...,n,,
we initialize the stream element indices f; to 1, and we set C; = 0. We initially set v = a1 + 1,
the maximum possible for polynomials 2 and b, and a guaranteed term of the product. This also serves
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to enter the loop for the first time. Since C; was initially set to 0, Cy = 0, so the first condition on line 9
is met, but not the second, so we move to line 12. Lines 12 through 15 extract the top of the heap, add it
to Cy (giving C; = A1By), and insert the next element of the first stream into the heap. This value of
C; is correct. Since we add the top element of each stream to the heap, the remaining elements to be
added to the heap are all less than at least one element in the heap. The next heapPeek() sets 7 to one
of ay + B1 or a1 + B2 (or —1if n, = n, = 1), and sets s accordingly. Subsequent passes through the
loop must do one of the following: (1) if C; # 0 and there exists another term with exponent expn(Cy),
add it to Cy; (2) if Cx = 0, add to Cj the next greatest element (since for sparse polynomials we store
only non-zero terms); or (3) when Cy # 0 and the next term has lower degree (y; > 1), increase k and
then begin building the next Cy term. Cases (1) and (2) are both handled by line 12, since the condition
on line 9 fails in both cases, respectively because 7y = expn(Cy) or because Cy = 0. Case (3) is handled
by lines 9-12, since ¥ # expn(Cy) and Cy # 0 by assumption. Hence, the behavior is correct. The loop
terminates because there are only 7, elements in each stream, and lines 14-15 only add an element to
the heap if there is a new element to add, while every iteration of the loop always removes an element
from the heap at line 12. [J

3. Division with Remainder

3.1. Naive Division with Remainder

We now consider the problem of multivariate division with remainder, where the input
polynomials are a,b € D[xq,...,x,], with b # 0 being the divisor and a the dividend. While this
operation is well-defined for a,b € D[xy, ..., x,] for an arbitrary integral domain D, provided that lc(b)
is a divisor of the content of both a and b, we rather assume, for simplicity, that the polynomials 2 and
b are over a field. We can therefore specify this operation as having the inputs a,b € K[x1,...,x5],
and outputs q,7 € K[xq, ..., xy], where g and r satisfy (We note due to its relevance for the algorithms
presented in Section 5 that {b} is a Grobner basis of the ideal it generates and the stated condition here
on the remainder r is equivalent to the condition that r is reduced with respect to the Grobner basis
{b} (see [27] for further discussion of Grobner bases and ideals)):

a = gb+ r,where r = 0 or 1t(b) does not divide any term in r.

In an effort to achieve performance, we continue to be motivated by the idea of producing terms
of the result (quotient and remainder) in sorted order. However, this is much trickier in the case of
division in comparison to multiplication. We must compute terms of both the quotient and remainder
in order, while simultaneously producing terms of the product gb in order. We must also produce
these product terms while g is being generated term-by-term throughout the algorithm. This is not so
simple, especially in implementation.

In the general “long division” of polynomials (see Section 2.4 of [28]) one repeatedly obtains the
product of a newly computed quotient term and the divisor, and then updates the dividend with
the difference between it and this product. Of course, this is computationally wasteful and not ideal,
since at each step of this long division one needs only the leading term of this updated dividend to
compute the next quotient term. Thus, before concerning ourselves with a heap-based algorithm,
we consider a computationally efficient division algorithm which does not perform this continued
updating of the dividend. This algorithm, which is a special case of the algorithm in Theorem 3 of
Section 2.3 in [27] , is presented as Algorithm 3.
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Algorithm 3 pivibePoLYNOMIALS(a,b)

a,b € Klxi,...,%], b # 0; return q,7 € K[xy,...,x,] such that a = gb + r where r = 0 or 1t(b) does not divide any term in r (r is reduced with
respect to the Grébner basis {b}).

l: g :=0r:=0

2: while (7 := lt(a—gb—r)) # 0do

3 if 1t(b) | 7 then

4: q = q+7/lt(b)
5.  else

6: roi=r+7

7: end

8: return (q,7)

In this algorithm, the quotient and remainder, g and r, are computed term-by-term by computing
7 = lt(a — qb — r) at each step. This works for division by deciding whether 7 should belong to the
remainder or the quotient at each step. If 1t(b) | 7 then we perform this division and obtain a new
quotient term. Otherwise, we obtain a new remainder term. In either case, this 7 was the leading term
of the expression a2 — gb — r and now either belongs to g or r. Therefore, in the next step, the old 7
which was added to either g or  will now cancel itself out, resulting in a new leading term of the
expression a — gb — r. This new leading term is non-increasing (in the sense of its monomial) relative
to the preceding 7 and thus terms of the quotient and remainder are produced in order.

Proposition 2. Algorithm 3 terminates and is correct. ([27], pp. 61-63)

3.2. Heap-Based Division with Remainder

It is clear from Algorithm 3 that multivariate division reduces to polynomial multiplication
(through the product gb) and polynomial subtraction. What is not obvious is the efficient computation
of the term 7 = 1t(a — qb — r). Nonetheless, we can again use heap-based multiplication to keep track
of the product gb. The principal difference from multiplication, where all terms of both factors are
known from the input, is that the terms of g are computed as the algorithm proceeds. This idea of
using a heap to monitor g - b follows that of Johnson [24] for his exact univariate division. We extend
his algorithm to multivariate division with remainder.

In terms of the wording of the multiplication algorithm, we set g to the multiplier and b to the
multiplicand, distributing g over b, so the streams are formed from a single term of g, while the stream
moves along b. By having g in this position it becomes relatively easy to add new streams into the
computation as new terms of g are computed. Using the notations of our heap-division algorithm
(Algorithm 4), the crucial difference between heap-based multiplication and heap-based division is
that each stream does not start with Q,B;. Rather, the stream begins at Q,B, since the product term
QyB; is cancelled out by construction.

The management of the heap to compute the product gb uses several of the functions described for
Algorithm 2. Specifically heapPeek(), heaplnsert(-, -), and heapExtract(). However, heapExtract()
is modified slightly from its definition in multiplication. For division it combines removal of the top
heap element and insertion of the next element of the stream (if there is a next) from which the top
element originated. In this algorithm we use J to denote the exponent of the top term in the heap of
g - b. Similar to multiplication, we abuse notation and let § = —1 if the heap is empty.

Finally, having settled the details of the product gb, what remains is to efficiently compute the
leading term of a — qb — r. This is handled by a case discussion between the maximum term (in the
sense of the term order) of 2 which has yet to be cancelled out and the maximum term of the product
gb which has yet to be used to cancel out something. Then, by construction, when a newly generated
term goes to the remainder it exactly cancels out one term of a — gb. This case discussion is evident in
lines 4, 7, and 10 of Algorithm 4, while Proposition 3 formally proves the correctness of this approach.
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Algorithm 4 HEAPDIVIDEPOLYNOMIALS(a,b)
n

a,beKlxy,... x],a=Y" aX% =" A, b#0= ):jil b,vXﬁf = Z;’i] Bj; return g, € K[xy,...,x,] such that a = gb + r where r = 0 or B

does not divide any term in r (r is reduced with respect to the Grobner basis {b}).

1: (q,r,1) :==0

2: k=1

3: while (6§ := heapPeek()) > —1 ork < n, do
4 if 5 < ay then

5 7= Ak

6 k:=k+1

7 else if § = a; then

8 7 := Ay — heapExtract()
9 k:=k+1

10 else

11 7 := —heapExtract()
12: if B | 7 then

13 (=141

14 Q[ = F/Bl

15 q=q+Q

16 heaplnsert(Qy, B;)

17 else

18 roi=r+7

19: end
20: return (q,r)

Proposition 3. Algorithm 4 terminates and is correct.

Proof. Let Kbe a field and a,b € K][x, ..., x,] with tdeg(b) > 0. If b € K then this degenerate case is
simply a scalar multiplication by b;” !'and proceeds as in Proposition 2. Then r = 0 and we are done.
Otherwise, tdeg(b) > 0 and we begin by initializing q,7 = 0, k = 1 (index into 4), ¢ = 0 (index into ¢),
and § = —1 (heap empty condition) since the heap is initially empty. The key change from Algorithm 3
to obtain Algorithm 4 is to use terms of gb obtained from the heap to compute 7 = lt(a — gb —r).
There are then three cases to track: (1) 7 is an uncancelled term of 4; (2) 7 is a term from (a — r) — (gb),
i.e., the degree of the greatest uncancelled term of a is the same as the degree of the leading term of
gb; and (3) 7 is a term of —gqb with the property that the rest of the terms of 2 — r are smaller in the
term order. Let a; X" = Aj be the greatest uncancelled term of a. The three cases then correspond to
conditions on the ordering of § and aj. The term 7 is an uncancelled term of a (Case 1) either if the
heap is empty (meaning either that no terms of g have yet been computed or all terms of gb have been
removed), or if § > —1 but § < a;. In either of these two situations é < a; holds and 7 is chosen to
be Ay. The term 7 is a term from the difference (a — r) — (qb) (Case 2) if both Aj and the top term in the
heap have the same exponent vector (6 = ay). Lastly, 7 is a term of —gb (Case 3) whenever § > aj holds.
Algorithm 4 uses the above observation to compute # by adding conditional statements to compare
the components of § and . Terms are only removed from the heap when § > aj holds, and thus we
“consume” a term of qb. Simultaneously, when a term is removed from the heap, the next term from
the given stream, if it exists, is added to the heap (by the definition of heapExtract()). The updating
of g and r with the new leading term 7 is almost the same as Algorithm 3, with the exception that
when we update the quotient, we also initialize a new stream with Q in the multiplication of g - b.
This stream is initialized with a head of Q,B, because Q/B, by construction, cancels a unique term of
the expression a — qb — r. In all three cases, either the quotient is updated, or the remainder is updated.
It follows from the case discussion of § and «j that the leading term of a — qgb — r is non-increasing for
each loop iteration and the algorithm therefore terminates by Proposition 2. Correctness is implied by
the condition that # = 0 at the end of the algorithm together with the fact that all terms of r satisfy the
condition 1t(b) 1 R. O
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4. Pseudo-Division

4.1. Naive Pseudo-Division

The pseudo-division algorithm is essentially a univariate operation. Accordingly, we denote
polynomials and terms in this section as being elements of D[x1, ..., x,_1][x,] = D[x] for an arbitrary
integral domain D. It is important to note that while the algorithms and discussion in this section
are specified for univariate polynomials they are, in general, multivariate polynomials, and thus the
coefficients of these univariate polynomials are in general themselves multivariate polynomials.

Pseudo-division is essentially a fraction-free division: instead of dividing a by h = lc(b) (once
for each term of the quotient g), a is multiplied by / to ensure that the polynomial division can
occur without being concerned with divisibility limitations of the ground ring. The outputs of a
pseudo-division operation are the pseudo-quotient 4 and pseudo-remainder r satisfying

h'a = gb +r, deg(r) < deg(b), (1)

where ¢ satisfies the inequality 0 < ¢ < deg(a) — deg(b) + 1. When ¢ < deg(a) — deg(b) + 1 the
pseudo-division operation is called lazy or sparse.

Under this definition, the simple multivariate division algorithm (Algorithm 3) can be readily
modified for pseudo-division by accounting for the required factors of /. This enters in two places:
(i) each time a term of a is used, we must multiply the current term Ay of a by k!, where / is the number
of quotient terms computed so far, and (ii) each time a quotient term is computed we must multiply all
the previous quotient terms by & to ensure that h‘a = gb + r will be satisfied. Algorithm 5 presents
this basic pseudo-division algorithm modified from the simple multivariate division algorithm.

Algorithm 5 pseuboDIVIDEPOLYNOMIALS(a,b)

a,b €D[x], b # 0, = Ic(b); return q,7 € D[x] and ¢ € N such that h'a = b + r, with deg(r) < deg(b).
1: (q,r,0) =0

2: h = lc(b); B = deg(b)

3: while (7 := 1t(h'a —qb—r)) # 0do
4:  if xP | Fthen
5
6
7

: q == hq+7/xP
: {:=0+1

: else

8: roi=r47

9: end

10: return (q,7,¢)

It is important to note that because pseudo-division is univariate, all of the quotient terms are
computed before any remainder terms are computed. This is because we can always carry out a
pseudo-division step, and produce a new quotient term, provided that deg(b) < deg(lt(h‘a — gb — 1)),
where r = 0. When deg(b) > deg(1t(h‘a — gb — r)) then the quotient is done being computed and
we have r = h'a — gb, satisfying the conditions (1) of a pseudo-remainder. The following proposition
proves the correctness of our pseudo-division algorithm.

Proposition 4. Algorithm 5 terminates and is correct.

Proof. Let D be an integral domain and let a,b € D[x] with § = deg(b) > 0. If deg(b) =0,b =h
and the divisibility test on line 4 always passes, all generated terms go to the quotient, and we get a
remainder of 0 throughout the algorithm. Essentially this is a meaningless operation. g becomes 1~ 1a
and the formula (1) holds with r = 0 and the convention that deg(0) = —oo. We proceed assuming
deg(b) > 0. We initialize q,7,¢ = 0. It is enough to show that for each loop iteration, the degree
of 7 strictly decreases. Since the degree of 7 is finite, 7 is zero after finitely many iterations. We use
superscripts to denote the values of the variables of Algorithm 5 on the i-th iteration. We have two
possibilities for each i, depending on whether or not xP | 70 holds: (1) Q, = 71 /xP, Q, being a new



Mathematics 2019, 7, 441 10 of 29

quotient term; or (2) Ry = 7)), R being a new remainder term. In Case 1 we update only the quotient
term so r(+1) = r(); in Case 2 we update only the remainder term so q(+1) = ¢(1),

Suppose, then, that 7(/) has just been used to compute a term of g or r, and we now look to
compute 7*1), Depending on whether or not x# | 7#() we have:
Case 1: xP | 1t(ha — q(i)b — r(i)) and Q, = 7)) /xP. Here, because we are still computing quotient
terms, r(it1) = #() = (. Thus,

D = 1e(h g — gD — D) = 1t(n" e — (gD + Qb))
= 1t(h"*a — (hgDb + Qb))
= 1t(h" a2 — (gD + (D — hF@)) + Qb))
= 1t(h"*'a — g + ) + Q,(b — hxP)))
(

=1t(h[h'a — qb— 7] — Qu(b - By))
=1t ((h[h‘a — gV — ) —70]) — Qu(b — B1) )
< It(FD)y = 70,
In the second last line, where (/) = 0 appears, notice that since 7(/) = It(h‘a — ()b — r()) and
h € D, we can ignore h for the purposes of choosing a term with highest degree and we have therefore
that It(hfa — gb — r) — 7)) < 1t(71)). Also, the expression Q(b — By) has leading term Q,B, which
is strictly less than 7(!) = Q,xP, by the ordering of the terms of b. Hence 7(/*1) is strictly less than 7(1).
Case 2: P {1t(hfa — Db — ™) and R, = 7(!)
FOHD) = 1t(hfa — g+ Db — r0Y = 1t(hla — ¢Db — (r) + Ry))
1t((ha — Vb — vy — 7))
1t (7)) = #0),

A\

Similar to Case 1, 7)) = It(h‘a — q{)b — r(7)), thus the difference between (hfa — gb — r())) and
7() must have a leading term strictly less than (/). The loop therefore terminates. The correctness
is implied by the condition that 7 = 0 at the end of the loop. The condition deg(r) < deg(b) is
met because the terms are only added to the remainder when xf { 7 holds, i.e., when it is always
the case that deg(h‘a — gb) < deg(b). ¢ < deg(a) — deg(b) + 1 holds because / is only incremented
when a new quotient term is produced (i.e., xP | 7) and the maximum number of quotient terms is
deg(a) —deg(b) +1. O

4.2. Heap-Based Pseudo-Division

Optimization of Algorithm 5 using a heap proceeds in much the same way as for division. The only
additional concern to handle to reach Algorithm 6 is how to account for factors of / in the computation
of 1t(h‘a — gb — r). Handling this requires adding the same number of factors of / to Ay that have
been added to the quotient up to a given iteration, that is, h’. The number / is incremented when the
previous quotient terms are multiplied by & prior to adding a new quotient term. Other than this,
the changes to Algorithm 5 to reach Algorithm 6 follow exactly the analogous changes to Algorithm 3
to reach Algorithm 4. These observations therefore yield the following algorithm and proposition.
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Algorithm 6 HEAPPSEUDODIVIDEPOLYNOMIALS(a,b)

abeDx],a=YM axti =y A, 0#b= );]’Z] bixPi = Tty By h = le(b);

return g,7 € D[x] and ¢ € N such that h’a = qb + r, with deg(r) < deg(b).

m

1: (q,r,1) =0

2: h = lc(b); B := deg(b)

3 k=1

4: while (5 := heapPeek()) > —1ork < n, do
5 if 5 < ay then

6 7= hl'Ag

7 k:=k+1

8 else if 6 = a; then

9 7 := h'A; — heapExtract()
10 k= k+1

11: else

12: 7 := —heapExtract()
13 if xf | 7 then

14 q = hq

15 (=041

16 Qp == 7/xP

17 q:=q+Q

18 heaplnsert(Q;, B;)
19 else

20: roi=r+7

21: end

22: return (q,7,¢)

Proposition 5. Algorithm 6 terminates and is correct.

Proof. Let D be an integral domain and a,b € D[x] with deg(b) > 0. If b € D then this degenerate
case proceeds as in Proposition 4. Then r = 0 with deg(r) = —c0 < 0 = deg(b) and we
are done. Observe that there are two main conditionals (lines 5-12 and 13-20) in the while loop.
Given Proposition 4, it is enough to show that the first conditional computes 1t(h‘a — gb — r) and
the second uses 7 to add terms to either g or r, depending on whether or not xf | 7. We initialize
g,r =0,k =1 (index into a), £ = 0 (index into g), 6 = —1 (heap empty condition) since the heap is
initially empty. The central change to Algorithm 5 to reach Algorithm 6 is to take terms of gb from
the heap to compute 7 = 1t(h‘a — gb — r). Three cases must then be tracked: (1) 7 is a term of h’a that
has not yet been cancelled; (2) 7 is a term from (h‘a — r) — (gb); and (3) 7 is a term of —gb such that all
remaining terms of i‘a — r have smaller degree. Notice that all the terms of g are computed before
the terms of r since this is essentially univariate division with respect to the monomials. Therefore,
we can ignore r in the sub-expression h‘a — r. Thus, computing lt(h‘a — gb — r) in order simply
requires computing terms of (h‘a — gb) in order. These three cases for computing 7 are handled by
the first conditional. Let a4, X = Aj be the greatest uncancelled term of a. In Case 1, the heap is
either empty (indicating that no terms of g have been computed yet or all terms of qb have been
extracted) or deg(gb) = > —1but < a;. In either situation § < a; holds and 7 is chosen to be Ay.
The term 7 is a term from the difference (h‘a — gb) (Case 2) if both Ay and the top term of the heap
have the same degree (§ = a;) and 7 is chosen to be the difference of 1’ A; and the greatest uncancelled
term of gqb. Lastly, 7 is a term of —gb (Case 3) in any other situation, i.e., 6 > a;. Thus, the first
conditional computes It(h‘a — gb — ), provided that the second conditional correctly adds terms to g
and r. The second conditional adds terms to the quotient when xf | 1t(h‘a — gb) holds. Since each
new quotient term adds another factor of 1, we must first multiply all previous quotient terms by 5.
We then construct the new quotient term to cancel It(h‘a — gb) by setting Q,.1 = It(h'a — qb) /xP, as
in Algorithm 5. Since Q,B; cancels a term of (h‘a — gb) by construction, then line 18 initializing a
new stream with QB is also correct. If, on the other hand, xf { 1t(h‘a — gb), all remaining 7 terms are
remainder terms, which are correctly added by line 20. O

While the algorithmic shift between heap-based multivariate division (Algorithm 4) and
heap-based pseudo-division (Algorithm 6) is very straight forward, the change of coefficient domain
from simple numerical coefficients to full multivariate polynomials (when D is a polynomial ring)
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leads to many implementation challenges. This affects lines 6, 9 and 14 of Algorithm 6 in particular
because they can involve multiplication of multivariate polynomials. These issues are discussed in
Section 7.4.

5. Multi-Divisor Division and Pseudo-Division

One natural application of multivariate division with remainder is the computation of the normal
form with respect to a Grobner basis, which is a kind of multi-divisor division. Let K be a field and
B = {by,...,b;} be a Grobner basis with bj € K[xq,..., %] for 1 <i < k. Then we can compute the
normal form 7 of a polynomial a € K[xy, ..., x,] (together with the quotients g;) with respect to B
by Algorithm 21.11 from [28], yielding a = g1t1 + - - - + gty + 1, where 7 is reduced with respect to
B. This naive normal form algorithm makes repeated calls to a multivariate division with remainder
algorithm, thus we can take advantage of our optimized heap-based division (Algorithm 4).

We can offer algorithmic improvements in some cases where the set of divisors forms a triangular
set, i.e., where the main variables of tj € {t1,...,tx} are pairwise different. Note that a triangular
set T = {t1,...,t;}, with ti € K[x1,..., %] and mvar(t;) > --- > mvar(ty), is called normalized if,
for every polynomial of T, every variable appearing in its initial is free, i.e., is not the main variable
of another polynomial of T. In the case where a normalized triangular set is also zero-dimensional
(i.e., k = v) so that being normalized implies that init(¢;) € K holds, the triangular set T is actually a
Grobner basis for the ideal it generates.

For such zero-dimensional normalized (also known as Lazard) triangular sets it is possible to
use a recursive algorithm (Algorithm 7) which is taken from [25]. Since the algorithm is recursive
we appropriately use the recursive representation of the polynomials. If v = 1, the desired result is
obtained by simply applying normal division with remainder. Otherwise the coefficients of a2 with
respect to x, = mvar(t,) are polynomials belonging to K[x1, ..., x,_1] because T is a triangular set.
The coefficients of a are reduced with respect to the set {t1, t5,...,t,_1} by means of a recursive call,
yielding a polynomial r. At this point, r is divided by ¢, by applying the division algorithm. Since this
operation can lead to an increase in degree of for the variables less than x, the coefficients of r are
reduced with respect to {t1,...,t,_1} by means of a second recursive call.

Algorithm 7 TRIANGULARSETNORMALFORM (a,T)

Givena € K(x1,...,x], T = {t1,...,to} C K[x1,...,x5], with x; = mvar(t) < --- < x, = mvar(t,) and init(t1),...,init(t,) € K, returns
q={q1,.--, 90} CK[x1,...,x,] and r € K[xy,...,x,] such thata = q1t; + - - - + got, + 7, with 7 is reduced (in the Grobner bas) with respect to
the Lazard triangular set T.

1: if v = 1 then
(q1,7) == HEAPDIVIDEPOLYNOMIALS(4, t7)
: else
: fori =0 to deg(a,x,) do

2
3
4
5: (q® = {q;i),. . .,qffil ,r())) := TRIANGULARSETNORMALFORM (coef(a, Xy, 1), {t1, ..., to_1})
6 end for
7 q:=0
8 ri=Yriy,

f
9: forj=1tov—1do
10: g =q; + Zq}’)xv"
11: end for
12: (4,7) := HEAPDIVIDEPOLYNOMIALS(, ty); §o := o + §
13: fori =0 to deg(r,x,) do

14: (q¥ = {q;”,...,qg’jl , 7)) := TRIANGULARSETNORMALFORM (coef(r, x,,1), {t1,. .., to_1})
15: end for

16: execute Lines 8-11

17: endif

18: return (q,7)

Proposition 6. Algorithm 7 terminates and is correct [25].

This approach can be extended to pseudo-division of a polynomial by a triangular set, an operation
that is important in triangular decomposition algorithms, in the case that the triangular set
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is normalized. The pseudo-remainder r and pseudo-quotients g; of a polynomial a € Klxy, ..., xo]
pseudo-divided by a triangular set T = {1, ..., f;} must satisfy

ha = git1 + - - -+ qiti + 1, deg(r, mvar(t;)) < deg(t;, mvar(t;)) for 1 <j <k, 2)

where /1 is a product of powers of the initials (leading coefficients in the univariate sense) of the
polynomials of T. If this condition is satisfied then r is said to be reduced with respect to T, again using
the convention that deg(r) = —coif r = 0.

The pseudo-remainder r can be computed naively in k iterations where each iteration
performs a single pseudo-division step with respect to each main variable in decreasing order
mvar(t;), mvar(ty_q),...,mvar(t;). The remainder is initially set to 2 and is updated during
each iteration. This naive algorithm is inefficient for two reasons. First, since each pseudo-division
step can increase the degree of lower variables in the order, if a is not already reduced with respect
to T, the intermediate pseudo-remainders can experience significant coefficient swell. Second, it is
inefficient in terms of data locality because each pseudo-division step requires performing operations
on data distributed throughout the polynomial.

A less naive approach is a recursive algorithm that replaces each of the k pseudo-division steps in
the naive algorithm with a recursive call, amounting to k iterations where multiple pseudo-division
operations are performed at each step. This algorithm deals with the first inefficiency issue of coefficient
swell, but still runs into the issue with data locality. To perform this operation more efficiently
we conceive a recursive algorithm (Algorithm 8) based on the recursive normal form algorithm
(Algorithm 7). Using a recursive call for each coefficient of the input polynomial a ensures that we
work only on data stored locally, handling the second inefficiency of the naive algorithm.

Algorithm 8 TRIANGULARSETPSEUDODIVIDE (4,T)
Given a,ty,...,t € K[x1,...,x,], T = {#,..., tx}, withmvar(t;) < --- < mvar(t;) and init(t;) ¢ {mvar(t;) |t; € T} for 1 < j < k, returns
q=A{q1,...,qc} CK[x1,...,x) and r,h € K[x1,...,x,] such that ha = q1t1 + - - - + gitx + 1, where r is reduced with respect to T.

1: if k =1 then
(q1,7,¢) := HEAPPSEUDODIVIDEPOLYNOMIALS(a, t1); h = init(t;)°
: else
Xy := mvar(ty)

2
3
4:
5: fori =0 to deg(a, x,,) do
6
7
8
9

(@D :=={q",...,q",},#O, 1) := TRIANGULARSETPSEUDODIVIDE (coef(a, X, i), {t1, .- -, r_1})
end for
q=0
: hy = lcm(h(’)),O <i < deg(a,xm)
10: 7= (hy /hW) rOxi,

i

11:  forj=1tok—1do

12: g = q;+ X /hD) g xi,

13: end for

14: if mvar(r) = x,, then

15: (g,r,€) :== HEAPPSEUDODIVIDEPOLYNOMIALS(, t;)
16: i = init(t;)®

17: forj=1tok—1do

18: q; := qjh

19: end for

20: G =g

21: fori =0 to deg(r, x,,) do

22: (@?:={q",...,q",},#®,h®) := TRIANGULARSETPSEUDODIVIDE(coef(r, X, 1), {1, .., t_11})
23: end for

24: Iy :=lem(h™),0 < i < deg(r, xu)

25: forj=1tokdo

26: q; == qjha

27: end for

28: execute Lines 9-13 with h; replacing h;
29: Tt == hyhhy

30: else

31: h:= hl;qk:O

32: end if

33: endif

34: return (q,7,h)
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Proposition 7. Algorithm 8 terminates and is correct.

Proof. The central difference between this algorithm and Algorithm 7 is the change from division to
pseudo-division. By Proposition 5 the computed pseudo-remainders are reduced with respect to their
divisor. The fact that the loops of recursive calls are all for a triangular set with one fewer variables
ensures that the total number of recursive calls is finite, and the algorithm terminates. If k = 1, then
Proposition 5 proves correctness of this algorithm, so assume that k > 1.

We must first show that lines 4-13 correctly reduce a with respect to the polynomials

{t1,...,tr_1}. Let ¢; = coef(a,xy,i), so a = Zfeg(””‘"’) c;xi,. Assuming the correctness of the
algorithm, the result of these recursive calls are q(l) ) and h) such that h()¢; = Zk Lg t +r(d),

where deg (), mvar(t i) < deg(t],mvar( ;) and h( = Hk | init(t;) for some non—negatlve integers
¢j. It follows that ci = (Z’-‘ (@ )t + 7l ) /h\). We seek a minimal h; such that hja = Y hcixt, =
Y (hy /h®) (Zf 1 q ; t 4l )) xi, is denominator-free, which is easily seen to be lem(k(?)). This then
satisfies the required relation of the form (2), with ; in place of 1, by taking q; = Yi(h/ h() )q](.i)tjxin

andr = Y ; (I /h(i))r]{i)xin. This follows from the conditions deg(r(), mvar(t j)) < deg(tj, mvar(t;))
since h contains none of the main variables of {fy, ..., t;_1} because T is normahzed

If at this point mvar(r) # x,, then no further reduction needs to be done and the algorithm
finishes with the correct result by returning (g1, .. .,4x_1,0,7,h1). This is handled by the else clause
on lines 30 and 31 of the conditional on lines 14-32. If, on the other hand, mvar(r) = x,,, we must
reduce r with respect to f;. Proposition 5 proves that after executing line 15, deg(r, mvar(t;)) <
deg(ty, mvar(f;)), and together with lines 16-20 implies that with the updated pseudo-quotients

k

flhlﬂ = 2 q]t] + 7. (3)
=1

Since the pseudo-division step at line 15 may increase the degrees of the variables of r less
than x,, in the variable ordering, we must issue a second set of recursive calls to ensure that (2) is

satisfied. Again, given the correctness of the algorithm, it follows that the result of the recursive calls
Z:cleg(r,x,,,)

1

hi¢ Zk 1 (l i + (), where deg(r\), mvar(t j)) < deg(t;, mvar(t;)). Combining these results as
before and takmg hy = lem(h() it follows that

on lines 21-23 taking as input r = clen, with ¢; = coef(r, x,,, 1), are q(-i), () and () such that

k-1
hor =Y gitj + 7 )
j=1
satisfies a reduction condition of the form (2) with § = ¥;(hy/h(?) )q](.i) tjxin and 7 = Y (hp /WU ) Sl
again because T is normalized. Multiplying (3) by h; and using Equation (4) yields thhla =
Z;»;l hijtj + hor = Z;‘(zl ]’lijt]' + Z;(;ll q]f] +7= ch:_ll (hgq] + q])t] + hagyty + 7, which gives the correct
conditions for updating the pseudo-quotients on lines 25-27, with the §; and 7 computed at line 28.
Now 7 is reduced with respect to x,, because r is and with respect to mvar(t;), ..., mvar(#;_1) because
of the above argument, so that the correct overall multiplier is i = hzfzhl, set on line 29. The algorithm
is therefore correct. [J

6. Data Structures

Polynomial arithmetic is fundamental to so many algorithms that it should naturally be optimized
as much as possible. Although algorithm choice is important for this, so too is making use of
appropriate data structures. When programming for modern computer architectures we must be
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concerned with the processor-memory gap: the exponentially increasing difference between processor
speeds and memory-access time. We combat this gap with judicial memory usage and management.
In particular, the principle of locality and cache complexity describe how to obtain performance by
maximizing memory accesses that make best use of modern memory hierarchies (i.e., data locality).
Basically, this means that the same memory address should be accessed frequently or, at the very
least, accesses should be adjacent to those most recently accessed. Our implementation adheres to this
principle through the use of memory-efficient data structures with optimal data locality. We see later
(in Section 7) that our algorithms have implementation-specific optimizations to exploit this locality
and minimize cache complexity.

This section begins by reviewing our memory-efficient data structures for both sparse distributed
(Section 6.1) polynomials and sparse recursive polynomials (Section 6.2). The latter is interesting as
the data structure is still flat and distributed but allows for the polynomial to be viewed recursively.
Then, we discuss the implementation of our heap data structure (Section 6.3) which is specialized and
optimized for use in polynomial multiplication.

6.1. A Sparse Distributed Polynomial Data Structure

The most simple and common scheme for sparsely representing a polynomial is a linked list,
or some similar variation of data blocks linked together by pointers [6,29,30]. This representation allows
for very easy manipulation of terms using simple pointer manipulation. However, the indirection
created by pointers can lead to poor locality while the pointers themselves must occupy memory,
resulting in memory wasted to encode the structure rather than the data itself. More efficient sparse
data structures have been explored by Gastineau and Laskar [29], where burst tries store monomials
in the TRIP computer algebra system, and Monagan and Peace [30], where the so-called POLY data
structure for MAPLE closely stores monomials in a dense array. In both cases, the multi-precision
coefficients corresponding to those monomials are stored in a secondary structure and accessed by
either indices stored alongside the monomials (in the case of TRIP) or pointers (in the case of MAPLE).

Our distributed polynomial representation stores both coefficients and monomials side-by-side
in the same array. This representation, aptly named an alternating array, improves upon data locality;
the coefficient and monomial which together make a single polynomial term are optimally local
with respect to each other. This decision is motivated by the fact that in arithmetic, coefficients
are accessed alongside their associated monomials (say to perform a multiplication or combine
like terms). In practice, this array structure is augmented by a simple C-struct holding three items: the
number of terms; the number of variables; and a pointer to the actual array. This seemingly simple
structure abstracts away some complexities in both the coefficients and monomials. We begin with
the coefficients.

Due to the nature of arbitrary-precision coefficients, in our case either integers or rational
numbers (We actually have two nearly identical yet distinct alternating array implementations.
One implementation holds integer coefficients while the other holds rational number coefficients),
we cannot say they are fully stored in the array. We make use of the GNU Multiple Precision Arithmetic
(GMP) Library [31] for our coefficients. The implementation of arbitrary-precision numbers in this
library is broken into two distinct parts, which we will call the head and the tree. The head contains
metadata about the tree, as well as a pointer to the tree, while the tree itself is what holds the
numerical data. By the design of the GMP library users only ever interact with the head. Thus,
our alternating array representation holds the heads of the GMP numbers directly in the array
rather than pointers or indices to some other structure, which in turn would hold the heads of
the GMP numbers. Figure 1 depicts an arbitrary polynomial of n terms stored in an alternating array,
highlighting the GMP tree structure.
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Term 1 Term 2 Term n
ap | a1 | ax [ & |--- | an | &y
ty 15) tn
Figure 1. An alternating array representation of n terms showing GMP trees as ty, ty, ..., t;, GMP
heads as a4, ay, ..., 4y, and monomials as a1, a3, ..., &;. One head and tree together make a single

arbitrary-precision number.

The alternating array diagram in Figure 1 may be misleading at first glance, since it appears
that pointers are still being used; however, these pointers are completely internal to GMP and are
unavoidable. Hence, where other structures use indices ([29], Figure 2) or pointers ([6], Figure 3)
to a separate array of GMP coefficients, that coefficient array also further contains these pointers
to GMP trees. Our implementation thus removes one level of indirection compared to these other
schemes. We do note, however, that the data structure described in [6,30] includes an additional feature
which automatically makes use of machine-precision integers stored directly in the data structure,
rather than GMP integers, if coefficients are small enough.

Next, we discuss the implementation of monomials. Under a fixed variable ordering it
becomes unnecessary to store the variables themselves with the monomial, and so we only store
the exponent vector. This greatly reduces the required memory for a monomial. However, even more
memory is saved via exponent packing. Using bit-masks and bit-shifts, multiple partial degrees, each
taking a small non-negative value, can easily be stored in a single machine word (usually 64 bits).
This fact should be obvious by looking at the binary representation of a non-negative integer on a
computer. Integers are stored in some fixed size, typically 32 or 64 bits, and, when positive or unsigned,
have many leading 0 bits. For example, 5 as a 32-bit integer is 00600000000000000000000000000000101.
By using a predetermined number of bits for each partial degree in an exponent vector, it becomes
easy to partition the 64 bits to hold many integers. Our alternating array thus holds a single machine
word directly in the array for packing each exponent vector.

Exponent packing has been in use at least since the 60s in ALTRAN [1], but also in more recent
works such as [4,32]. Our implementation differs from others in that exponents are packed unevenly,
i.e., each exponent is given a different number of bits in which to be encoded. This is motivated
by two factors. First, 64 bits is rarely evenly divided among the number of variables, meaning
some bits could be wasted. Second, throughout the process of operations such as pseudo-division
or triangular decomposition the degrees of lower-ordered variables often increase more drastically
than higher-ordered variables, and so we give more bits to the lower-ordered variables. This can
allow for large computations to progress further without failing or having to revert to an unpacked
exponent vector. One final highlight on exponent packing (first emphasized in [32]) is that monomial
comparisons and monomial multiplications respectively reduce to a single machine-integer comparison
and a single machine-integer addition. This result drastically reduces the time to complete monomial
comparisons, and thus sort monomials, a huge part of sparse polynomial arithmetic.

6.2. A Sparse Polynomial Data Structure for Viewing Polynomials Recursively

We take this section to describe our recursive polynomial data structure. That is not to say that
the data structure itself is recursive, rather the polynomial is viewed recursively, as a univariate
polynomial with multivariate polynomial coefficients. In general, polynomials are stored using the
distributed representation; however, some operations, such as pseudo-division, require a specifically
univariate view of the polynomial. Thus, we have created an in-place, very fast conversion between
the distributed and recursive representations, amounting to minimal overhead in both memory usage
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and time. As a result, we can use the same distributed representation everywhere, only converting as
required. This recursive representation is shown in Figure 2.

Distributed{‘ 3 H xlx%xg ‘ 6 ‘ xpc%x% ‘ 4 H x1x2x§ H 7 H X1 ‘
2 2 X1x x
3 X1X5 6 X1%5 4 1X2 7 1

Recursive

\
[ fzf23fofo]¢]

Figure 2. A distributed polynomial representation and its corresponding recursive polynomial

representation, showing the additional secondary array. The secondary array alternates between:
(1) degree of the main variable, (2) size of the coefficient polynomial, and (3) a pointer to the coefficient
polynomial, which is simply an offset into the original distributed polynomial.

To view a polynomial recursively we begin by (conceptually) partitioning its terms into blocks
based on the degree of the main (highest-ordered) variable. Since our polynomials are stored using
a lexicographical term order, the terms of the polynomial are already sorted based on the degree of
the main variable. Moreover, terms within the same block are already stored in lexicographical order
with respect to the remaining variables. Therefore, each block will act as a multivariate polynomial
coefficient of the univariate polynomial in the main variable. The partitioning is done in-place, without
any memory movement, simply by maintaining an offset into the alternating array which signifies the
beginning of a particular coefficient, in the recursive sense.

We create a secondary auxiliary array which holds these offsets, the number of terms in each
polynomial coefficient, and the degree of the main variable. Simultaneously, the degree of the main
variable in the original alternating array is set to 0. The degree of the main variable then does not
pollute the polynomial coefficient arithmetic. This secondary array results in minimal overhead,
particularly because its size is proportional to only the number of unique values of the degree of the
main variable. Figure 2 highlights this secondary array as part of the recursive structure.

6.3. Heaps Optimized for Polynomial Multiplication

The largest effort required of our sparse multiplication algorithm (and thus also that of our
division and pseudo-division algorithms) is to sort the terms of the product. Our algorithm makes
use of a heap to do this sorting (much like heap sort), and thus arithmetic performance is largely
dependent in the performance of the heap. Briefly, a heap is a data structure for efficiently obtaining
the maximum (or minimum) from a continually updating collection of elements. This is achieved by
using a binary tree, which stores key-value pairs, with a special heap property—children are always less
than their parents in the tree. A more complete discussion of heaps can be found in ([26], Section 2.4).

The optimizations used in our heap implementation focus on two aspects, minimizing the working
memory of the heap and minimizing the number of comparisons. The need for the latter should be
obvious, while the need for the former is more subtle. Due to the encoding of a heap as a binary tree,
parent nodes and child nodes are not adjacent to each other in memory; the heap must essentially
perform random memory accesses across all its elements. In the sense of locality and cache usage, this
is not ideal, yet unavoidable. Therefore, we look to minimize the size of the heap in hopes that it will
entirely fit in cache and allow for quick access to all its elements.

The first optimization is due to [33] which reduces the number of comparisons required to remove
the maximum element of the heap by a factor of two. The usual implementation of a heap removes
the root node, swapping a leaf node into the hole, and then filtering it downward to re-establish the
heap property. This requires two comparisons per level to determine which path to travel down.
Instead, one can continuously promote the larger of the hole’s two children until the hole is a leaf node.
This requires only one comparison per level.
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The second optimization called chaining reduces both the required number of comparisons and
the amount of working memory for the heap. This technique is common in the implementation of hash
tables for conflict resolution ([26], Chapter 3). Whenever a “conflict” occurs (when two elements are
found to be equal) they form a chain, or linked list. Each node’s key remains in the heap, but the values
are now linked lists. Elements found to be equal simply add their value to the chain rather than insert
a new element. This minimizes the number of elements in the heap but also allows extracting an entire
chain, and therefore many elements, at the cost of removing a single element. This heap organization
is presented in Figure 3.

In the context of polynomial multiplication, the exponent vector of the product term is the
key while the value is a linked list of coefficients of the product. For our multiplication algorithm
(Algorithm 2) we must also know from which stream a particular product term originated, and so
should also store the stream index. However, to minimize the space required for the heap, while also
storing the stream index (i.e., the multiplier term’s index), we do not store the product term'’s coefficient
at all and instead store the indices of the multiplier and multiplicand terms which together would
produce a particular product term’s coefficient. We do not need the coefficient of the product term
to do the sorting, and so storing indices is more efficient. Moreover, delaying the multiplication of
coefficients has benefits for locality. With chaining, removing the maximum element actually removes
an entire chain of like terms, then the coefficient multiplication and addition of like terms can be
done simultaneously.

Similar heap optimizations, including chaining, have been used in [6]. In contrast with our
implementation, chaining in [32] used pointers to multiplier and multiplicand terms rather than
indices. Integer indices (32 bits) are twice as efficient in memory usage as pointers on 64-bit machines,
improving the overall memory and cache usage of the heap (and multiplication in general).

Heap Elements Element Chains

( A
5+ B e (i || e ]
dip1+ By e i+1] 7| ¢ ]
. [ifl j+2| @ ]

(. J

Figure 3. A heap of product terms, showing element chaining and index-based storing of coefficients.
In this case, terms A; 1 - Bj and A;_; - Bj,» have equal monomials and are chained together.

7. Implementation

As discussed in the previous section, our data structures are memory-efficient with exceptional
data locality. Now, in this section, we describe the implementation-specific optimizations of our
algorithms, such as memory management techniques and efficient use of our data structures.
These implementations exploit the locality of the data structures to minimize cache complexity and
improve performance. Formal cache complexity estimates of these algorithms are presented in [34];
we exclude them here and instead focus on motivations and techniques for reducing cache complexity
in general.

We begin in Section 7.1 describing how to exploit our data structure for an optimized “in-place”
addition (or subtraction) operation. Next, we discuss our implementations of multiplication
(Section 7.2), division with remainder (Section 7.3), and pseudo-division (Section 7.4), all based
on our heap data structure described above (Section 6.3). Lastly, we examine the application of these
operations in our implementation of normal form and pseudo-division by a triangular set (Section 7.5).

7
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7.1. In-Place Addition and Subtraction

An “in-place” algorithm suggests that the result is stored back into the same data structure as one
of operands (or the only operand). This strategy is often motivated by either limited available memory
resources or working with data that is too large to consider making a complete copy for the result.
For our purposes, we are concerned with neither of these since our polynomial representations use
relatively small amounts of memory. Hence, in-place operations are only of interest if they can
improve running time. Generally speaking, in-place algorithms require more operations and more
movement of data than out-of-place alternatives, making them most useful when the data set being
sorted is so large that a copy cannot be afforded. For example, in-place merge sort has been a topic
of discussion for decades, however, these implementations run 25-200% slower than an out-of-place
implementation [35-37].

Due to the similarities between merge sort and polynomial addition (subtraction) it would seem
unlikely that an in-place scheme would lead to performance benefits. However, our in-place addition
becomes increasingly faster than out-of-place addition as coefficient sizes increase. This in-place
addition scheme is not technically in-place, but it does exploit the structure of GMP numbers
(as shown in Figure 1) for in-place coefficient arithmetic. In-place addition builds the resulting
polynomial out-of-place but reuses the GMP trees of one of the operand polynomials. Rather than
allocating a new GMP number—and thus a new GMP tree—in the resulting polynomial, we simply
copy the head of one GMP number (and the pointer to its existing tree) into the new polynomial’s
alternating array, performing the coefficient arithmetic in-place. This saves on memory allocation
and memory copying, and benefits from the improved performance of GMP when using in-place
arithmetic ([31], Section 3.11).

These surprising results are highlighted in Figure 4 where out-of-place addition and its in-place
counterpart are compared for various polynomial sizes with varying coefficient sizes. In-place addition
has a speed-up factor of up to 3 for the coefficient sizes tested, with continued improvements as
coefficient sizes grow larger. In-place arithmetic is put to use in pseudo-division to reduce the
cost of polynomial coefficient arithmetic and improve the performance of pseudo-division itself.
See Section 7.4 for this discussion.

Q[x1, x2, x3] Addition
In-place vs Out-of-place
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Figure 4. Comparing in-place and out-of-place polynomial addition. Random rational number
polynomials in 3 variables are added together for various numbers of terms and for various
coefficient sizes. The number of bits needed to encode the coefficients of the operands are shown in the
legend. Notice this is a log-log plot.
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7.2. Multiplication

The algorithm for polynomial multiplication (Algorithm 2) translates to code quite directly.
However, we note some important implementation details to obtain better performance. Apart from
the optimizations within the heap itself there are some implementation details concerning how the
heap is used within multiplication to improve performance.

The first optimization makes use of the fact that multiplication is a commutative operation.
Since the number of elements in the heap is equal to the number of streams, which is in turn equal
to the number of terms in the multiplier (the factor a in 4 - b), then we choose the multiplier to be the
smaller operand, minimizing the size of the heap. The second optimization deals with the initialization
of the heap. Due to the fact that for two terms A; and B;, A; - B; is always greater than A, - B; in the
term order, then at the beginning of the multiplication algorithm it is only necessary to insert the term
Ajy1 - By after the term A; - By has been removed from the heap.

A final optimization for multiplication deals with memory management. In particular,
we know that for operands with 7, and n;, terms each, the maximum size of the product is n, - ;.
Therefore, we can pre-allocate this maximal size of the product (and similarly pre-allocate a maximal
size 1, for the heap) before we begin computation. This eliminates any need for reallocation or memory
movement, which can cause slowdowns. However, in the case where 1, - 1, is a very large number, say,
exceeding 100 million, then we begin by only allocating 100 million terms for the product, doubling
the allocation as needed in order amortize the cost of reallocation. Of course, any memory allocated in
excess is freed at the end of the algorithm.

7.3. Division with Remainder

Polynomial division is essentially a direct application of polynomial multiplication. Again, we use
heaps, with all the optimizations previously discussed, to produce the terms of the quotient-divisor
product efficiently and in order. However, one important difference between division and
multiplication is that the one of the operands of the quotient-divisor product, the quotient,
is simultaneously being produced and consumed throughout the algorithm. Thus, we cannot
pre-allocate space for the product or heap since the size of the quotient is unknown. Instead, we again
follow a doubling of allocation strategy for the quotient and remainder to amortize the cost of
reallocation. Moreover, we reallocate the space for the heap whenever we reallocate g since we
know that the heap’s maximum size will be equal to the number of terms in 4. The added benefit of
this is that the heap is guaranteed to have enough space to store all elements and does not need to
check for overflow on each insert.

7.4. Pseudo-Division

As seen in Section 4.1 the algorithms for division (Algorithms 3 and 4) can easily be
adapted to pseudo-division (Algorithms 5 and 6) by multiplying the dividend and quotient
by the divisor’s initial. However, the implementation between these two algorithms is
very different. In essence, pseudo-division is a univariate operation, viewing the input multivariate
polynomials recursively. That is, the dividend and divisor are seen as univariate polynomials
over some arbitrary (polynomial) integral domain. Therefore, coefficients can be, and indeed are,
entire polynomials themselves. Coefficient arithmetic becomes non-trivial. Moreover, the normal
distributed polynomial representation would be inefficient to traverse and manipulate in this recursive
way. Therefore, we use the recursive polynomial representation described in Section 6.1 with minimal
overhead for conversion.

One of the largest performance concerns in this recursive view is the non-trivial
coefficient arithmetic. As coefficients are now full polynomials there is more overhead in manipulating
them and performing arithmetic. One important implementation detail is to perform the addition
(and subtraction) of like terms in-place. Such combinations occur when computing the leading
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term of h’a — gb and when combining like terms in the quotient-divisor product. In-place addition,
as described in Section 7.1, performs exceedingly better than out-of-place addition as the size of
numerical coefficients grows, which occurs drastically during pseudo-division.

Similarly, the update of the quotient by multiplying by the initial of the divisor requires
a multiplication of full polynomials. If we wish to save on memory movement we should
perform this multiplication in-place as well. However, in our recursive representation (Figure 2),
coefficient polynomials are tightly packed in a continuous array. To modify them in-place would
require shifting all the following coefficients down the array to make room for the strictly large product
polynomial. To avoid this unnecessary memory movement we modify the recursive data structure
exclusively for the quotient polynomial; we break the continuous array of coefficients into many arrays,
one for each coefficient. This allows them to grow without displacing the following coefficients. At the
end of the algorithm, once the quotient has finished being produced, we collect and compact all of
these disjoint polynomials into a single, packed array. In contrast, the remainder is never updated once
its terms are produced, nor does it need to be viewed recursively, thus it is stored directly in the normal
distributed representation, avoiding the unnecessary conversion out of the recursive representation.

7.5. Multi-Divisor (Pseudo-)Division

The performance of our normal form and multi-divisor pseudo-division algorithms primarily
relies on the performance of the basic operations of division and pseudo-division, respectively.
Hence, our normal form and multi-divisor pseudo-division algorithms gain significant performance
benefits from the optimization of these lower-level operations. We only note two particular
implementation details for these multi-divisor algorithms.

Firstly, the algorithms for normal form (Algorithm 7) and triangular set pseudo-division
(Algorithm 8) use distributed and recursive polynomial representations, respectively, to manipulate
operand polynomials appropriately for their operations. Secondly, we use in-place techniques,
following the scheme of in-place addition (Section 7.1) to reduce the effects of GMP arithmetic and
memory movement. Due to the recursive nature of these algorithms we can use a pre-allocation of
memory as a destination to store both the final remainder and the remainder in each recursive call,
continually reusing GMP coefficients.

8. Experimentation and Discussion

As we have seen in the previous two sections, our implementation has focused well on locality
and memory usage in interest of obtaining performance. Indeed, as a result of the processor-memory
gap this is highly important on modern architectures. The experimentation and benchmarks provided
in this section substantiate our efforts where we will compare similar heap-based arithmetic algorithms
provided in MAPLE [38].

Let us begin with a discussion on the quantification of sparsity with respect to polynomials.
For univariate polynomials, sparsity can easily be defined as the maximum degree difference between
any two successive non-zero terms. However, in the multivariate case, and in particular using
lex ordering, there are infinitely many polynomial terms between x; and xp, in the form of xé.
For multivariate polynomial, sparsity is less easily defined. Inspired by Kronecker substitution ([28],
Section 8.4) we propose the following sparsity measure for multivariate polynomials adapted from
the univariate case. Let f € R[xq,..., Xy| be non-zero and define r = max(deg(f,x;),1 <i <v)+1.
Then, every exponent vector e := (ey,...,ey) of a term of f can be viewed as an integer in a radix-r
representation, ej + er + - - - + e’ 1. Viewing any two successive polynomial terms in f, say F; and
Fi1+1, as integers in this radix-r representation, say c; and c;;1, we call the sparsity of f the smallest
integer which is larger than the maximum value of ¢; — ¢;11,for1 <i <n £

Our experimentation uses randomly generated sparse polynomials whose generation is
parameterized by several variables: the number of variables v, the number of terms 7, the number of
bits used to encode any coefficient (denoted coefficient bound), and a sparsity value s used to compute
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the radix r = | /s - n] for use in generating exponent vectors as just defined. Our arithmetic algorithms,
and code for generating random test instances, are openly available in the BPAS library [12].

We compare our arithmetic implementations against MAPLE for both integer polynomials and
rational number polynomials. Thanks to the work by Monagan and Pearce [6,18,19,32] in recent
years MAPLE has become the leader in integer polynomial arithmetic. Benchmarks there clearly
show that their implementation outperforms many others including that of TRIP [39], MAGMA [40],
SINGULAR [41], and PARI/GP [42]. Moreover, other common libraries like FLINT [43] and
NTL [44] provide only univariate polynomials, so to compare our multivariate implementation
against theirs would be unfair. Hence, we compare against MAPLE with its leading high-performance
implementation. In particular, MAPLE 2017 with kernelopts (numcpus = 1) (which forces MAPLE to
run serially.) Of course, the parallel arithmetic of MAPLE described in [18,19], which has been shown
to achieve up to 17x parallel speed-up, could out-perform our serial implementation in some cases,
such as multiplication and division over Z. However, to be fair, we compare serial against serial.

Our benchmarks were collected on a machine running Ubuntu 14.04 using an Intel Xeon X560
processor (Intel, Santa Clara, CA, USA) at 2.67 GHz with 32 KB L1 data cache, 256 KB L2 cache,
and 12288 KB L3 cache, with 12 x 4 GB of DDR3 RAM at 1333 MHz. In all the following timings we
present the median time among 3 trials using 3 different sets of randomly generated input polynomials.

8.1. Multiplication and Division with Remainder

We compare multiplication and division with remainder against MAPLE for both polynomials
over the rational numbers and the integers. For multiplication we call expand in MAPLE and for
division with remainder we call Groebner: -NormalForm. Normal form is a more general algorithm
for many divisors but reduces to division with remainder in the case of a single divisor. This operation
appears to be the only documented algorithm for computing division with remainder in MAPLE.
The optimized integer polynomial exact division of [6] appears in MAPLE as the divide operation.
It would be unfair to use our division with remainder algorithm to compute exact divisions to compare
against [6] directly (although, some examples of such are shown in Section 8.4). However, internally,
Groebner: -NormalForm clears contents to work, at least temporarily, with integer polynomials for
calls to divide and expand for division and multiplication operations, respectively, each of which is
indeed optimized (Contents are cleared from (rational number) polynomials, to result in an integer
polynomial, either via the basis computation or directly in the call to the underlying normal form
function Groebner: -Buchberger: -nfprocs).

We begin by comparing our multiplication and division with remainder algorithms for
polynomials over the rationals. MAPLE does not have an optimized data structure for polynomials
with rational number coefficients [30], so this benchmark is meant to highlight the necessity of
memory-efficient data structures for algorithmic performance. The plot in Figure 5a shows the
performance of multiplication over QQ for polynomials in 5 variables of varying sparsity and number
of terms. The parameters specified determine how both the multiplier and multiplicand where
randomly generated. The plot in Figure 5b shows the performance of division with remainder over Q
for polynomials in 5 variables of varying sparsity and number of terms. For this division, we construct
two polynomials f and g using the parameters specified and then perform the division (f - g+ f)/g.
The disparity in running times between BPAS and MAPLE is very apparent, with multiple orders
of magnitude separating the two. We see speed-ups of 333 for multiplication and 731 for division
with remainder.

The same set of experiments were performed again for integer polynomials. Figure 6a,b shows
multiplication and division with remainder, respectively, for polynomials over Z. In this case, MAPLE
features a more optimized data structure for polynomials over Z and performs relatively much better.
However, BPAS still outperforms MAPLE with a speed-up factor of up to 3 for multiplication and 67
for division with remainder. The speed-up factors continue to grow as sparsity increases. This growth
can be attributed to the fact that as sparsity increases, the number of like terms produced during
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a multiplication decreases. Hence, there is less coefficient arithmetic and many more terms in the
product, highlighting the effects of better locality and memory management.
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Figure 5. Comparing multiplication and division with remainder over Q. Polynomials are in 5 variables
and the coefficient bound is 128. The sparsity varies as noted in the legend.
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8.2. Pseudo-Division

We next compare the implementations of pseudo-division over Z. We perform the pseudo-division

of (f-g+ f) by g for randomly generated f and g. However, since pseudo-division is essentially
univariate, the randomly generated polynomials go through a secondary cleaning phase where the
degree of the main variable is spread out evenly such that each polynomial coefficient, in the recursive
sense, is the same size. This stabilizes the running time for randomly generated polynomials with

the

same number of terms. Figure 7b shows the running time of non-lazy pseudo-division, that is,

¢ is forced to be deg(a) — deg(b) + 1 in the pseudo-division equation h‘a = gb + r. Figure 7a shows a
lazy pseudo-division, where / is only as large as is needed to perform the pseudo-division. For lazy
pseudo-division we see a speed-up factor of up to 2 while for non-lazy pseudo-division we see a
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speed-up factor of up to 178. A non-lazy pseudo-division’s running time is usually dominated by
coefficient polynomial arithmetic and performs much slower than the lazy version. Moreover, the gap
between BPAS and MAPLE is much greater for non-lazy pseudo-division; increasing sparsity became a
big problem in MAPLE, taking several hours to perform a single pseudo-division. Again, an increase
in sparsity creates an increase in the number of terms in a polynomial product. Therefore, with our
efficient memory management and use of data structures, increasing sparsity has little effect on our
performance, in contrast to that of MAPLE. In MAPLE we call prem and sprem for non-lazy and lazy
pseudo-division, respectively.

Z]x1,x2,x3, x4, x5) Lazy Pseudo-Division Z]x1,x2,x3, x4, x5) Pseudo-Division
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(a) Lazy pseudo-division of fg + f by g. (b) Non-lazy pseudo-division of fg + f by g.

Figure 7. Comparing lazy and non-lazy pseudo-division over Z. Polynomials are in 5 variables and
the coefficient bound is 128. The sparsity varies as noted in the legend.

8.3. Multi-Divisor Division and Pseudo-Division

For comparing multi-divisor division (normal form) and pseudo-division with respect to
a triangular set, we require more structure to our operands. For these experiments we use a
zero-dimensional normalized (Lazard) triangular set. For our benchmarks we use polynomials
with 5 variables, say x1,xp, x3,X4, x5, and thus a triangular set of size 5 (T = {ty,t,1t3,t4,t5}).
The polynomials in the divisor set and dividend (a) are always fully dense and have the following
degree pattern. For some positive integer A we let deg(a, x1) = 2A, deg(a, x;) = Ig(A), deg(a, x1) —
deg(t1,x1) = A and deg(a, x;) — deg(t;,x;) = 1for 1 < i < 5. There is a large gap in the lowest
variable, but a small gap in the remaining variables, a common structure of which the recursive
algorithms can take advantage. For both polynomials over Q (Figure 8a,b) and over Z (Figure 9a,b) we
compare the naive and recursive algorithms for both normal form and pseudo-division by a triangular
set against MAPLE. For normal form we call MAPLE’s Groebner: -NormalForm with respect to the rem
while for triangular set pseudo-division we implement Algorithm 8 in MAPLE using prem. Since prem
is a non-lazy pseudo-division, we similarly perform non-lazy pseudo-division in our implementations
for a fair comparison. In general, the normal form results are relatively close, particularly in comparison
to the differences between timings for pseudo-division. Our pseudo-division implementation sees
several orders of magnitude speed-up against MAPLE thanks to our recursive scheme and optimized
single-divisor pseudo-division.
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8.4. Structured Problems

is at a maximum, but the quotient produced is completely dense.

To further test our implementations on structured examples, rather than random, we look at
two problems proposed by Monagan and Pearce in [6,45] and a classic third problem. First is the
sparse 10 variable problem. In this problem f; = (Z?:l (x;xig1 +x;) + x10%1 +x10 +1)% and g1 =
(2}21 (xl2 + xl-) + 1)d. The multiplication i1 = f; - g1 and the division g1 = h;/f; are performed.
Second is the very sparse 5 variable problem. In this problem f, = (1 + x1 +x3 4+ x3 + xJ + x2)? and
g = (1+x]+x5+ xg + x5+ x5)?. The multiplication 1, = f, - ¢ and the division g2 = hy/ f
are performed. Lastly, a classic problem in polynomial factorization and division, f3 = x? — 1 and
g3 = x — 1, performing f3/g3. Let us call this the dense quotient problem. The sparsity of the dividend
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In these problems the coefficients are strictly machine-word sized, i.e., less than 64-bits.
We concede that MAPLE uses more advanced techniques for coefficient arithmetic, using machine-word
integers and arithmetic, if possible. This contrasts with our implementation which uses only
arbitrary-precision integers. It is expected then for MAPLE to out-perform BPAS on these examples
with machine-integer coefficients. However, this is only the case for the first two problems. To focus
exclusively on the polynomial algorithms and not the integer arithmetic, we repeat the first two
problems with arbitrary-precision coefficients, each term in fi, g1, f2, g2 is given a random positive
integer coefficient using a coefficient bound. Table 1 shows the execution time and memory used (for all
inputs and outputs) for these problems for various values of d. Multiplication again shows speed-up
of a factor between 1.2 and 21.6, becoming increasingly better with increasing sparsity and number
of terms. Division here is exact and, in comparison to division with remainder, MAPLE performs
much better, likely thanks to their so-called divisor heap [32]. Only as sparsity increases does BPAS
out-perform MAPLE. In all multi-precision cases, however, memory usage in BPAS is significantly
better, being less than half that of MAPLE.

Table 1. Comparing multiplication and division on the three structured problems.

BPAS MAPLE

Operation d Coef. Bound
Time (s) Memory (MiB) Time (s) Memory (MiB)
Multiplication 4 1 4.28 172.11 1.78 79.31
h=f& 4 64 8.22 353.27 9.58 810.23
5 64 155.51 2481.37 221.71 5569.25
Division 4 64 7.84 353.29 6.465 816.03
g =h/fi 5 64 154.08 2509.42 124.37 5583.50
Multiplication 12 1 3.61 702.14 2.835 439.21
hy=fo-g 12 32 7.62 1878.96 52.80 4026.29
15 32 51.61 8605.52  1114.23 18,941.05
Division 12 32 8.09 1919.28 10.35 4033.57
G2 =ha/fr 15 32 57.09 8627.16 58.906 18,660.94
Division 1,000,000 1 0.18 38.59 1.505 164.54
g3 = f3/83 10,000,000 1 1.87 522.65 23.63 1102.21

9. Conclusions and Future Work

In this paper, we have described algorithms and data structures for the high-performance
sparse polynomial arithmetic as implemented in the freely available BPAS library. We have
considered polynomials both over the integers and the rationals, where others have ignored the
rationals; arithmetic over the rationals is important for areas such as Grobner bases and polynomial
system solving. The operations of multiplication, and division, have been extended from [24] to also
include division with remainder and a new algorithm for sparse pseudo-division. We employ these
fundamental algorithms for use in the mid-level algorithms of normal form and pseudo-division
with respect to a triangular set. Our experimentation against MAPLE highlights how the proper
treatment of locality and data structures can result huge improvements in memory usage and
running time. We achieve orders of magnitude speed-up (for arithmetic over the rationals and non-lazy
pseudo-division over the integers) or up to a factor of 67 (for other operations over the integers).

In the future we hope to apply these techniques for locality and arithmetic optimization to obtain
efficient computations with regular chains and triangular decompositions. Following the design goals
of the BPAS library we plan to apply parallelization to both the arithmetic operations presented in this
paper and to upcoming work on triangular decompositions.
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