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A modification of the spectrogram �log magnitude of the short-time Fourier transform� to more

accurately show the instantaneous frequencies of signal components was first proposed in 1976

�Kodera et al., Phys. Earth Planet. Inter. 12, 142–150 �1976��, and has been considered or

reinvented a few times since but never widely adopted. This paper presents a unified theoretical

picture of this time-frequency analysis method, the time-corrected instantaneous frequency

spectrogram, together with detailed implementable algorithms comparing three published

techniques for its computation. The new representation is evaluated against the conventional

spectrogram for its superior ability to track signal components. The lack of a uniform framework for

either mathematics or implementation details which has characterized the disparate literature on the

schemes has been remedied here. Fruitful application of the method is shown in the realms of speech

phonation analysis, whale song pitch tracking, and additive sound modeling. © 2006 Acoustical

Society of America. �DOI: 10.1121/1.2133000�

PACS number�s�: 43.60.Hj �EJS� Pages: 360–371

I. INTRODUCTION

The purpose of this paper is the detailed description and

unification of a number of time-frequency analysis methods

gracing the literature over the past 30 years. Though given

different names at different times, it will be shown that these

methods arrive at the same end, viz. a representation of the

time-varying instantaneous frequencies of the separable am-

plitude and/or frequency modulated �AM/FM� line compo-

nents comprising a signal. This representation will herein be

called by the descriptive name of time-corrected instanta-

neous frequency �TCIF� spectrogram.

Section II presents an historical overview of the litera-

ture on spectrograms, the short-time Fourier transform, and

the subsequent development of the ideas which underlie the

time-corrected instantaneous frequency spectrogram. Section

III describes three methods for computing this representation

that have been published,
1–3

unifying their theoretical under-

pinnings and providing detailed step-by-step algorithms

which cannot be found in the original more theory-oriented

papers. The performance of the TCIF spectrogram in relation

to conventional spectrograms will be illustrated using a

speech signal. Section IV then presents a number of applica-

tions of the TCIF spectrogram to signal analysis and model-

ing. The close examination of phonation in speech, pitch

tracking of whale songs, and sound modeling for the purpose

of flexible and efficient resynthesis are the three application

areas illustrated and discussed.

The chief contributions of this paper are the provision of

step-by-step algorithms for and unification of disparate meth-

ods for computing the time-corrected instantaneous fre-

quency spectrogram that have been published in the past, the

provision of a uniform theoretical perspective on the TCIF

spectrogram with concern for its proper physical interpreta-

tion, and the illustration of the great superiority of the tech-

nique over traditional time-frequency distributions for cer-

tain selected applications. Past publications on this subject

have not been sufficiently accessible to many applied acous-

tics researchers. At least one of the methods treated has re-

cently had program code published,
4

but here the method is

reduced to its essential steps without relying on particular

programming schemes. It is thus hoped that the algorithms

presented here, together with their illustrations, will provide

the material necessary to foster widespread adoption of this

promising and underused technology.

II. BRIEF HISTORY OF THE TCIF SPECTROGRAM

The history of the TCIF spectrogram naturally begins

with and is to some degree intertwined with the development

of the spectrogram itself. While the spectrogram is now typi-

cally described as a logarithmic plot �in dB� of the squared

magnitude of the short-time Fourier transform, in truth the

spectrogram itself predated the first recognition of this trans-

form by more than 20 years. It is now part of acoustical lore

that the first “Sound Spectrograph” device was developed at

Bell Labs shortly before World War II, was closely held fol-

lowing the outbreak of war, and was finally described in the

open literature following the war’s end.
5

At that point the

short-time spectra it produced were understood from the em-

pirical perspective of analog filters, and the description of its

output was not put into strict mathematical terms.a�
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The first mathematical approach to the kind of “time-

frequency representation” that would eventually subsume the

spectrogram was put forth by Gabor,
6

in apparent ignorance

of the existence of the spectrograph device �in fairness, Ga-

bor mentioned it in a footnote added following the accep-

tance of his paper�. Gabor’s work developed what was in

essence an approximation to a digital �discrete in time and

frequency� version of a spectrogram with Gaussian windows,

a so-called expansion of a signal in Gaussian elementary

signals on a time-frequency grid. Gabor did not characterize

this representation as a short-time power spectrum; that

equivalence would be shown much later.

At this point, two parallel literature streams developed,

neither citing the other for some time. In an effort to analyze

the spectrogram, the short-time power spectrum was given

its first rigorous mathematical treatment by Fano,
7

but this

was limited to a particular �and at the time impractical� form

of the window. The first short-time power spectrum allowing

for an arbitrary continuous window function was derived by

Schroeder and Atal;
8

while this took the form of the squared

magnitude of an analog short-time Fourier transform, the fact

that it involved a generalized kind of Fourier transform pair

remained unstated.

After some time, other researchers took up where Gabor

had left things. Lerner
9

generalized Gabor’s approximate

digital signal expansion to allow arbitrary elementary sig-

nals. Helstrom
10

completed a derivation of an exact continu-

ous expression for the expansion of a signal in Gaussian

elementary signals, corresponding to Gabor’s “digital” rep-

resentation. This treatment was generalized to arbitrary el-

ementary signals �which now can be seen as equivalent to

spectrogram window functions� by Montgomery and Reed,
11

who went on in their paper to prove that this really was a

new class of two-dimensional transforms standing in an in-

vertible transform-pair relation to the signal, thus marking

the first derivation of what we now call the short-time Fou-

rier transform.

The theory behind the time-corrected instantaneous fre-

quency spectrogram begins with a paper by Rihaczek,
12

who

summarized some of the previous papers and quickly dis-

missed the now-ubiquitous short-time Fourier transform as a

minor curiosity because it fails to capture the time-frequency

energy distribution which he, like Gabor 22 years earlier,

was seeking to represent. Achieving this goal involved deriv-

ing the complex energy density of the signal as a function of

time and frequency, and then integrating over it within a

time-frequency “cell” to yield the energy distribution within

the cell. Rihaczek went on to show that, in accordance with

the principle of stationary phase, the significant contributions

to the integral come from the points where the phase is sta-

tionary. For the time integration, this condition yields the

instantaneous frequency,
13

assuming just one AM/FM signal

component is significant within the cell. For the frequency

integration, the stationary phase condition yields the group

delay, pinpointing the primary “event time” of the time-

frequency area covered by the cell.

These facts form the foundation of the time-corrected

instantaneous frequency spectrogram, and also justify this

name for it. To see how to use them, however, one must note

that the digital form of the short-time Fourier transform of a

signal provides, in effect, a filtered analytic signal at each

frequency bin, thereby decomposing the original signal into a

number of component signals �one for each frequency bin�
whose instantaneous frequency can then be computed using

Rihaczek’s equations. More exposition of this can be found

in Nelson,
2

who used the term channelized instantaneous

frequency to refer to the vector of simultaneous instanta-

neous frequencies computed over a single frame of the digi-

tal short-time Fourier transform.

It is first assumed that a signal can be written as the sum

of general AM/FM components:

f�t� = �
n

An�t�ei��n�t�+�n�. �1�

The channelized instantaneous frequency of a signal as a

continuous function of time and frequency is defined as

CIF��,T� =
�

�T
arg�STFTh��,T�� , �2�

where STFTh is the continuous short-time Fourier trans-

form using window function h.

An analogous relation holds for the quantized time axis

of the digital short-time Fourier transform; one can treat each

time index �i.e., frequency vector� as a frequency “signal”

whose group delay can be computed using Rihaczek’s equa-

tions, thus yielding a new vector of corrected event times for

each cell. Again following Nelson,
2

the local group delay of

a signal as a continuous function of time and frequency is

given by

LGD��,T� = −
�

��
arg�STFTh��,T�� . �3�

These facts were first recognized by Kodera et al.,
1

who

suggested reassigning the time-frequency points of a digital

spectrogram matrix �i.e., the squared magnitude of the digital

short-time Fourier transform� to new time-frequency loca-

tions matching the instantaneous frequency and group delay

of the signal component resolved at each time-frequency cell

in the matrix. The magnitude to be plotted at the new loca-

tion would be the same as the original spectrogram magni-

tude at the corresponding cell. So, Rihaczek’s theory would

be put into practice under the name “modified moving win-

dow method,” but the work failed to attract the attention of

the community.

One problem involves devising a method to compute the

phase derivatives in the digital domain, which might first be

attempted with a naïve implementation by finite difference

approximation. This is, it seems, the actual technique em-

ployed by Kodera et al.
1,14

An algorithm for implementing

this is provided in the following, and its performance on a

test signal is exemplified as a benchmark. Stemming from

concerns over the accuracy of the finite difference estimates

�concerns which may be unfounded, as will be observed in

the sequel�, at least two other methods
2,3

for computing the

partial phase derivatives have been devised over the years.

These two methods are also provided with step-by-step algo-

rithms here, and their performance relative to the naïve
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benchmark is anecdotally and mathematically evaluated. A

third independent method was also published,
15

but this

seems to be a partial foreshadowing of the method of Auger

and Flandrin,
3

and so will not be separately treated here. A

host of more distantly related work on increasing precision in

time-frequency analysis has also been published over the

years
16

but also will not be considered because the contribu-

tions do not directly modify the spectrogram as closely as

our main subject, the TCIF spectrogram.

In the past decade or so, a small but growing number of

applied researchers have adopted one or another of these

techniques. The technique of Nelson,
2

for instance, was em-

ployed by Fulop et al.
17

to show the fine time-frequency

structure of click sounds in a Bantu language. The technique

of Auger and Flandrin,
3

meanwhile further expounded,
4

has

been employed in papers by Plante et al.
18,19

to perform

speech spectrography, Hainsworth et al.
20

for the analysis of

musical sounds for the purpose of automatic classification,

Niethammer et al.
21

for the imaging of Lamb waves, and Fitz

and Haken
22

to perform additive sound modeling. In addi-

tion, two independent recent papers
23,24

describe equivalent

theories of spectrographic reassignment using instantaneous

frequency only �no time correction is performed�, and each

appears to be a reinvention that does not rely on any of the

prior literature just reviewed.

None of the applied papers just mentioned describe in

any detail how their particular version of the time-corrected

instantaneous frequency spectrogram is actually computed,

and some of the papers proffer inaccuracies about just how

the new spectrogram should be interpreted. This situation has

put unwanted obstacles in the way of widespread adoption of

the technology, and some colleagues have privately ex-

pressed outright disapproval of it stemming from unease or

misunderstanding about what it is. It is apparent that the time

is nigh for a more thoroughgoing comparative account of the

various ways in which this new spectrographic tool can be

computed, as well as a discussion of its proper physical in-

terpretation, so that future researchers can make clearly in-

formed choices about what precisely to do.

III. THREE METHODS FOR COMPUTING THE TIME-
CORRECTED INSTANTANEOUS FREQUENCY
SPECTROGRAM

One of the most important application areas of this tech-

nology is the imaging and measurement of speech sound. It

has been found to be particularly useful for analyzing the

fine scale time-frequency features of individual pulsations of

the vocal cords during phonation, so one example of this

kind of short signal will be adopted as a test signal for the

demonstration of the algorithms.

The source-filter theory of speech production models

phonation as a deterministic process, the excitation of a lin-

ear filter by a pulse train. The filter resonances of the mouth

“ring” after excitation by each pulse, yielding the formants

of a speech sound. One can observe these formants as they

are excited by the individual glottal pulsations in Fig. 1,

which pictures a portion of a vowel �e� produced with creaky

phonation having extremely low airflow and fundamental

frequency to enhance the accuracy of the source-filter model.

Figure 2 shows a conventional spectrogram of the test

signal, which is one vocal cord pulsation excised from the

previous signal. This and all subsequent examinations of this

signal are computed using 7.8 ms windows and 78 �s frame

advance. While it is possible to observe the numerous for-

mant frequencies as they resonate, the conventional spectro-

gram shows an extreme amount of time-frequency “smear-

ing” owing to the short window length employed and high

magnification. A major goal of the time-corrected instanta-

neous frequency spectrogram is to move away from the pure

time-frequency domain which attempts to show an energy

distribution, and instead work to track the instantaneous fre-

quency of each significant AM/FM line component constitut-

ing the signal frames.

A. Methods computing the finite difference
approximation

1. Spectrogram reassignment

Both the original proposal of Kodera et al.
1

and the later

independent developments by Nelson
2

compute the channel-

ized instantaneous frequency and local group delay using

their definitions in Eqs. �2� and �3� by means of finite differ-

ence approximations. The only real disparity between the

two approaches is in the details of how to compute this finite

difference, so they can be described with a single algorithmic

out-line. It can be presumed that Kodera et al.
1

computed the

finite differences of the short-time Fourier transform phases

literally, e.g.,

CIF��,T� =
�

�T
arg�STFTh��,T��

�
1

�
���T +

�

2
,�	 − ��T −

�

2
,�	
 . �4�

With the CIF and LGD matrices in hand, the frequency and

time locations of each point in the digital short-time Fourier

transform of the signal are reassigned to new locations ac-

cording to

��,T� � �CIF��,T�,T + LGD��,T�� . �5�

This form of the reassignment is obtained when the short-

time Fourier transform of the signal f�T� is defined following

Nelson
2

as

STFTh��,T� = �
−�

�

f�t + T�h�− t�e−i�tdt . �6�

This form of the transform is equivalent modulo a phase

factor ei�t to the more standard form in which the window is

time-translated with the signal held to a fixed time. This

important difference between the two forms of the short-time

Fourier transform propagates into the local group delay in

the expressions and algorithms presented here, so that the

value computed from the phase derivative of the above-

defined short-time Fourier transform provides a correction to

the signal time for the reassignment rather than a new time

value that supersedes the signal time.

A later approach to reassigning the power spectrum and

spectrogram using the same general ideas was developed by
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Nelson.
25,26,2

Nelson’s stated goal was the estimation of the

desired partial derivatives without finite differencing, since it

was assumed that phase unwrapping was important in ex-

tracting acceptable performance from that method, and phase

unwrapping can present well-understood difficulties in cer-

tain circumstances.

The primary insight of Nelson was that each of the two

partial derivatives of the short-time Fourier transform phase

can be estimated by means of point-by-point multiplication

of two related transform surfaces. Nelson
2

states that

the self-cross-spectral surface C defined in Eq. �7�
encodes the channelized instantaneous frequency in its

complex argument, and that analogously the surface L

defined in Eq. �8� encodes the local group delay in its

complex argument,

C��,T,�� = STFT��,T +
�

2
	STFT*��,T −

�

2
	 , �7�

L��,t,�� = STFT�� +
�

2
,T	STFT*�� −

�

2
,T	 . �8�

Let us demonstrate that the argument of C does indeed

provide the same approximation to the STFT phase deriva-

tive as the finite difference, since no derivation can be found

in the literature:

FIG. 1. Vocal cord pulsations during a creaky voiced production of the

vowel �e�, “day,” wave form and conventional spectrogram shown.

FIG. 2. Conventional spectrogram of a single vocal cord pulsation from the vowel �e�. Computed using 7.8 ms windows and 78 �s frame advance.
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1

�
arg�C��,T,��� =

1

�
arg�STFT��,T +

�

2
	STFT*��,T −

�

2
		 �9�

=
1

�
arg�M��,T +

�

2
	e j���,T+�/2�M��,T −

�

2
	e−j���,T−�/2�	 �10�

where M�·� is the magnitude of the short-time Fourier transform and ��·� is its phase,

=
1

�
arg�M��,T +

�

2
	M��,T −

�

2
	e j����,T+�/2�−���,T−�/2��	 , �11�

and because M is always real,

=
1

�
����,T +

�

2
	 − ���,T −

�

2
	
 . �12�

An analogous derivation holds for the other surface L. Given

this, it is possible to write the following estimates:

CIF��,T� �
1

�
arg�C��,T,��� , �13�

LGD��,T� �
− 1

�
arg�L��,T,��� . �14�

It is important to note that in a digital implementation of

Nelson’s procedure the resulting CIF and LGD values are

approximations to the same degree of precision as with the

original method of Kodera et al.,
1

but this procedure auto-

matically takes care of phase unwrapping. It might also be

noted that while the reassigned locations of STFT magni-

tudes computed here do diminish unwanted time-frequency

smearing and focus tightly on individual components, two

components cannot be separated if they are closer than the

classical uncertainty limit that is determined by the length of

the analysis window, as was first elucidated by Gabor.
6

2. Algorithm using the finite difference approximations

The input to the procedure is a signal; its output is a

time-corrected instantaneous frequency spectrogram, pre-

sented as a three-dimensional �3D� scatterplot showing time

on the x axis, channelized instantaneous frequency on the y

axis, and short-time Fourier transform log magnitude on the

z axis. The plotted points can have their z-axis values linked

to a colormap, and then when the 3D plot is viewed directly

down the z axis the image will look similar to a conventional

spectrogram.

�1� First, one builds two matrices S and Sdel of win-

dowed signal frames of length win�size �user-supplied to

the procedure� time samples, with Sdel having frames that

are delayed by one sample with respect to S. For the present

purposes a standard Hanning window function will suffice,

but other windows may be more appropriate for other appli-

cations. The windowed signal frames overlap by the same

user-input number of points in each of the matrices.

�2� One next computes three short-time Fourier trans-

form matrices; each column is fftn-length Fourier trans-

form of a signal frame computed with a fast Fourier trans-

form function called fft. The length value fftn is

supplied by the user. The difference between fftn and

win�size is zero-padded up to fftn for the computation.

STFTdel=fft�Sdel�
STFT=fft�S�
STFTfreqdel is just STFT rotated by one frequency

bin—this can be accomplished by shifting the rows in STFT

up by one step and moving the former last row to the new

first row.

�3� Here are the computational steps at which the origi-

nal proposal and Nelson’s method differ.

�a� In the original method, compute the channelized in-

stantaneous frequency matrix by a direct finite difference ap-

proximation. It is possible to define the phase angle in rela-

tion to the usual principal argument �required to be a value

between −� and � here� so that phase unwrapping is a by-

product �taking the principle angle mod 2� should do the

trick, so long as the mod function output is defined to take

the sign of its second argument�,

CIF =
− Fs

2�
� mod��arg�STFTdel� − arg�STFT��,2�� ,

�15�

where Fs is the sampling rate �in Hz� of the signal. This

yields a matrix of CIF rows, one for each frequency bin

�discrete channel� in the STFT matrices.

�b� Alternatively, compute Nelson’s cross-spectral ma-

trix:

C=STFT�STFTdel*,

where the notation X* for complex X indicates the com-

plex conjugate �pointwise if X is a matrix of complex num-

bers�. The notation A�B for matrices A ,B denotes a point-

by-point product, not a matrix multiplication.

C is a matrix of complex numbers; each row’s phase

angles equal the channelized instantaneous frequencies in the

channel indexed by that row. Then compute the channelized

instantaneous frequency:
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CIF =
Fs

2�
� arg�C� , �16�

where Fs is the sampling rate �in Hz� of the signal.

�4� Compute the local group delay matrix by finite dif-

ference approximation, analogously.

�a� For the original method:

LGD =
fftn

2�Fs
� �mod�arg�STFTfreqdel�

− arg�STFT��,2�� . �17�

This yields a matrix of LGD columns, one for each time step

in the STFT matrices.

�b� Alternatively, compute Nelson’s cross-spectral ma-

trix:

L=STFT�STFTfreqdel*

L is also a matrix of complex numbers; each column’s

phase angles equal the local group delay values over all the

frequencies at the time index of the column. Now compute

the local group delay:

LGD =
− fftn

2�Fs
� arg�L� . �18�

For subsequent plotting, each STFT matrix value is po-

sitioned on the x axis at its corrected time by adding to its

signal time the corresponding �i.e., coindexed� value in the

LGD matrix, plus an additional time offset equal to

win�size/2Fs. The offset is required because this LGD

computation corrects the time relative to the leading edge of

the analysis window, but it is conventional to reference the

signal time to the center of the window. Each STFT matrix

value is positioned on the y axis at its instantaneous fre-

quency value found at the coindexed element in the CIF

matrix.

3. Performance on a test signal

It is apparent from Fig. 3 that, in comparison to the

above-shown conventional spectrogram, the instantaneous

frequencies of the line components �vowel formants, in this

instance� are successfully highlighted, and the time correc-

tion by the local group delay is significant and shows the

event time of the glottal impulse to a much higher degree of

precision. It is important to emphasize that while this tech-

nique has been said to “increase the readability of the

spectrogram,”
3

since it no longer plots a conventional time-

frequency representation it also eliminates some spectro-

graphic information such as the spread of energy around the

components �bandwidth�. �This “bandwidth” information in

a spectrogram is as much or more a result of the window

function as it is of the actual energy distribution in the signal,

but it could of course be kept and used somehow in a modi-

fied TCIF spectrogram if so desired.� What is now plotted is

the instantaneous frequency of the �assumed� single domi-

nant line component in the vicinity of each frequency bin in

the original short-time Fourier transform, the occurrence

time of which is also corrected by the group delay. When

there is more than one significant line component within one

frequency bin, these cannot be resolved, and a weighted av-

erage of these will be plotted. When there is not significant

energy within a particular time-frequency cell in the short-

time Fourier transform matrix, a point with a meaningless

location will be plotted somewhere, but it is not so easy to

remove these troublesome points by clipping because the

“significance” of a point is relative to the amplitudes of

nearby components. A more sophisticated technique for re-

FIG. 3. Time-corrected instantaneous

frequency spectrogram computed with

finite difference approximations.
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moving points that do not represent actual components has

been suggested,
2,27

but cannot be considered in this paper.

The TCIF spectrogram for the above-mentioned signal

computed using the Nelson method is by all measures indis-

tinguishable from that shown in Fig. 3, so it would be redun-

dant to print it. After considerable testing, we conclude that

the two methods of approximating the phase derivatives are

equally successful in practice. In addition, their computa-

tional complexity is similar, in that they each require the

computation of two short-time Fourier transforms from the

signal.

The time-corrected instantaneous frequency spectrogram

can reasonably be viewed as an excellent solution to the

problem of tracking the instantaneous frequencies of the

components in a multicomponent signal.
24

In many common

applications of spectrography �e.g., imaging and measuring

the formants of speech sounds, as well as tracking the har-

monics of periodic sounds�, the solution to this problem is

actually more relevant than what a conventional time-

frequency distribution shows. In particular it should be em-

phasized that, while the frequencies that can be measured in

a conventional spectrogram are constrained to the quantized

frequency bin center values, the channelized instantaneous

frequency of the dominant component near a bin is not quan-

tized, and can be arbitrarily accurate under ideal separability

of the components, even at fast chirp rates.

B. The method of Auger and Flandrin

1. Theory of the method

The method of Kodera et al. was further developed by

Auger and Flandrin,
3

but the digital implementation details

were somewhat difficult to tease out from their theory-

focused paper. Digital implementations �MATLAB programs�
which included the ability to create time-corrected instanta-

neous frequency spectrograms were ultimately released to

the public domain by these authors on the Internet and have

since been published,
4

though these have not been consulted

or used here.

At the root of this technique there lies a rigorously de-

rived pair of analytical expressions for the desired partial

phase derivatives which invoke two new transforms using

modifications of the window function h�t�, viz. a derivative

window dh�t� /dt and a time-product window t ·h�t�. Refer-

ring to the present choice of definition of the short-time Fou-

rier transform in Eq. �6�, the Auger-Flandrin equations must

be written as follows; note the importance of using two dif-

ferent time variables T and t:

CIF��,T� = I�STFTdh/dt��,T� � STFTh
*��,T�

STFTh��,T�2
� + � ,

�19�

LGD��,T� = R�STFTt·h��,T� � STFTh
*��,T�

STFTh��,T�2
� . �20�

These expressions can be sampled in a discrete implementa-

tion, to yield values of the derivatives at the STFT matrix

points. Thus the resulting CIF and LGD computations are

not estimates in the sense provided by the other two meth-

ods. It is easy to show empirically, however, that there is

virtually no apparent difference between the results of this

method and those of the finite difference methods.

2. Algorithm computing the Auger-Flandrin reassigned
spectrogram

�1� A time ramp and frequency ramp are constructed for

the modified window functions, and these depend in detail

on whether there is an odd or even number of data points in

each frame. Accordingly, the following algorithm should be

used to obtain the ramps and the special windows:

1: if mod�win�size, 2� then

2: Mw= �win�size−1� /2

3: framp= ��0:Mw� , �−Mw :−1�� �using MATLAB colon no-

tation for a sequence of numbers stepping by one over the

specified range�
4: tramp= �−Mw :Mw�
5: else

6: Mw=win�size /2

7: framp= ��0.5:Mw−0.5� , �−Mw+0.5:−0.5��
8: tramp= �−Mw+0.5:Mw−0.5�
9: end if

10: Wt=tramp�window

11: Wdt=−imag�ifft�framp�fft�window���; �ifft
is the inverse transform function to fft�

�2� One next builds three matrices of windowed signal

frames of length win�size time samples. The matrix S has

its frames windowed by the nominal function window. The

matrix S�time has its frames windowed by Wt, while the

matrix S�deriv has its frames windowed by Wdt. The win-

dowed signal frames overlap by a user-supplied number of

points.

�3� One next computes three corresponding short-time

Fourier transform matrices in the above-described customary

manner:

STFT=fft�S�
STFT�time=fft�S�time�
STFT�deriv=fft�S�deriv�
�4�

CIF = − Fs�
I�STFT � deriv� STFT*�

STFT2
+ fbin

�21�

where Fs is the sampling rate �in Hz� of the signal and fbin

is a column vector of frequency bin values resulting from the

Fourier transform, to be added pointwise. Once again the

notation A�B for matrices A ,B denotes a point-by-point

product.

�5�

LGD =
R�STFT � time� STFT*�

Fs� STFT2
�22�
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3. Performance on the test signal

It is sufficient to note for our purposes that any differ-

ences that can be detected in any way between Figs. 3 and 4

are very minute and affect chiefly points that show compu-

tational artifacts rather than true signal components. No sig-

nal has yet been found to betray significant sizable differ-

ences between the Auger-Flandrin method and either of the

finite-difference methods. Considering the computational

load, the last and most exact method requires one more

short-time Fourier transform matrix than the other methods.

Theoretically the Auger-Flandrin technique is more exact,

yet the advantage is in no way apparent for this or any other

test signal that we have tried.

IV. APPLICATIONS

A. Examining phonation

As mentioned earlier, the phonation process involves the

repetitive acoustic excitation of the vocal tract air chambers

by pulsation of the vocal cords, which in an idealized model

provide spectrally tilted impulses. As the test signal shows,

the time-corrected instantaneous frequency spectrogram pro-

vides an impressive picture of the formant frequencies and

their amplitudes following excitation by a single such im-

pulse. The test signal was produced using creaky phonation,

which has a very low airflow and is quite pulsatile, to render

the process as purely acoustic as possible.

Under more natural phonatory conditions, the process is

significantly aeroacoustic, meaning that the higher airflow

cannot be neglected and has clearly observable effects on the

excitation of resonances. The manifold effects can easily be

observed by comparing Fig. 5 with any of the preceding,

even though the vowel in the former was still pronounced

with an artificial degree of vocal cord stiffness.

To exaggerate the aerodynamic aspect of glottal excita-

tion, one can pronounce a vowel with an obviously breathy

voice, in which the vocal cords never completely close dur-

ing the glottal cycles and an audible flow of turbulent air is

permitted to pass through at all times. It has long been

known in practical acoustic phonetics that breathy voiced

sounds yield formants whose frequencies are more difficult

to measure. From Fig. 6 one can see why—the acoustic out-

put of the process no longer conforms to a simple source-

filter model, and has apparently been modified by other

forces. This is expected from basic considerations of aeroa-

coustics when excitation by sources within the flow �turbu-

lence� competes in importance with the more ideal excitation

by vocal cord pulsation.

B. Tracking the pitch of whale songs

One of the main pieces of information about whale

songs and calls that interests bioacousticians is of course, the

melody, or pitch track, of the songs. Whale songs, however,

have infamous features that spoil conventional pitch tracking

methods, including intervals of disrupted periodicity and oc-

casional chirps with considerably fast frequency modulation.

Figure 7 shows a long frame �40 ms� time-corrected instan-

taneous frequency spectrogram of a portion of a Humpback

whale song �thanks to Gary Bold of the University of Auck-

land for sharing this Humpback recording with us�. The hy-

drophone signal is quite noisy, but the fundamental and sec-

ond harmonic of the periodic portions of the song are easy to

see and measure in this representation. The initial chirp is too

fast for conventional pitch tracking algorithms to follow, but

in the figure it is shown as a line component with no diffi-

culty.

FIG. 4. Time-corrected instantaneous

frequency spectrogram computed with

the Auger-Flandrin equations.
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C. Sound modeling and resynthesis

Sound modeling goes beyond analysis or transformation

of the sample data to construct something not present in the

original wave form. In sound modeling, one attempts to ex-

tract a complete set of features to compose a sufficient de-

scription of all perceptually relevant characteristics of a

sound. One further strives to give structure to those features

such that the combined features and structure �the model�
form a sufficient description of a family of perceptually simi-

lar or related sounds.

The models are intended to be sufficient in detail and

fidelity to construct a perceptual equivalent of the original

sound based solely on the model. Furthermore, deformations

of the model should be sufficient to construct sounds differ-

ing from the original only in predictable ways. Examples of

such deformations are pitch shifting and time dilation.

Traditional additive sound models represent sounds as a

collection of amplitude- and frequency-modulated sinusoids.

These models have the very desirable property of easy and

intuitive manipulability. Their parameters are easy to under-

FIG. 5. Time-corrected instantaneous

frequency spectrogram of one glottal

pulsation from the vowel �e� pro-

nounced with stiff modal phonation.

Computed using the Nelson method

with 5.9 ms windows and 78 �s frame

advance.

FIG. 6. Time-corrected instantaneous

frequency spectrogram of one glottal

pulsation from the vowel �e� pro-

nounced with breathy phonation.

Computed using the Nelson method

with 5.9 ms windows and 78 �s frame

advance.
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stand and deformations of the model data yield predictable

results. Unfortunately, for many kinds of sounds, it is ex-

tremely difficult, using conventional techniques, to obtain a

robust sinusoidal model that preserves all relevant character-

istics of the original sound without introducing artifacts.

The reassigned bandwidth-enhanced additive sound

model
22

is a high-fidelity representation that allows manipu-

lation and transformation of a great variety of sounds, in-

cluding noisy and nonharmonic sounds. This sound model

combines sinusoidal and noise energy in a homogeneous rep-

resentation, obtained by means of the time-corrected instan-

taneous frequency spectrogram. The amplitude and fre-

quency envelopes of the line components are obtained by

following ridges on a TCIF spectrogram. This model yields

greater precision in time and frequency than is possible using

conventional additive techniques, and preserves the temporal

envelope of transient signals, even in modified reconstruc-

tion.

Figure 8 shows the conventional spectrogram of an

acoustic bass tone. The long analysis window is needed to

resolve the harmonic components in the decay of the bass

tone, which are spaced at approximately 73.4 Hz. This

FIG. 7. Time-corrected instantaneous

frequency spectrogram of a song seg-

ment produced by a Humpback whale.

Computed using the Nelson method

with 40 ms windows and 4.5 ms frame

advance.

FIG. 8. Conventional spectrogram of

acoustic bass pluck, computed using a

Kaiser window of 1901 samples at

44.1 kHz with a shaping parameter to

achieve 66 dB of sidelobe rejection.
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acoustic bass sound is difficult to model because it requires

very high temporal resolution to represent the abrupt attack

without smearing. In fact, in order to capture the transient

behavior of the attack, a window much shorter than a single

period of the wave form �approximately 13.6 ms� is needed,

on the order of 3 ms. Any window that achieves the desired

temporal resolution in a conventional approach will fail to

resolve the harmonic components.

Figure 9 shows a TCIF spectrogram for the same bass

tone as above. From this reassigned spectral data, a robust

model of the bass tone that captures both the harmonic com-

ponents in the decay and the transient behavior of the abrupt

attack can be constructed. Again it is prudent to emphasize

that this single attack transient has been located in time to a

high level of precision; this is not to suggest that two closely

spaced transients could be resolved if they both fell within a

single analysis frame.

V. CONCLUSION

The time-corrected instantaneous frequency spectrogram

has gone by many names, and has so far remained little-

known and underappreciated in the signal processing and

acoustic literature. This is suspected to be due to the widely

scattered research papers often containing perfunctory expla-

nations of the proper interpretation of this signal representa-

tion, and subsequent natural confusion in the community

about its precise nature and relationship to well-understood

time-frequency representations. In short, the TCIF spectro-

gram is not an ordinary time-frequency representation at all,

in that it is not a two-dimensional invertible transform, or

even a two-dimensional function, and it does not endeavor to

show the overall distribution of signal energy in the time-

frequency plane. Rather, it is a different way of examining

the time-frequency makeup of a signal by showing only the

instantaneous frequencies of its AM/FM line components as

revealed by a particular choice of analysis frame length. For

many applications such as those exemplified here, focusing

solely on the line components is oftentimes more valuable

than the time-frequency energy distribution.
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