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Abstract—In highly penetrated microgrids, the problem of 
voltage and frequency deviations exceeding their permissi-
ble limits, becomes significant with higher share of renewa-
ble based distributed generation. The existing real-time 
control systems of highly penetrated microgrids cannot 
cope on its own with such deviations, owing to the large gen-
eration and demand mismatch mainly during off-peak 
hours. A dump load can help with voltage and frequency 
regulation by consuming excess generation. However, fur-
ther investigation is required to highlight the importance of 
optimal dump load allocation on the operation of mi-
crogrids. The mixed-integer distributed ant colony optimi-
zation is introduced as a novel application in droop con-
trolled islanded microgrids to minimize voltage and fre-
quency deviations and system losses. The optimization 
problem was formulated as a single- and multi-objective 
problem to allocate a dump load and the optimal droop set-
tings for distributed generation in islanded microgrid dur-
ing off-peak hours. The proposed optimization method was 
teamed up with a special backward/forward sweep load 
flow method to account for distributed generation droop 
characteristics and enhance the solution convergence. The 
method was applied to the IEEE 69- and 118-test systems 
and validated against competitive swarm and evolutionary 
metaheuristics. Results have shown that an optimally sized 
and allocated dump load with optimized droop setting could 
minimize voltage and frequency deviations to an acceptable 
level, while reducing power losses incurred by the installa-
tion of such load into the microgrid.  

Index Terms- Ant Colony Optimization, Backward/Forward 
Sweep, Droop Control Islanded Microgrid, Dump Load, 
Multi-objective Optimization 

NOMENCLATURE 
𝑓𝑓0, 𝑓𝑓, 𝑓𝑓𝑠𝑠𝑠𝑠 Nominal, operating and steady state frequency 
𝑉𝑉0, 𝑉𝑉𝑖𝑖 Nominal and operational voltage at bus 𝑖𝑖 
𝑃𝑃𝐺𝐺𝑖𝑖0, 𝑃𝑃𝐺𝐺𝑖𝑖 Nominal and generated active power at bus 𝑖𝑖 
𝑄𝑄𝐺𝐺𝑖𝑖0, 𝑄𝑄𝐺𝐺𝑖𝑖 Nominal and generated reactive power at bus 𝑖𝑖 
𝑚𝑚𝑝𝑝𝑖𝑖, 𝑛𝑛𝑞𝑞𝑖𝑖 Frequency and voltage droop coefficients at bus 𝑖𝑖 
𝑚𝑚𝑝𝑝𝑝𝑝, 𝑛𝑛𝑞𝑞𝑝𝑝 Equivalent frequency and voltage droop coefficients 
𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 Optimum droop settings for dump load allocation 
𝑃𝑃𝐷𝐷𝑖𝑖, 𝑄𝑄𝐷𝐷𝑖𝑖 Active and reactive power consumed by load at bus 𝑖𝑖 
𝑃𝑃𝐷𝐷𝑖𝑖0, 𝑄𝑄𝐷𝐷𝑖𝑖0 Load’s active and reactive power at nominal voltage 
𝑛𝑛𝑃𝑃, 𝑛𝑛𝑄𝑄 Load’s voltage dependence coefficients 
𝐹𝐹𝑝𝑝 , 𝐹𝐹𝑞𝑞 Load’s frequency dependence coefficients 
𝑃𝑃𝐷𝐷𝐷𝐷, 𝑄𝑄𝐷𝐷𝐷𝐷 Active and reactive power consumed by dump load 
𝑔𝑔𝑔𝑔, 𝑙𝑙𝑔𝑔 Total number of DG units and loads in MG 
𝒩𝒩 Set of all system buses 
𝒢𝒢𝒢𝒢 A subset containing all DG buses 

𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠, 𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 Total active and reactive losses of the MG 
∆𝑓𝑓, ∆𝑉𝑉𝑖𝑖 Frequency and voltage deviations at bus 𝑖𝑖 
Ε, 𝜀𝜀𝑝𝑝ℎ Tolerance and threshold values for convergence criteria 
𝑐𝑐1, 𝑐𝑐2 Load flow method iteration counters 
𝑆𝑆𝑖𝑖, 𝐼𝐼𝑖𝑖 Apparent power and current injects at bus 𝑖𝑖 
𝐵𝐵𝑖𝑖 Branch current flowing from bus 𝑖𝑖 to bus 𝑖𝑖 + 1 
𝐵𝐵𝑖𝑖_𝑚𝑚𝑚𝑚𝑚𝑚 Maximum limit for branch current 𝐵𝐵𝑖𝑖 
𝑉𝑉𝑖𝑖𝑖𝑖 New voltage value for bus 𝑖𝑖 at iteration  𝑐𝑐1 
𝑍𝑍𝑖𝑖, 𝑅𝑅𝑖𝑖, 𝑋𝑋𝑖𝑖 Impedance, resistance and reactance of branch 𝐵𝐵𝑖𝑖 
𝑓𝑓𝑐𝑐2+1, 𝑓𝑓𝑐𝑐2 Frequency at the 𝑐𝑐2 + 1 and 𝑐𝑐2 iterations 
𝑉𝑉1𝑐𝑐2+1, 𝑉𝑉1𝑐𝑐2 Voltage at the 𝑐𝑐2 + 1 and 𝑐𝑐2 iterations 
𝑈𝑈𝒾𝒾, 𝑁𝑁𝒾𝒾 The Utopia and Nadir of an objective function 
𝑓𝑓𝒾𝒾(𝑥𝑥) The objective function 
𝑥𝑥 Decision variable of the problem. 
𝑤𝑤𝒾𝒾
𝒿𝒿 Matrix of weights for each sub-problem 

𝑑𝑑𝒾𝒾
𝒿𝒿(𝑥𝑥), 𝐷𝐷𝒿𝒿(𝑥𝑥) Solution 𝑥𝑥 weighted and average distance 

𝐵𝐵𝒿𝒿(𝑥𝑥) The balance function 
𝑇𝑇𝒿𝒿(𝑥𝑥) The target function 
𝒪𝒪, 𝒞𝒞 Total number of objectives and constraints 
g𝒾𝒾(𝑥𝑥) The constraints handling function 
𝒞𝒞𝑒𝑒 The number of equality constraints 

I. INTRODUCTION
EVELOPMENTS in distributed generation (DG) design 
and control has brought forward the concept of microgrids 

(MGs) operation. MGs could bring considerable benefits to the 
environment, the economy and energy supply security. How-
ever, with such benefits more technical and operational chal-
lenges arise from modelling, operating, and maintaining MGs 
[1]. The ability of MGs to operate independently from utility 
grid could increase supply reliability while minimizing the cost 
for consumers and network operators, this type of operation is 
called autonomous or islanded MGs (IMGs) [2]. During grid-
connected mode variations in bus voltage (𝑉𝑉) and operating fre-
quency (𝑓𝑓) due to moderate generation/load mismatches are 
dealt with by utilities’ main control schemes in real-time. How-
ever, the issue become complex in islanded mode with higher 
probability of large mismatch especially during off-peak hours. 
The probability of such situation increases by the intermittent 
nature of variable renewable generation. 
 Integration of variable renewable resources mainly wind 
power and solar photovoltaics in modern power grids has sig-
nificantly increased in the last decade [3]. This has resulted in 
considerable challenges mainly: the inability of existing gener-
ation to meet load demand at all times, and transmission capac-
ity inadequacy to accommodate excessive renewable genera-
tion [4]. According to the German, Italian and British grids cur-
rently facing high renewables penetration, this continued re-
newable growth will lead to future 𝑉𝑉-𝑓𝑓 regulation issues [3]. 
Therefore, an efficient power management solution must be im-
plemented in real-time for MGs with high penetration of dis-
patchable and non-dispatchable renewable generation. Differ-
ent power management strategies were suggested by [5]–[11] 
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2 
which include: the utilization of battery energy storage systems 
(BESS) to store extra power at off-peak hours, coordinated 
smart charging techniques of electric vehicles (EV), demand re-
sponse (DR) management, and employing an electronic load 
controller (ELC) with dump load (DL) or smart load to con-
sume excess generation at off-peak hours. There are some eco-
nomic, environmental, and technical barriers that hinder the use 
of extra BESS to help with excess power generation at off-peak 
hours [12]. Moreover, the use of DR and EV smart charging 
techniques to regulate microgrid power variations does not al-
ways return the desired effect due to behavioural and coordina-
tion issues [13]. As a result, ELC controlled DL has gained sig-
nificant interest to assist with wind and hydro power control 
problems for synchronous and asynchronous units deployed in 
IMGs [14]–[17]. The use of DL in microgrids proved to be a 
good solution to maintain the flow of existing power and thus 
achieve 𝑉𝑉-𝑓𝑓 regulation while dissipating the excessive power 
as heating or pumping applications [18], [19]. However, the use 
of ELC is still at the developing stage in IMGs, as generator 
thermal strain and power wastage were identified as shortcom-
ings to further deployment of DL in MGs [17]. Hence planning 
studies to expand the use of ELC loads in IMG are of vital im-
portance for 𝑉𝑉-𝑓𝑓 regulation. 

To achieve 𝑉𝑉-𝑓𝑓 regulation during islanding operation differ-
ent control strategies are selected to manage IMGs, most pre-
dominant strategies are the master-slave and droop control 
which can be found at [20] and [21] respectively. In droop con-
trol method the active power (𝑃𝑃) and reactive power (𝑄𝑄) output 
of DG units become a function of the 𝑓𝑓 and 𝑉𝑉 of the system 
respectively. This is due to the (𝑃𝑃-𝑓𝑓) and (𝑄𝑄-𝑉𝑉) droop settings 
assigned to the DG units by the power electronics interfaces 
which facilitate load sharing between all DG units during is-
landing [22]. This type of IMG is referred to as droop controlled 
islanded MG (DCIMG). The area of optimal operation of 
DCIMG has attracted the attention of researchers in recent years 
but has not yet been fully addressed in literature. The location 
and droop settings for DG units have been optimized in DCIMG 
with different goals: net energy export maximization [23], small 
signal stability and power loss minimization [24], minimize 
generation costs and improve voltage profile [25], [26]. None-
theless, studies [23]–[26] had no account for 𝑉𝑉-𝑓𝑓 deviations at 
off-peak hours and did not propose a way to implement power 
management solutions in DCIMG. To accommodate trending 
power management solutions in DCIMG, studies [27]–[30] fo-
cused on the optimal allocation of BESS with the aim of mini-
mizing costs and reducing emissions. Despite the promising 
economic and environmental outcomes of these studies, no so-
lutions were proposed to address the inherited efficiency prob-
lems of increasing the number of BESS in MGs. To address 
problems arising from increased BESS use in DCIMG and 
power imbalance at off-peak hours in highly penetrated MGs, 
an optimal allocation study of ELC was proposed in [31]. How-
ever, [31] had some limitations in the algorithm computational 
run time which makes it less reliable in real-time application, 
no consideration of active and reactive losses caused by DL in-
stallation, and the effect of droop characteristics on the solution 
was not taken into account. Furthermore, limited number of it-
erations were allowed for droop control in the proposed algo-
rithm due to convergence issues for the suggested load flow 

method called direct backward\forward sweep (DBFS) pro-
posed by [32]. Those convergence issues arise from the toler-
ance value of voltage fluctuations determining the criteria for 
the DBFS convergence, which were further highlighted by [33]. 
In real-life problems, convergence of the solution for non-con-
vex mixed-integer non-linear problems (MINLPs) is of great 
importance. Different swarm and evolutionary algorithms were 
proposed to optimize DCIMG operation [23]–[31]. The main 
algorithms were: the particle swarm optimisation (PSO) and the 
genetic algorithm (GA) as well as their variations for multi-ob-
jective problems. Despite the advantages of these methods in 
finding feasible non-dominated solution, they still suffer from 
limitation of heuristic methods and the computational burden 
that follows them. The search is still ongoing for new efficient 
algorithms and their applications to solve real life non-convex 
MINLPs [34], [35]. Ant colony optimization (ACO) metaheu-
ristic is a group of algorithms influenced by ant colonies’ food 
search behaviour in nature to serve the purpose of discrete op-
timization [36]. However, these algorithms have been expanded 
further in literature to tackle several MINLPs [34] as well as 
multi-objective ACO (MOACO) [37]. The proposed algorithm 
however has been developed by combining the extended ACO 
[34] with the oracle penalty method (OPM) [38] to solve multi-
objective MINLPs. It differs from ordinary MOACO algo-
rithms by its’ utopia-nadir information approach to balance the
solution search space on an area of interest at the Pareto front
(see Schluter et al. [39], [40]).

In the view of the forgoing literature survey, it is concluded 
that, increasing BESS number and reliance on DR alone to sort 
out excess generation problem in highly penetrated DCIMG is 
costly and inefficient. DL could provide solution to the problem 
but only one study considered such attempt without account for 
optimization algorithm speed and accuracy. Also, impact on 
system losses and optimal droop settings were not considered. 
In this paper, a novel methodology has been proposed to ad-
dress limitations of previous studies by formulating the single- 
and multi-objective optimization problem to minimize 𝑉𝑉-𝑓𝑓 de-
viations and power losses. We propose using a special BFS 
(SBFS) load flow method along with mixed-integer distributed 
ant colony optimization (MIDACO) to find new optimal loca-
tion and size for the DL in DCIMG while obtaining an optimum 
droop setting for the DG units on IEEE 69- and 118-bus sys-
tems.  

This paper is organised as follows: In Section I, a background 
of 𝑉𝑉-𝑓𝑓 regulation problem in DCIMC is introduced. Section II, 
the methodology development has been explained and network 
models used for the study were also described. Section III, the 
problem formulation in three stages is explained in three cases: 
1) obtain single objectives problems only (min 𝛥𝛥𝑉𝑉, min 𝛥𝛥𝑓𝑓), 2)
obtain 𝛥𝛥𝑉𝑉 and 𝛥𝛥𝑓𝑓 as two-objectives problem, 3) four-objectives 
problem (min 𝛥𝛥𝑉𝑉, min 𝛥𝛥𝑓𝑓, min 𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠, and min 𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠) were ob-
tained as many-objectives problem. The last two sections IV 
and V, demonstrate discussion of results obtained and the con-
clusion respectively. 

II. METHODLOGY
 In this section the methodology is divided and explained in 
three sections: droop control method, special BFS load flow 
method, and proposed optimization method. 
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A. Droop control method and distribution network models

According to the IEEE std. 1547.4, islanding mode could be
allowed if an appropriate 𝑉𝑉-𝑓𝑓 control strategy was adopted [41]. 
This will enable DG units to account for load changes without 
relying on external power supply. A complete control strategy 
of IMGs is often implemented in hierarchal levels: primary 
level droop control, secondary level control loop to restore 
nominal 𝑉𝑉-𝑓𝑓 by vertically shifting droop curves and tertiary 
level control using a microgrid central controller (MGCC) to 
monitor and optimize the IMG performance in real-time [30]. 
The latter level influences the implementation of the optimiza-
tion cycles in real-time, and is usually carried out ahead of time 
up to 15 mins before load and generation forecast. The proposed 
optimization method could be adopted by MGCC to analyse 
forecasted data, and the optimal solution is fed to DL and DG 
units by low bandwidth communication channels. Tertiary con-
trol and generation/load forecast require an independent study, 
hence will not be covered in this paper and shall be the focus of 
future work. 

The DG model selected for this study is of inverter-based DG 
type (IBDG) where power electronics facilitate 𝑉𝑉-𝑓𝑓 droop con-
trol. The 𝑃𝑃-𝑓𝑓 and 𝑄𝑄-𝑉𝑉 droop equations in (1) and (2) respec-
tively, were incorporated in the inverter control system. This 
will allow DG units to respond to load variations in the IMG as 
per IEEE std.1547.7 requirements [33], [42]: 
𝑓𝑓 –  𝑓𝑓0 =  𝑚𝑚𝑝𝑝𝑖𝑖 (𝑃𝑃𝐺𝐺𝑖𝑖  −  𝑃𝑃𝐺𝐺𝑖𝑖0) (1) 
|𝑉𝑉| – |𝑉𝑉0|  =  𝑛𝑛𝑞𝑞𝑖𝑖  (𝑄𝑄𝐺𝐺𝑖𝑖  – 𝑄𝑄𝐺𝐺𝑖𝑖0) (2) 

The rate at which a DG unit contributes to power variations 
of the MG is called the droop coefficient, meaning that a DG 
unit with smaller absolute droop coefficient value contribute 
more to the load demand change. The pre-defined droop coef-
ficients selected for this study are obtained from [31]–[33] and 
shown in Table I. The 𝑃𝑃-𝑓𝑓 and 𝑄𝑄-𝑉𝑉 droop characteristics of a 
typical DG unit are shown in Fig. 1. When generation exceeds 
demand, the DG active power decreases from 𝑃𝑃0 to 𝑃𝑃4′ to sup-
press frequency rise where it settles at 𝑓𝑓4′ (Fig. 1(a)).  As for DG 
reactive power output and demand variations shown in Fig. 
1(b), in case of over-generation situation, the reactive power 
output will decrease from 𝑄𝑄0 to 𝑄𝑄4′ , thus DG bus voltage will 
settle at 𝑉𝑉4′ above 𝑉𝑉0. It should be noted though that the values 
of (𝑃𝑃4′) and (𝑄𝑄4′ ) should not exceed the rated power of the unit, 
otherwise, DG units must be set to constant PQ control. The 
update of active power and frequency occurs in an iterative or 
steps process. Meaning, in over-generation situation step 1 
(𝑓𝑓0,𝑃𝑃0) to (𝑓𝑓1′,𝑃𝑃1′) then step 2 (𝑓𝑓1′,𝑃𝑃1′) to (𝑓𝑓2′,𝑃𝑃2′) and so on. The 
same applies to reactive power and voltage updates, i.e.  step 1 
(𝑉𝑉0,𝑄𝑄0) to (𝑉𝑉1′,𝑄𝑄1′ ) then step 2 (𝑉𝑉1′,𝑄𝑄1′ ) to (𝑉𝑉2′,𝑄𝑄2′ ) and so on. 
Static load models describe the dependency of load active and 
reactive power as function of the system 𝑉𝑉-𝑓𝑓 at one specific 
instant of time. This can be expressed mathematically in the fol-
lowing equations [43]:   

𝑃𝑃𝐷𝐷𝑖𝑖  = 𝑃𝑃𝐷𝐷𝑖𝑖0 �
|𝑉𝑉𝑖𝑖|
|𝑉𝑉0|
�
𝑖𝑖𝑛𝑛
�1 + (𝑓𝑓 −  𝑓𝑓𝑙𝑙) .𝐹𝐹𝑝𝑝� (3) 

𝑄𝑄𝐷𝐷𝑖𝑖  = 𝑄𝑄𝐷𝐷𝑖𝑖0 �
|𝑉𝑉𝑖𝑖|
|𝑉𝑉0|
�
𝑖𝑖𝑛𝑛
�1 +  (𝑓𝑓 −  𝑓𝑓𝑙𝑙)  .𝐹𝐹𝑞𝑞� (4) 

 Naturally, loads consist of static and dynamic components 
which are derived from the nature of the load whether it was 
residential, commercial, or industrial. The coefficients selected 
to represent the load model used for this study are shown in 
Table II [33]. As for the DL model used, it follows the static 
load model selected to represent the loads for this study. Further 
information about the design and operation of the ELC in MGs 
can be found in studies [14]–[19]. Almost all installations of DL 
in literature were located at the main generator bus. However, 
in this study the location of DL can be random satisfying certain 
criteria and could be away from a generating bus. The following 
equilibrium equations (5) and (6) must hold in the system upon 
the installation of DL into the MG: 
∑ 𝑃𝑃𝐺𝐺𝑖𝑖
𝑔𝑔𝑔𝑔
𝑖𝑖=1 =  ∑ 𝑃𝑃𝐷𝐷𝑖𝑖𝑙𝑙𝑔𝑔

𝑖𝑖=1 + 𝑃𝑃𝐷𝐷𝐷𝐷 + 𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 (5) 
∑ 𝑄𝑄𝐺𝐺𝑖𝑖
𝑔𝑔𝑔𝑔
𝑖𝑖=1 =  ∑ 𝑄𝑄𝐷𝐷𝑖𝑖𝑙𝑙𝑔𝑔

𝑖𝑖=1 + 𝑄𝑄𝐷𝐷𝐷𝐷 + 𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 (6) 

(a) 

(b) 

Fig. 1.  Droop characteristics of DG units (a) 𝑃𝑃-𝑓𝑓 droop (b) 𝑄𝑄-𝑉𝑉 droop 

TABLE II 
STATIC LOAD MODEL V-F COEFFICIENTS 

Static Load Type Setting 𝑛𝑛𝑃𝑃 𝑛𝑛𝑄𝑄 𝐹𝐹𝑝𝑝 𝐹𝐹𝑞𝑞 
Constant Power Load Set 1 0 0 0 0 
𝑉𝑉-𝑓𝑓 Dependent load Set 2 2 2 1 1 

TABLE I 
DG UNITS DROOP GAINS 

DG Unit DG1 DG2 DG3 DG4 DG5 DG6 DG7 DG8 
𝑚𝑚𝑝𝑝𝑖𝑖 -0.05 -1 -0.1 -1 -0.2 -1 -0.1 -1
𝑛𝑛𝑞𝑞𝑖𝑖 -0.05 -1 -0.1 -1 -0.2 -1 -0.1 -1

𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁.  
69-bus System 1 6 15 30 55 - - - 

𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁.  
118-bus System 1 20 39 47 73 80 90 110 
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B. Special BFS load flow method

There are many load flow methods available in literature,
such as: Newton-Raphson, Gauss-Seidel, BFS, etc. [33]. Nev-
ertheless, most of these methods are not suitable for power flow 
studies in DCIMGs. This is attributed to the absence of fre-
quency as a variable, the high R/X ratio of distribution networks 
and the need to obtain the computationally expensive Jacobean 
matrix. Therefore, different variations of the BFS methods have 
been proposed to solve load flow in DCIMG [32], [33]. In this 
paper, a combination of DBFS [32] and modified BFS (MBFS) 
[33] has been used to perform load flow calculations for
DCIMG by eliminating the convergence issues of both meth-
ods. The main difference between proposed SBFS and the pre-
vious two methods is summarized as follows:
• Removal of the additional frequency update loop suggested

by DBFS and adopting higher tolerance voltage update solely
as the convergence criteria.

• Restricting the active and reactive power change at the up-
date stage only rather than twice at the backward sweep and
at the update stages as reported by MBFS.

• Elimination of second matrix subroutine for the voltage ma-
trix in contrary with DBFS and MBFS where two subroutines
were required to obtain two matrices for current and voltage.
The proposed SBFS consists of four parts: initialization stage,

backward sweep, forward sweep and the update stage: 
1) Initialization stage

A bus is selected to act as a virtual bus (VB) which mimic
the behaviour of pseudo-grid. In this paper, 𝑏𝑏𝐵𝐵𝐵𝐵 1 was selected 
to act as VB. An initialisation process starts by setting all sys-
tem voltages 𝑉𝑉𝑖𝑖 to 1∠0° p.u.; ∆𝑓𝑓, ∆𝑉𝑉1 to zero; reset iteration 
counters 𝑐𝑐1 and 𝑐𝑐2; determine voltage tolerance threshold 𝜀𝜀𝑝𝑝ℎ =
 10−8, DG units droops and loads coefficients. 
2) Backward sweep

From this stage, the voltage is known at each bus so are the
pre-islanding active and reactive powers of DG units and loads, 
so we procced with calculating apparent power using (7) and 
then current injects at each bus moving backward towards the 
VB using (8). 
𝑆𝑆𝑖𝑖 =  (𝑃𝑃𝐷𝐷𝑖𝑖 −  𝑃𝑃𝐺𝐺𝑖𝑖) +  𝑗𝑗(𝑄𝑄𝐷𝐷𝑖𝑖 −  𝑄𝑄𝐺𝐺𝑖𝑖) (7) 

𝐼𝐼𝑖𝑖 =  �𝑆𝑆𝑖𝑖 𝑉𝑉𝑖𝑖� �
∗

(8) 

To obtain the current in each branch of the system using (9), 
the branch-inject branch-current matrix (𝐵𝐵𝐼𝐼𝐵𝐵𝐵𝐵) must be created 
first as instructed in [44]. 
[𝑩𝑩𝒊𝒊] =  [𝑩𝑩𝑩𝑩𝑩𝑩𝑩𝑩][𝑩𝑩𝒊𝒊] (9) 

Where [𝑩𝑩𝒊𝒊] and [𝑩𝑩𝒊𝒊] are single column matrices of branch and 
inject currents respectively. For a radial system of 𝑛𝑛 buses and 
𝑚𝑚 branches [𝑩𝑩𝑩𝑩𝑩𝑩𝑩𝑩] is an 𝑚𝑚 by 𝑛𝑛 − 1 matrix consisting of 
𝑧𝑧𝑧𝑧𝑧𝑧𝑁𝑁𝐵𝐵 and 𝑁𝑁𝑛𝑛𝑧𝑧𝐵𝐵 as defined in [44]. 
3) Forward sweep:

At this stage, new values for voltages across the system are
calculated using (10), while the voltage tolerance value Ε for 
convergence criteria is calculated using (11): 
[𝑽𝑽𝒊𝒊𝒊𝒊] =  [𝑽𝑽𝟏𝟏] − [𝑩𝑩𝑩𝑩𝑩𝑩𝑽𝑽][𝑩𝑩𝒊𝒊] (10) 
Ε =  max |𝑉𝑉𝑖𝑖𝑖𝑖 −  𝑉𝑉𝑖𝑖| (11) 

[𝑩𝑩𝑩𝑩𝑩𝑩𝑽𝑽] = [𝑩𝑩𝑩𝑩𝑩𝑩𝑩𝑩]𝑝𝑝 ⊙  �[𝟏𝟏][𝒁𝒁𝒊𝒊]� (12) 
Where [𝑩𝑩𝑩𝑩𝑩𝑩𝑽𝑽] is the branch current and bus voltage matrix 

obtained by the simple matrix manipulation of (12) contrary 
with DBFS and MBFS; 𝑇𝑇 and ⊙ are matrix operators for trans-
pose and Hadamard product respectively; for a radial distribu-
tion system with 𝑛𝑛 buses [𝟏𝟏] is a 𝑁𝑁𝑛𝑛𝑧𝑧𝐵𝐵 vector matrix of size 
(𝑛𝑛 − 1)  x 1; [𝒁𝒁𝒊𝒊] is a 1 x (𝑛𝑛 − 1) row vector of impedance 𝑍𝑍𝑖𝑖. 
4) The Update stage:

If the tolerance value is smaller than that of 𝜀𝜀𝑝𝑝ℎ, then new
values of frequency and voltage are obtained according to (13) 
and (14): 
∆𝑓𝑓 =  −𝑚𝑚𝑝𝑝𝑝𝑝 ∙ (𝑃𝑃𝐺𝐺1 −  ℜ{𝑉𝑉1 ∙ 𝐵𝐵1∗})     (13) 
∆𝑉𝑉1 =  −𝑛𝑛𝑞𝑞𝑝𝑝 ∙ (𝑄𝑄𝐺𝐺1 −  ℑ{𝑉𝑉1 ∙ 𝐵𝐵1∗})     (14) 

Where 𝑚𝑚𝑝𝑝𝑝𝑝 and 𝑛𝑛𝑞𝑞𝑝𝑝 are the equivalent 𝑓𝑓 and 𝑉𝑉 droop coef-
ficients of the system respectively, and given by: 

𝑚𝑚𝑝𝑝𝑝𝑝 =  �∑ 𝑚𝑚𝑝𝑝𝑖𝑖
−1𝑔𝑔𝑔𝑔

𝑖𝑖∈𝒢𝒢𝒢𝒢 �
−1

(15) 

𝑛𝑛𝑞𝑞𝑝𝑝 =  �∑ 𝑛𝑛𝑞𝑞𝑖𝑖−1
𝑔𝑔𝑔𝑔
𝑖𝑖∈𝒢𝒢𝒢𝒢 �

−1
(16) 

After frequency change, the line impedance is updated as in 
(17), while the voltage update is reflected upon the solution by 
another forward sweep. Subsequently, post islanding DG out-
put powers are updated using (18) and (19). 
𝑍𝑍𝑖𝑖 =  𝑅𝑅𝑖𝑖 + j 𝑋𝑋𝑖𝑖�𝑓𝑓𝑐𝑐2+1 𝑓𝑓𝑐𝑐2⁄ � (17) 
𝑃𝑃𝐺𝐺𝑖𝑖 =  ∆𝑓𝑓 𝑚𝑚𝑝𝑝𝑖𝑖⁄ + 𝑃𝑃𝐺𝐺𝑖𝑖0 ;   ∀ 𝑖𝑖 ∈ 𝒢𝒢𝒢𝒢;  𝒢𝒢𝒢𝒢 ⊆  𝒩𝒩 (18) 
𝑄𝑄𝐺𝐺𝑖𝑖 =  ∆𝑉𝑉𝑖𝑖 𝑛𝑛𝑞𝑞𝑖𝑖⁄ + 𝑄𝑄𝐺𝐺𝑖𝑖0 ;  ∀ 𝑖𝑖 ∈ 𝒢𝒢𝒢𝒢  (19) 

Lastly, load power is updated using (3) and (4) while losses 
are obtained as in (20) and (21) using an updated version of  𝐵𝐵𝑖𝑖  
just before the final verification of convergence by comparing 
|∆𝑉𝑉1| to 𝜀𝜀𝑝𝑝ℎ: 
𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 =  ∑ ℜ{𝑍𝑍𝑖𝑖} ∙ |𝐵𝐵𝑖𝑖|2𝑖𝑖−1

𝑖𝑖=1  (20) 
𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 =  ∑ ℑ{𝑍𝑍𝑖𝑖} ∙ |𝐵𝐵𝑖𝑖|2𝑖𝑖−1

𝑖𝑖=1  (21) 
A flow chart of the proposed SBFS is depicted in Fig. 2 

Fig. 2.  Proposed SBFS flow chart 

Fig. 3.  6-bus radial MG system  
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5 
C. Mathematical Validation

To study the impact of DL allocation on an MG mathemati-
cally, a 6-bus radial system was depicted in Fig. 3. Bus 1 was 
considered the VB and modelled as droop bus where 𝑓𝑓 and 𝑉𝑉1 
are updated according to 𝑚𝑚𝑝𝑝1 and 𝑛𝑛𝑞𝑞1 droops respectively. 
While bus 4 is considered as constant PQ bus in a significant 
over-generation situation. Based on that, the apparent power in-
jected by 𝐷𝐷𝐷𝐷1is given as 𝑆𝑆𝐺𝐺1 = 𝑃𝑃𝐺𝐺1 + 𝑗𝑗𝑄𝑄𝐺𝐺1, while the total 
complex power injected by 𝐷𝐷𝐷𝐷4 is given as 𝑆𝑆𝐺𝐺4 =  𝑃𝑃𝐺𝐺4 + 𝑗𝑗𝑄𝑄𝐺𝐺4 
such that 𝑆𝑆𝐺𝐺4 > 𝑆𝑆𝐺𝐺1. It is assumed that the system is lossless 
(𝑍𝑍𝑙𝑙 ≈ 0) with balanced and identical load distribution except 
for bus 1, where each load complex power is given by 𝑆𝑆𝐷𝐷 =
𝑃𝑃𝐷𝐷 + 𝑗𝑗𝑄𝑄𝐷𝐷 . Furthermore, it is also assumed that the load flow 
converges at the first iteration and that switch (𝐵𝐵𝑤𝑤) is left open. 
Denoting positive for consumed power and negative for gener-
ated power and by applying Kirchhoff’s current law sweeping 
backward towards the VB, we have: 
 𝐵𝐵1 =  𝐼𝐼2 + 𝐼𝐼3 + 𝐼𝐼4 + 𝐼𝐼5 + 𝐼𝐼6 (22) 

Substituting (22) in equation (8) we rewrite (22) as: 
 𝐵𝐵1 =  ∑ (𝑆𝑆𝑖𝑖 𝑉𝑉𝑖𝑖⁄ )∗6

𝑖𝑖=2  (23) 
Since we have assumed a flat start with lossless system, then 

the voltage become a global variable similar to the frequency 
i.e. |𝑉𝑉1| = |𝑉𝑉𝑖𝑖| = 1. Now, taking the high generation situation
into consideration, we have 𝑆𝑆𝐺𝐺4 ≫  𝑆𝑆𝐷𝐷4. Therefore, equation
(23) becomes:
𝐵𝐵1 =  4(𝑆𝑆𝐷𝐷)∗ − (𝑆𝑆𝐺𝐺4)∗ (24) 

Going forward sweep for the system in question the 𝑓𝑓 and 𝑉𝑉1 
are updated by compensating (24) in equations (13) and (14): 
 ∆𝑓𝑓 =  −𝑚𝑚𝑝𝑝1 ∙ (𝑃𝑃𝐺𝐺1 +  𝑃𝑃𝐺𝐺4 − 4𝑃𝑃𝐷𝐷) (25) 
 ∆𝑉𝑉1 =  −𝑛𝑛𝑞𝑞1 ∙ (𝑄𝑄𝐺𝐺1 +  𝑄𝑄𝐺𝐺4 − 4𝑄𝑄𝐷𝐷) (26) 

Now, if 𝐵𝐵𝑤𝑤 is closed, then 𝐵𝐵1 becomes 𝐵𝐵1′  after the inclusion 
of DL into the system at bus 6 and equation (22) becomes: 
 𝐵𝐵1′ =  𝐼𝐼2 + 𝐼𝐼3 + 𝐼𝐼4 + 𝐼𝐼5 + 𝐼𝐼6 + 𝐼𝐼𝐷𝐷𝐷𝐷 (27) 

Likewise, usually in DL application the size of such load 
must be considerably large to consume excess generation. Sub-
stituting (27) in (8), we have 𝐵𝐵1′  as in (28) noting that 𝐵𝐵1′ >  𝐵𝐵1: 
 𝐵𝐵1′ = 4(𝑆𝑆𝐷𝐷)∗ − (𝑆𝑆𝐺𝐺4)∗ + (𝑆𝑆𝐷𝐷𝐷𝐷)∗           (28) 

Similarly, the 𝑓𝑓 and 𝑉𝑉1 updates upon DL connection be-
comes:  
 ∆𝑓𝑓′ =  −𝑚𝑚𝑝𝑝1 ∙ (𝑃𝑃𝐺𝐺1 + 𝑃𝑃𝐺𝐺4 − 4𝑃𝑃𝐷𝐷) + 𝑚𝑚𝑝𝑝1 ∙ (𝑃𝑃𝐷𝐷𝐷𝐷) (29) 
∆𝑉𝑉1′ =  −𝑛𝑛𝑞𝑞1 ∙ (𝑄𝑄𝐺𝐺1 + 𝑄𝑄𝐺𝐺4 − 4𝑄𝑄𝐷𝐷) + 𝑛𝑛𝑝𝑝1 ∙ (𝑄𝑄𝐷𝐷𝐷𝐷) (30) 

Since 𝑚𝑚𝑝𝑝1 and 𝑛𝑛𝑞𝑞1 are negative, we rewrite (29) and (30) as: 
 ∆𝑓𝑓′ =  ∆𝑓𝑓 + 𝑚𝑚𝑝𝑝1 ∙ (𝑃𝑃𝐷𝐷𝐷𝐷) (31) 
 ∆𝑉𝑉1′ =  ∆𝑉𝑉1 + 𝑛𝑛𝑝𝑝1 ∙ (𝑄𝑄𝐷𝐷𝐷𝐷) (32) 

From (29)-(32), it is clear that | ∆𝑓𝑓′| < |∆𝑓𝑓| also |∆𝑉𝑉1′| <
|∆𝑉𝑉1| satisfying the assumption that 𝑉𝑉-𝑓𝑓 deviations are mini-
mized as a result of DL application into the MG of Fig. 3. 

D. Proposed Optimization Method
The proposed approach to solve the single- and multi-objec-

tive optimization problem is based on the MIDACO algorithm 
which acts as a general-purpose solver. This high-performance 
solver is based on the extended ACO algorithm (ACOmi) [34] 
mixed with a universal penalty method called OPM for 

constraints handling [38]. For the single-objective problem, 
MIDACO uses a probabilistic choice for constructing solutions 
based on multi-kernel gaussian probability density function 
(PDF) rather than using a pheromone table as in the original 
ACO metaheuristic [34]. The Gaussian PDF (GPDF) consists 
of several one-dimensional weighted sum of the Gaussian func-
tion. Further information about the calculations of GPDF used 
in the single-objective problems of MIDACO can be found in 
[34] and [45]. The internal GPDF of the algorithm generates
samples of ANTS (𝑁𝑁𝑝𝑝𝑙𝑙𝑝𝑝) within a number of KERNELS (𝑔𝑔𝑟𝑟)
to evaluate the objective function and store it in a solution ar-
chive [46]. In constrained problems MIDACO introduced a pa-
rameter called ORACLE (Ω) which can be given by the user to
estimate a close value to the objective function, more about the
OPM can be found in [38]. In addition, MIDACO introduced
ACCURACY parameter to fine tune any constraints violation,
while SEED parameter dictates the initial seed for sampled
numbers by the pseudo random-number generator [46].

As for the multi-objective optimisation handling by 
MIDACO, a decomposition approach is used to break the orig-
inal multi-objective problem into a set of single-objective prob-
lems evaluated in serial or parallel modes [46]. The decompo-
sition approach of MIDACO is inspired by the utopia-nadir bal-
ance concept. The utopia (𝑈𝑈𝒾𝒾) is a measure of the best global 
minima of an individual objective function 𝑓𝑓𝒾𝒾(𝑥𝑥) and is given 
by (24) [40]: 
𝑈𝑈𝒾𝒾 = 𝑚𝑚𝑖𝑖𝑛𝑛{𝑓𝑓𝒾𝒾(𝑥𝑥) ∀ 𝑥𝑥 ∈ 𝔽𝔽} (33) 
 While the nadir (𝑁𝑁𝒾𝒾) on the other hand as given in (34) cor-
responds to worst value of 𝑓𝑓𝒾𝒾(𝑥𝑥) for all 𝑥𝑥 solutions that belongs 
to a utopia 𝑈𝑈𝑔𝑔 of an objective function 𝑓𝑓𝑔𝑔(𝑥𝑥) [40]. 
𝑁𝑁𝒾𝒾 = 𝑚𝑚𝑚𝑚𝑥𝑥{𝑓𝑓𝒾𝒾(𝑥𝑥) ∀ 𝑥𝑥 ∶  ∃ 𝑔𝑔 ≠ 𝑖𝑖 ∶  𝑓𝑓𝑔𝑔(𝑥𝑥) = 𝑈𝑈𝑔𝑔} (34) 

For a multi-objective problem consisting of 𝑀𝑀 decomposed 
single-objective sub-problems. Using (33) and (34) and denot-
ing 𝒿𝒿 for a decomposed sub-problem then the weighted distance 
𝑑𝑑𝒾𝒾
𝒿𝒿(𝑥𝑥) and average distance 𝐷𝐷𝒿𝒿(𝑥𝑥) for the optimal solution 𝑥𝑥 in

each 𝑓𝑓𝒾𝒾(𝑥𝑥) are given by (35) and (36) respectively [40]: 
𝑑𝑑𝒾𝒾
𝒿𝒿(𝑥𝑥) =  𝓌𝓌𝒾𝒾

𝒿𝒿 ∙  �𝑓𝑓𝒾𝒾(𝑚𝑚)−𝑈𝑈𝒾𝒾
𝑁𝑁𝒾𝒾−𝑈𝑈𝒾𝒾  

� (35) 

𝐷𝐷𝒿𝒿(𝑥𝑥) =  ∑ 𝑑𝑑𝒾𝒾
𝒿𝒿(𝑚𝑚)𝑀𝑀

𝒾𝒾=1
𝑀𝑀 

 (36) 
Based on (26) and (27) the balance concept, 𝐵𝐵𝒿𝒿(𝑥𝑥), is intro-

duced to indicate the average distance of a solution 𝑥𝑥 to it’s cor-
responding utopia and nadir values of each sub-problem [40], 
[46]. 
𝐵𝐵𝒿𝒿(𝑥𝑥) =  ∑ �𝑑𝑑𝒾𝒾

𝒿𝒿(𝑥𝑥) − 𝐷𝐷𝒿𝒿(𝑥𝑥)�𝑀𝑀
𝒾𝒾=1 (37) 

The purpose of 𝐵𝐵𝒿𝒿(𝑥𝑥) is to concentrate the search effort of 
MIDACO algorithm to the central part of the pareto front, 
where the best equally traded-off solution for all objectives ex-
ists [40], [46]. The balance concept is incorporated in MIDACO 
as the BALANCE parameter, where varying the value of BAL-
ANCE will change the advantage of certain objective over the 
others [46].  This parameter will expedite the process of reach-
ing the optimal solution 𝑥𝑥, signalling a speed advantage of 
MIDACO algorithm [46]. To reconstruct the multi-objective 
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problem again for each 𝒿𝒿 sub-problem, a target function 𝑇𝑇𝒿𝒿(𝑥𝑥) 
is defined in (38) to solve the original problem [40]: 
𝑇𝑇𝒿𝒿(𝑥𝑥) =  ∑ 𝑑𝑑𝒾𝒾

𝒿𝒿(𝑥𝑥)𝑀𝑀
𝒾𝒾=1 + 𝐵𝐵𝒿𝒿(𝑥𝑥) (38) 

To further fine tune the use of the BALANCE parameter, two 
parameters PARETOMAX and EPSILON were introduced by 
MIDACO [46]. The additional two parameters influence the 
number of non-dominated solutions on the pareto front. Where 
PARETOMAX limits the number of pareto points, and EPSI-
LON sets the accuracy of pareto points filtration. A flowchart 
of the proposed optimization method is depicted in Fig. 4. 

III. OPTIMIZATION PROBLEM FORMULATION
The optimization problem considered in this paper can be

represented mathematically as: 
Minimize:   {𝑓𝑓𝒾𝒾(𝑥𝑥)} , 𝒾𝒾 = {1,2, … ,𝒪𝒪} 
Subject to:  g𝒾𝒾(𝑥𝑥) = 0, 𝒾𝒾 = {1,2, … ,𝒞𝒞𝑒𝑒} 

   g𝒾𝒾(𝑥𝑥) ≥ 0, 𝒾𝒾 = {𝒞𝒞𝑒𝑒 + 1, … ,𝒞𝒞} 
   𝑥𝑥𝑚𝑚𝑖𝑖𝑖𝑖 ≤ 𝑥𝑥 ≤ 𝑥𝑥𝑚𝑚𝑚𝑚𝑚𝑚  

A. Objective functions
There are four objective functions in total presented in this

paper: 

𝑓𝑓𝒾𝒾(𝑥𝑥) =

⎩
⎨

⎧
 𝑓𝑓1(𝑥𝑥) = |∆𝑉𝑉1|
𝑓𝑓2(𝑥𝑥) = |∆𝑓𝑓|
𝑓𝑓3(𝑥𝑥) =  𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠
𝑓𝑓4(𝑥𝑥) =  𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠

, 𝑥𝑥 = {𝑃𝑃𝐷𝐷𝐷𝐷 ,𝑄𝑄𝐷𝐷𝐷𝐷 ,𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 ,𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁. } (39)

However, the problem has been divided into three separate 
problems to see how the overall application of DL into DCIMG 
develops as problem dimension evolve. 
1) First problem

A single-objective problem to obtain optimal size and loca-
tion of DL by minimizing each 𝑉𝑉-𝑓𝑓 deviations at off-peak 
hours. Note that for the single-objective problem, the objective 
function can have only one value at a time denoted as 𝑓𝑓𝑠𝑠(𝑥𝑥): 
𝑓𝑓𝑠𝑠(𝑥𝑥) ∈ {𝑓𝑓1(𝑥𝑥), 𝑓𝑓2(𝑥𝑥)} , 𝑥𝑥 = {𝑃𝑃𝐷𝐷𝐷𝐷 ,𝑄𝑄𝐷𝐷𝐷𝐷 ,𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁. }           (40) 
2) Second problem

A multi-objective problem to obtain optimal size and loca-
tion of DL to minimize 𝑉𝑉-𝑓𝑓 deviations simultaneously takes the 
form: 
𝑓𝑓𝒾𝒾(𝑥𝑥) =  {𝑓𝑓1(𝑥𝑥), 𝑓𝑓2(𝑥𝑥)}, 𝑥𝑥 = {𝑃𝑃𝐷𝐷𝐷𝐷 ,𝑄𝑄𝐷𝐷𝐷𝐷 ,𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁. }    (41)  
3) Third problem

A many-objectives problem was formulated to obtain the op-
timal size and location of DL as well as optimal DG droop set-
tings to minimize 𝑉𝑉-𝑓𝑓 deviations and network losses simulta-
neously takes the form: 
𝑓𝑓𝒾𝒾(𝑥𝑥) =  {𝑓𝑓1(𝑥𝑥), 𝑓𝑓2(𝑥𝑥), 𝑓𝑓3(𝑥𝑥), 𝑓𝑓4(𝑥𝑥)}, 
𝑥𝑥 = {𝑃𝑃𝐷𝐷𝐷𝐷 ,𝑄𝑄𝐷𝐷𝐷𝐷 ,𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 ,𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁. }   (42) 

B. Constraints
The first two problems were subject to the following con-

straints (all numerical values were given in per-unit system with 
system base 12.66 KV and 11KV for 69- and 118-bus systems 
respectively, 500 KVA for both systems and 𝑓𝑓𝑙𝑙 = 50 𝐻𝐻𝑧𝑧): 

Bus voltage limit constraints:  
0.95 ≤ |𝑉𝑉𝑖𝑖| ≤ 1.05                                                             (43) 

Thermal limit constraints for branch current 𝐵𝐵𝑖𝑖: 
|𝐵𝐵𝑖𝑖| ≤ �𝐵𝐵𝑖𝑖_𝑚𝑚𝑚𝑚𝑚𝑚�                   (44) 

DL size limits as instructed in [31]: 
0.002 ≤ 𝑃𝑃𝐷𝐷𝐷𝐷 ≤ 1     (45) 
0.002 ≤ 𝑄𝑄𝐷𝐷𝐷𝐷 ≤ 1    (46) 
 As for the third problem, in addition to all previous con-
straints, a min-max droop settings limit has been imposed. 
Moreover, limiting all DG units active and reactive generation 
to a min-max limit. This limit must be sufficient to ensure au-
tonomous operation of the MG without compromising on DG 
safe operating regions with lagging power factor (PF) values 
between (0.8 – 1). Furthermore, in compliance with IEEE 
std.1547.4 for acceptable frequency tolerance, an operating fre-
quency limit constraint has been imposed.  
0 ≤ 𝑃𝑃𝐷𝐷𝐺𝐺 ≤ 2 (47) 
0 ≤ 𝑄𝑄𝐷𝐷𝐺𝐺 ≤ 2 (48) 
0.996 ≤ 𝑓𝑓 ≤ 1.004  (49) 

Note that for the third problem a similar value denoted as 
𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 has been proposed for both 𝑚𝑚𝑝𝑝𝑖𝑖 and 𝑛𝑛𝑞𝑞𝑖𝑖 such that: 
𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 = 𝑚𝑚𝑝𝑝𝑖𝑖 = 𝑛𝑛𝑞𝑞𝑖𝑖 , ∀ 𝑖𝑖 ∈ 𝒢𝒢𝒢𝒢, since values beyond that range 
would sound unrealistic [25]. 
10−4 ≤ 𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷  ≤ 1 (50) 

Fig. 4. Proposed optimization method flowchart 
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IV. RESULTS AND DISCUSSION

The MG systems chosen for this study are the IEEE 69- 
and 118-test systems which were modified for autonomous op-
eration to install DG units at locations illustrated by Fig. 5. The 
IEEE 69- and 118-test systems parameters were taken from [47] 
and [48] respectively, while the DG locations and ratings were 
obtained from [31] and [49] for the IEEE 69- and 118-bus re-
spectively. Systems generation/load states are illustrated in Ta-
ble III, without loss of generality, each of the four scenarios 
demonstrate a highly probable mismatch occurrence in a highly 
penetrated MG. However, to generate a multi-scenario mis-
match to cover all possible seasonal weather and load behaviour 
changes, that requires a stochastic scenario-based model of un-
certainties which is beyond the scope of this paper and will be 
covered in future work. Four scenarios in total were adopted in 
this paper, scenario 1 was obtained from [31]–[33], while sce-
narios 2-4 were derived from [50]. It is also assumed, that the 
load and generation diurnal states are weakly correlated events 
and should not affect the outcome, hence their correlations have 
been neglected from the selected scenarios [50]. Simulations 
were carried out in MATLAB® environment with system spec-
ifications: Intel core i7 9th Generation, 2.60 GHz, and 8 GB 
RAM. The selected values for parameters Npop, kr and Ω were 
kept at default to allow the algorithm to adjust as per the con-
vexity of the problem. This way the algorithm will dynamically 
change the number of Npop per default number of kr at an initial 
Ω value of 109 as the solution alternates between the feasible 
and unfeasible regions [46]. Moreover, for the sake of brevity, 
only scenario 1 from the 69-bus system was adopted for the first 
and second problems implementation. 

A. Single Objective Optimization

 As described previously, a single objective problem to mini-
mize 𝑉𝑉-𝑓𝑓 deviations can be achieved by minimizing the steps 
of Fig. 1. Moreover, the proposed method managed to minimize 
|∆𝑉𝑉1| and |∆𝑓𝑓| for all steps combined rather than only the first 
step size. However, in high over-generation mismatch state, the 
first step of Fig. 1 tends to have high influence on the solution. 
Therefore, it was chosen to represent 𝑉𝑉-𝑓𝑓 deviations result for 
all investigated cases, as the final settlement values for |∆𝑉𝑉1| 
and |∆𝑓𝑓| were approaching zero.  The obtained results for DL 

single objective allocation are shown in Table IV. Minimizing 
|∆𝑓𝑓| proved to be successful in bringing 𝑓𝑓𝑠𝑠𝑠𝑠 closer to nominal 
value from 1.0173 p.u. to 1.0001 p.u. before and after DL allo-
cation. This has significantly improved frequency regulation for 
the existing active power mismatch of (4.5/3.8) p.u. As for 
|∆𝑉𝑉1| case, the maximum absolute voltage deviation of all buses 
from their nominal values, known as maximum voltage error 
(MVE), has increased in comparison with |∆𝑓𝑓| case for scenario 
1. This was attributed to the higher voltages drop from the nom-
inal value mainly at the downstream nodes. The resultant volt-
age profile for both objectives is illustrated in Fig. 5. The allo-
cation of DL as a single objective problem came at the expense
of increased power losses in light of the assumed power mis-
match (+36.56% over-generation), since a DL will act as a lag-
ging current addition in a prevailing inductive current network.
As expected, total generated apparent power (∑𝑆𝑆𝐺𝐺𝑖𝑖) increased
from (4.72∠35.16° p.u.) for the No DL case to (6.10∠38.14°
p.u.) and (5.84∠39.62° p.u.) for the |∆𝑉𝑉1| and |∆𝑓𝑓| respectively.

(a) 

(b) 

Fig. 5.  Test MG single line diagram as modified for autonomous operation: 
(a) IEEE 69-bus (b) IEEE 118-bus. 

TABLE III 
TEST SYSTEMS GENERATION TO LOAD STATES 

Scenario Load 
(%) 

69-Bus 
System 

118-Bus 
System Gene-

ration 
(%) 

69-Bus 
System 

118-Bus 
System

∑𝑃𝑃𝐷𝐷𝑖𝑖  
(p.u.) 

∑𝑄𝑄𝐷𝐷𝑖𝑖  
(p.u.) 

∑𝑃𝑃𝐷𝐷𝑖𝑖  
(p.u.) 

∑𝑄𝑄𝐷𝐷𝑖𝑖  
(p.u.) 

∑𝑃𝑃𝐺𝐺𝑖𝑖  
(p.u.) 

∑𝑄𝑄𝐺𝐺𝑖𝑖  
(p.u.) 

∑𝑃𝑃𝐺𝐺𝑖𝑖  
(p.u.) 

∑𝑄𝑄𝐺𝐺𝑖𝑖  
(p.u.) 

- 100 7.60 5.39 45.42 34.08 100 8 6 43.24 32.43 
1 50 3.80 2.69 22.71 17.04 63.63 4.5 4.5 24.32 24.32 
2 40.6 3.09 2.19 18.44 13.84 84.99 6.8 5.1 36.75 27.56 
3 51.0 3.88 2.75 23.16 17.38 84.99 6.8 5.1 36.75 27.56 
4 58.5 4.45 3.15 26.57 19.94 84.99 6.8 5.1 36.75 27.56 

    The chosen load percentages mimic the situation for typical summer day 
residential load profile at off-peak hours (i.e. between 4:00 and 6:00 am).  
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B. Multi-Objective Optimization
A formulation using scenario 1 from the 69-bus system was

used for the two-objectives problem, while scenarios 1 - 4 were 
chosen to represent the generation/load mismatch for the four-
objectives problem for both test systems. The PARETOMAX 
value of the proposed method was set to 1000, while the 

EPSILON and BALANCE values were set to 0 for all multi-
objective cases investigated. 
1)  Two-objectives optimization 

Upgrading the optimization problem into a two-objectives 
type returned more balanced and satisfactory results with 
slightly longer calculation time as shown in Table IV. The op-
timal solution was selected out of many non-dominated solu-
tions based on the utopia-nadir balance approach of the pro-
posed methodology described earlier. Furthermore, this balance 
of weights can be seen by a better voltage profile with smaller 
MVE of 0.0228 if compared to the individual objective prob-
lems and the No DL case, as illustrated in Fig. 5. Despite that 
balanced approach to the problem, the solution returned 
(5.86∠39.53° p.u.) of ∑𝑆𝑆𝐺𝐺𝑖𝑖 which did not improve power losses 
compared to the individual |∆𝑓𝑓| objective, this could be at-
tributed to the slight increase in the DL power demand as seen 
in Table IV. However, the advantage of allocating DL in radial 
distribution systems with high power generation/load ratio was 
evident in MVE and 𝑓𝑓𝑠𝑠𝑠𝑠 enhancement. Additionally, the ob-
tained DL locations at buses 64,7 and 27 concur with the idea 
of random allocations away from a generating bus to help with 
𝑉𝑉-𝑓𝑓 regulation in the high mismatch situation. 
2) Four-objectives optimization
• 69-bus system

From Table V, upon tackling the many objectives problem
the impact of DL allocation on the 69-bus system losses was 
further reduced. Taking scenario 1 in particular, the ∑|𝑆𝑆𝐺𝐺𝑖𝑖| ob-
tained of (5.56∠35.57° p.u.) was lower if compared to the single 
objectives of |∆𝑉𝑉1| and |∆𝑓𝑓| for the same scenario, this can be 
attributed by the addition of droop as a decision variable to op-
timize DG units output power post islanding. Furthermore, the 
voltage error of the system has been enhanced by (-0.004) com-
pared to the two objectives problem as seen from Table V and 
reflected upon the profile of Fig. 5, this level of voltage correc-
tion is the maximum to be achieved over the allocated DL range 
with the assumed mismatch scenario 1. The optimal solution 
with equally balanced weights for all four-objectives at the cen-
tre of the Pareto front is illustrated in Fig. 6(a). Altering the 
generation/load scenario has further strengthened the signifi-
cance of DL allocation in a highly penetrated MG using the pro-
posed method. According to results from Table V, the IMG sta-
bility has been significantly improved on the expense of mini-
mal extra losses by consuming the excessive residual power. 
This improvement is realised by better voltage profiles for all 
investigated scenarios with DL if compared with the No DL 
case as illustrated in Fig. 7. Likewise, the obtained 𝑓𝑓𝑠𝑠𝑠𝑠 for all 
investigated scenarios were within the permissible frequency 
range (0.996 – 1.004 p.u.) for islanded systems in accordance 
with IEEE std.1547. 

To understand the advantage of SBFS over the existing 
DBFS and MBFS methods used in [31], a calculation time table 
for the 69-test system was constructed after obtaining DL val-
ues using the SBFS for the |∆𝑓𝑓| case (using scenario 1) and the 
four objectives case (using scenarios 1-4). As Table VI shows, 
the benefit of SBFS was not limited to the faster calculation 
time, but also in converging to a solution when using 𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 val-
ues which would not have been possible without using SBFS. 

TABLE IV 
SINGLE- AND TWO-OBJECTIVES RESULTS FOR SCENARIO 1, 69-BUS SYSTEM 

Case No DL Min (|∆𝑉𝑉1|) Min (|∆𝑓𝑓|) Min (|∆𝑉𝑉1|&|∆𝑓𝑓|) 
𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁. - 64 7 27 
𝑃𝑃𝐷𝐷𝐷𝐷 (p.u.) - 0.8172 0.6259 0.6294 
𝑄𝑄𝐷𝐷𝐷𝐷 (p.u.) - 0.9999 0.9993 0.9999 

|∆𝑉𝑉1| (p.u.) 0.0480 0.0197 0.0210 0.0208 
|∆𝑓𝑓| (p.u.) 0.0170 0.0082 0.0000 0.0005 
𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 (p.u.) 0.0578 0.1766 0.0674 0.0880 
𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 (p.u.) 0.0251 0.0710 0.0287 0.0358 
𝑀𝑀𝑉𝑉𝑀𝑀 (p.u.) 0.0500 0.0366 0.0249 0.0228 
𝑓𝑓𝑠𝑠𝑠𝑠 (p.u.) 1.0173 0.9920 1.0001 0.9995 
Timea (s) - 35 35 40 

First step size only for |∆𝑉𝑉1| and |∆𝑓𝑓|, aalgorithm computation time. 

Fig. 5.  DL allocation impact on network voltage profile considering differ-
ent objectives (using Scenario 1, from 69-bus system). 

TABLE V 
MULTI-OBJECTIVE RESULTS AT DIFFERENT SCENARIOS, 69-BUS SYSTEM 

Scenario 1 2 3 4 
Case No DL w/DL No DL w/DL No DL w/DL No DL w/DL 

𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁. - 30 - 30 - 30 - 30 
𝑃𝑃𝐷𝐷𝐷𝐷 - 0.6580 - 0.6253 - 0.7781 - 0.9332 
𝑄𝑄𝐷𝐷𝐷𝐷 - 0.5135 - 0.4065 - 0.4928 - 0.5274 
𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 - 0.0487 - 0.0027 - 0.0052 - 0.0088 
|∆𝑉𝑉1| 0.0480 0.0123 0.0779 0.0014 0.0626 0.0019 0.0515 0.0024 
|∆𝑓𝑓| 0.0170 0.0003 0.0985 0.0016 0.0767 0.0021 0.0609 0.0023 
𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 0.0578 0.0617 0.0362 0.0412 0.0582 0.0657 0.0789 0.0871 
𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 0.0251 0.0255 0.0174 0.0170 0.0271 0.0272 0.0359 0.0360 
𝑀𝑀𝑉𝑉𝑀𝑀 0.0500 0.0188 0.0807 0.0239 0.0654 0.0301 0.0542 0.0344 
𝑓𝑓𝑠𝑠𝑠𝑠 1.0173 0.9998 1.0994 1.0017 1.0774 1.0022 1.0614 1.0023 

First step size only for |∆𝑉𝑉1| and |∆𝑓𝑓|, all in per unit values  

TABLE VI  
LOAD FLOW CALCULATION TIME IN SECONDS FOR 69-BUS SYSTEM 

Load 
Flow 

Method 

Using Table I droop 
with different 𝜀𝜀𝑝𝑝ℎa 

Using 𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 
with different scenariosb 

10-4 10-8 10-10 10-12 1 2 3 4 
DBFS 0.0152 0.0323 NC NC NC NC NC NC 
MBFS 0.0051 0.0071 0.0076 0.0086 NC NC NC NC 
SBFS 0.0021 0.0026 0.0032 0.0034 0.0025 0.0026 0.0027 0.0029 
amin (|∆𝑓𝑓|) case only, busing 𝜀𝜀𝑝𝑝ℎ = 10-8, NC: Not Converged. 

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final 
publication. Citation information: DOI10.1109/JSYST.2021.3100409, IEEE Systems Journal



9 

• 118-bus system
Expanding the DL allocation problem complexity to a larger

system with significant generation capacity and power demand 
did not deviate from the expected outcome to keep the 𝑉𝑉-𝑓𝑓 
within acceptable limits. The solution obtained offered bal-
anced results without degrading system losses, while the pareto 
optimal front of the proposed method is depicted in Fig. 6(b). 
According to results from Table VII, the location for DL was 
identical for all scenarios at bus 73 similar to bus 30 for the 69-
test system, this might be seen as an efficient and cost-effective 
application of DL to regulate power variations. Moreover, the 
resultant voltage profile theme was similar to the 69-test system 
but with much larger MVE reported as seen in Fig. 8 due to the 
significant reactive power mismatch (24.32/17.04 over-genera-
tion). Furthermore, the latter power mismatch has forced a lead-
ing current network situation, which might explain the reduc-
tion of losses after the application of DL against the No DL 

case, similar to an inductive correction procedure in highly ca-
pacitive network. 

C. Impact of varying the algorithm parameters
The solution of the four-objectives problem using scenario 1

from 69-bus system has been tested against variations in the 
proposed method parameters. Table VIII demonstrates the im-
pact of BALANCE value on the solution, the results show the 
significance of this parameter and how it alters the focus of the 
algorithm search effort on the pareto front. Furthermore, the ef-
fect of tuning ANTS and KERNEL values has degraded the so-
lution. However, the solution tends to improve when KERNEL 
value increases as demonstrated in Table IX. The reason behind 
this improvement is attributed to the influence of 
𝐾𝐾𝑟𝑟  in reducing the chances that the algorithm will get stuck in a 
local minima. The influence of ORACLE parameter on the 

TABLE VII 
MULTI-OBJECTIVE RESULTS AT DIFFERENT SCENARIOS, 118-BUS SYSTEM 

Scenario 1 2 3 4 
Case No DL w/DL No DL w/DL No DL w/DL No DL w/DL 

𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁. - 73 - 73 - 73 - 73 
𝑃𝑃𝐷𝐷𝐷𝐷 - 0.4771 - 0.3820 - 0.4896 - 0.5613 
𝑄𝑄𝐷𝐷𝐷𝐷 - 0.7289 - 0.5860 - 0.7293 - 0.8467 
𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 - 0.0117 - 0.0011 - 0.0015 - 0.0019 
|∆𝑉𝑉1| 0.1454 0.0094 0.2694 0.0018 0.1994 0.0017 0.1486 0.0016 
|∆𝑓𝑓| 0.0281 0.0014 0.3587 0.0025 0.2655 0.0024 0.1978 0.0022 
𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 0.1335 0.1157 0.2155 0.0774 0.2161 0.1223 0.2258 0.1610 
𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 0.0908 0.0779 0.1879 0.0522 0.1769 0.0824 0.1764 0.1085 
𝑀𝑀𝑉𝑉𝑀𝑀 0.1636 0.0218 0.2991 0.0120 0.2269 0.0145 0.1755 0.0161 
𝑓𝑓𝑠𝑠𝑠𝑠 1.0301 1.0015 1.3687 1.0026 1.2722 1.0025 1.2025 1.0023 

First step size only for |∆𝑉𝑉1| and |∆𝑓𝑓|, all in per unit values  

Fig. 8.  DL allocation impact on network voltage profile considering differ-
ent scenarios, 118-bus system. 

TABLE VIII 
IMPACT OF BALANCE PARAMETER ON THE SOLUTION FOR SCENARIO 1 

BALANCE 0 1 2 3 4 0.8411 0.2681 0.6119 
Pareto 
Points 131 11 27 145 220 124 161 222 

𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁. 30 61 25 30 30 30 30 30 
𝑃𝑃𝐷𝐷𝐷𝐷 (p.u.) 0.6580 0.6579 0.6261 0.6672 0.9319 0.7592 0.6341 0.9886 
𝑄𝑄𝐷𝐷𝐷𝐷 (p.u.) 0.5135 0.9999 0.2758 0.5171 0.5425 0.5785 0.4550 0.5795 
𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 (p.u.) 0.0487 0.0001 0.0001 0.0831 0.0848 0.0085 0.0699 0.0652 

|∆𝑉𝑉1| (p.u.) 0.0123 1.5 x
10-5 

3.0 x 
10-5 0.0210 0.0210 0.0020 0.0185 0.0156 

|∆𝑓𝑓| (p.u.) 0.0003 2.6 x
10-6 0 0.0006 0.0051 0.0002 4.0 x

10-5 0.0047 

𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 (p.u.) 0.0617 0.1631 0.0717 0.0606 0.0607 0.0631 0.0609 0.0615 
𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 (p.u.) 0.0255 0.0654 0.0302 0.0250 0.0249 0.0260 0.0252 0.0252 

First step size only for |∆𝑉𝑉1| and |∆𝑓𝑓|, 69-bus system. 

(a) 

(b) 

Fig. 6. Four objectives problem Pareto front with zero BALANCE parameter, 
the optimal solution is highlighted by the hexagon shape at the centre of the 
pareto front for (a) 69-bus system (b) 118-bus system  

Fig. 7.  DL allocation impact on network voltage profile considering differ-
ent scenarios, 69-bus system. 
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solution is shown in Table X, where solution sensitivity of the 
constrained problem is affected with lower guessed oracles. 
However, the most reasonable solution was obtained at a suffi-
ciently high oracle equal to the default value of 109. 

Maximum function evaluation (MAXEVAL) impact on so-
lution fitness is demonstrated in Table XI. The probability of 

reaching a global optima was increased when MAXEVAL has 
increased. However, higher values of MAXEVAL beyond 
10000 did not further improve the solution. On the other hand, 
the impact of EPSILON parameter is illustrated in Table XII. 
As the parameter value decreases the chances becomes higher 
that new solutions are introduced into the pareto front. How-
ever, the calculation time of the algorithm is generally reduced 
as the value of EPSILON decreased. Lastly, the impact of 
SEED parameter on the optimal solution of the problem can be 
realised by looking into Fig. 9. The complexity of the optimi-
zation problem was contained by slight difference in optimal 
solutions generated at different seed, thus eliminating any in-
consistency in the results. This in fact changes the optimization 
approach to the problem from stochastic choice into determin-
istic global optimization, where the global optimality chance in 
the obtained overall best solution presented is very high. 

D. Comparison with other optimization methods
To further validate the effectiveness of the proposed method,

the achieved results were compared with competitive metaheu-
ristics techniques: multi-objective GA (MOGA) [51], the non-
dominated sorting GA (NSGA-II) [52], [53], and multi-objec-
tive PSO (MOPSO) [54], [55]. The results achieved by each of 
the three methods are listed in Table XIII for both the 69-&118-
bus systems. Tests were carried out using scenario 1 with load 
model set 1. To simulate the problem using MOGA: population 
size was 100, probabilities of crossover and mutation were 0.8 
and 0.001 respectively. NSGA-II parameters, on the other hand, 
such as population size, distribution indexes for crossover and 
mutation, and probability of mutation were 100, 100, 20 and 
0.25 respectively. Lastly, MOPSO had a total of 11 parameters: 
population size 100, repository size 100, cognitive and social 
learning coefficients 0.1 and 0.2, inertia starting and ending 
weight 0.5 and 0.001, grid per dimension 7, inflation rate 0.1, 

TABLE IX 
IMPACT OF ANTS/KERNEL PARAMETER ON THE SOLUTION FOR SCENARIO 1 

𝑁𝑁𝑝𝑝𝑙𝑙𝑝𝑝 𝐾𝐾𝑟𝑟 
|∆𝑉𝑉1| 
(p.u.) 

|∆𝑓𝑓| 
(p.u.) 

𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 
(p.u.) 

𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 
(p.u.) 

0 0 0.0123 0.0003 0.0617 0.0255 
2 2 0.0136 2 x 10-5 0.0615 0.0255 

30 5 0.0127 0.0009 0.0617 0.0254 
500 10 0.0128 0.0008 0.0616 0.0254 
100 50 0.0109 0.0011 0.0619 0.0255 

First step size only for |∆𝑉𝑉1| and |∆𝑓𝑓|, 69-bus system. 

TABLE X 
IMPACT OF ORACLE PARAMETER ON THE SOLUTION FOR SCENARIO 1  

Ω |∆𝑉𝑉1| 
(p.u.) 

|∆𝑓𝑓| 
(p.u.) 

𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 
(p.u.) 

𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 
(p.u.) 

10-3 0.0250 0.0007 0.0601 0.0248 
103 0.0217 0.0007 0.0605 0.0250 
106 0.0170 0.0005 0.0611 0.0252 
109 0.0123 0.0003 0.0617 0.0255 

First step size only for |∆𝑉𝑉1| and |∆𝑓𝑓|, 69-bus system. 

TABLE XI 
IMPACT OF MAXEVAL PARAMETER ON THE SOLUTION FOR SCENARIO 1 

MAXEVAL |∆𝑉𝑉1| 
(p.u.) 

|∆𝑓𝑓| 
(p.u.) 

𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 
(p.u.) 

𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 
(p.u.) 

Timea 

(s) 
500 0.0095 0.0006 0.0633 0.0266 3 
1000 0.0129 0.0003 0.0618 0.0256 5 
5000 0.0113 0.0004 0.0618 0.0255 21 

10000 0.0123 0.0003 0.0617 0.0255 43 
20000 0.0123 0.0003 0.0617 0.0255 94 

First step size only for |∆𝑉𝑉1| and |∆𝑓𝑓|, aalgorithm computation time, 69-
bus system. 

TABLE XII 
IMPACT OF EPSILON PARAMETER ON THE SOLUTION SCENARIO 1 

EPSILON Pareto 
Points 

|∆𝑉𝑉1| 
(p.u.) 

|∆𝑓𝑓| 
(p.u.) 

𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 
(p.u.) 

𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 
(p.u.) 

Timea 

(s) 
0.01 131 0.0123 0.0003 0.0617 0.0255 43 

0.001 708 0.0124 0.0007 0.0617 0.0254 51 

0.0001 1000 0.0101 0.0007 0.0620 0.0256 63 

0.00001 1000 0.0108 0.0010 0.0619 0.0255 56 
First step size only for |∆𝑉𝑉1| and |∆𝑓𝑓|, aalgorithm computation time, 69-

bus system. 

Fig. 9. SEED parameter impact on the solution for the four-objectives problem  
(Scenario 1, 69-bus system).  

 

TABLE XIII 
COMPARISON WITH OTHER METHODS 

Method MOGA NSGA-II MOPSO MIDACO 
Test System 69 118 69 118 69 118 69 118 
𝐵𝐵𝐵𝐵𝐵𝐵 𝑁𝑁𝑁𝑁. 30 80 30 80 30 80 30 73 
𝑃𝑃𝐷𝐷𝐷𝐷 (p.u.) 0.7741 0.6505 0.7985 0.7219 0.9031 0.7183 0.6580 0.4771 
𝑄𝑄𝐷𝐷𝐷𝐷 (p.u.) 0.4623 0.7885 0.6714 0.8864 0.5634 0.6862 0.5135 0.7289 
𝑚𝑚𝑛𝑛𝐷𝐷𝐷𝐷 (p.u.) 0.0747 0.0178 0.0613 0.0205 0.0519 0.0179 0.0487 0.0117 
|∆𝑉𝑉1| (p.u.) 0.0149 0.0141 0.0136 0.0160 0.0126 0.0144 0.0123 0.0094 
|∆𝑓𝑓| (p.u.) 0.0030 0.0017 0.0020 0.0018 0.0028 0.0015 0.0003 0.0014 
𝑃𝑃𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 (p.u.) 0.0617 0.1152 0.0617 0.1146 0.0618 0.1152 0.0617 0.1157 
𝑄𝑄𝑙𝑙𝑙𝑙𝑠𝑠𝑠𝑠 (p.u.) 0.0253 0.0782 0.0253 0.0779 0.0254 0.0783 0.0255 0.0779 

MAXEVAL 400 400 200 200 500 500 10000 10000 
Timea (s) 235 397 922 1495 642 798 43 62 
First step size only for |∆𝑉𝑉1| and |∆𝑓𝑓|, aalgorithm computation time. 

TABLE XIV 
ITERATIONS NUMBER FOR ERROR CONVERGENCE AT DIFFERENT  𝜀𝜀𝑝𝑝ℎ   

Method No DL MOGA NSGA-II MOPSO MIDACO 
Test System 69 118 69 118 69 118 69 118 69 118 

𝜀𝜀𝑝𝑝ℎ 

10-4 42 NC 27 44 28 44 28 43 25 42 
10-6 55 NC 37 57 35 57 35 60 30 48 
10-8 75 NC 47 74 45 76 46 73 36 62 
10-10 97 NC 61 94 60 96 63 94 47 83 

NC: Not Converged. 
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leader selection pressure 2, deletion selection pressure 2, and 
mutation rate 0.1. From Table XIII, the 69-bus system results 
demonstrate that MIDACO outweighs the other three methods 
in the first two objectives. Furthermore, the obtained losses 
were similarly close by all four methods. As for the results of 
the 118-bus system on the other hand, the obtained first objec-
tive by MIDACO was much less if compared to the other three 
methods. Nevertheless, the achieved losses by NSGA-II were 
the lowest on the expense of higher 𝑉𝑉-𝑓𝑓 deviations compared 
to all other methods. The clear time advantage of the proposed 
method is demonstrated by getting thousands of function eval-
uations in much less time if compared with the other methods 
for both test systems. Speed and accuracy come hand in hand 
when considering real-time application. This speed shall facili-
tate real-time operation using the proposed method as described 
earlier in section 2. Lastly, the proposed method solution 
efficacy for DL allocation was validated by faster convergence 
rate in the load flow error at different 𝜀𝜀𝑝𝑝ℎ for both test systems. 
This was compared with the No DL case and the other methods 
solution using scenario 1 for both test systems but adopting load 
model (set 2) to raise the challenge of getting converged load 
flow solution for the same problem as shown in Table XIV. 

V. CONCLUSION
 In this paper, the problem of 𝑉𝑉-𝑓𝑓 deviations surpassing their 
permissible limits in highly penetrated DCIMG during off-peak 
hours has been addressed. The importance of DL allocation 
with optimal droop settings has been investigated and validated 
on 69- and 118-test systems considering different genera-
tion/load scenarios. A novel methodology using MIDACO 
combined with SBFS load flow has been applied to solve the 
optimization problem in three stages: single-objective to mini-
mize 𝑉𝑉-𝑓𝑓 individually, two-objectives problem to minimize 𝑉𝑉-
𝑓𝑓 simultaneously, and finally a four-objectives problem to min-
imise 𝑉𝑉-𝑓𝑓, active and reactive power losses. The benefit of the 
proposed load flow method was shown by better convergence 
at lower tolerance and droop settings, while the advantage of 
the proposed optimization method in speed and accuracy was 
compared and validated with other competitive metaheuristic 
optimization algorithms. Test results have shown that the pro-
posed method is capable of minimizing 𝑉𝑉-𝑓𝑓 fluctuations to 
comply with IEEE std.1547 for islanded systems while keeping 
system losses caused by DL application to minimum.  

Futurework could be expanded to account for cost of 
renewable generation curtailment, emissions from conventioanl 
generation, uncertainties in renewable generation and load 
demand behaviour change in a highly penetrated DCIMG. 
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